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Abstract

In the last few decades, Global Navigation Satellite System (GNSS) has become an
indispensable element in our society. Currently, GNSS is used in a wide variety of
sectors and situations, some of them offering critical services, such as transportation,
telecommunications, and finances. For this reason, and combined with the relative
ease an attack on the GNSS wireless signals can be performed nowadays with an
Software Defined Radio (SDR) transmitter, GNSS has become more and more a
target of wireless attacks of diverse nature and motivations. Nowadays, anyone can
buy an interference device (also known as a jammer device) for a few euros. These
devices are legal to be bought in many countries, especially online. But at the same
time, they are illegal to be used. These devices can interfere with signals in specific
frequency bands, used for services such as GNSS. An outage in the GNSS service
at a specific location area (which can be even a few km2) could end up in disastrous
consequences, such as an economical loss or even putting lives at risk, since many
critical services rely on GNSS for their correct functioning.

Fundamentally, this thesis focuses on developing new methods and algorithms
for interference management in GNSS. The main focus is on interference detec-
tion and classification, but discussions are also made about interference localization
and mitigation. The detection and classification algorithms analyzed in this thesis
are chosen from the point of view of the aviation domain, in which additional con-
straints (e.g., antenna placement, number of antennas, vibrations due to movement,
etc.) need to be taken into account. The selected detection and classification meth-
ods are applied at the pre-correlation level, based on the raw received signal. They
apply specific signal transforms in the digital domain (e.g., time-frequency transfor-
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mations) to the received signal. With such algorithms, interferences can be detected
at a level as low as 0 dB Jamming-to-Signal Ratio (JSR). The interference classifi-
cation combines transformed signals with previously trained signals Convolutional
Neural Network (CNN) and/or Support Vector Machine (SVM) to determine the
type of interference signal among the studied ones. The accuracy of such a classi-
fication methodology is above 90%. Knowing which signal causes interference we
can better optimize which mitigation and localization algorithm we should use to
obtain the best mitigation results.

Furthermore, this thesis also studies alternative positioning methods, starting
from the premise that GNSS may not always be available and/or we are certain that
we can not rely on it due to some reason such as high or unmitigated interferences.
Therefore, if one needs to get a Position Velocity and Time (PVT) solution, one
would have to rely on alternative signals that could offer positioning features, such
as the cellular network signals (i.e. 4G, 5G, and further releases) and/or satellite po-
sitioning based on Low Earth Orbit (LEO) satellites. Those systems use presumably
different frequency bands, which makes it more unlikely that they will be jammed at
the same time as the GNSS signal. In this sense, positioning based on LEO satellites is
studied in this thesis from the point of view of feasibility and expected performance.
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Resum

En les últimes dècades, els sistemes globals de navegació per satèl·lit –comunament
anomenats GNSS per les seves sigles en anglès- s’han convertit en un element indis-
pensable en la nostra societat. En l’actualitat, GNSS és usat en una àmplia varietat
de sectors i situacions, algunes d’elles oferint serveis crítics, com pot ser el transport,
telecomunicacions, i finances. Per aquesta raó, i combinat amb la relativa facilitat
que avui dia un atac es pot efectuar amb simplement un transmissor basat en ràdio
definida per software -SDR per les seves sigles en anglès- GNSS s’ha convertit en un
dels principals objectius quant a atacs de diversa naturalesa i motivació. Avui dia,
pràcticament qualsevol persona pot comprar dispositius amb els quals generar inter-
ferències (coneguts com a dispositius jamming) per molt pocs euros. En l’actualitat,
aquests dispositius es poden comprar legalment en molts països. Encara que el seu ús
és normalment il·legal. Aquests dispositius poden interferir greument en certes ban-
des freqüencials, com en aquest cas les usades pels sistemes de navegació per satèl·lit.
La falta de disponibilitat en el servei ofert pels sistemes de navegació (la falta de servei
es pot estendre a diversos km2)) podria acabar en conseqüències desastroses, com per
exemple una pèrdua econòmica o posant en perill vides humanes. Alguns serveis
crítics per a la humanitat basen el seu correcte funcionament en els sistemes de nave-
gació per satèl·lit.

Fonamentalment, aquesta tesi s’enfoca en el desenvolupament d’algorismes i nous
mètodes per a la gestió d’interferències en GNSS. L’enfocament principal és en la de-
tecció i classificació d’interferències, encara que també es tracten temes sobre local-
ització i mitigació d’interferències. Els algorismes de detecció i classificació analitzats
en aquesta tesi van ser triats des del punt de vista del sector de l’aviació, en el qual
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restriccions addicionals (per exemple, la posició i orientació de les antenes, numero
total d’antenes, vibracions a causa del moviment, etc.) són necessàries de tenir-les
en compte. Els algoritmes de detenció i classificació seleccionats en aquesta tesi són
aplicats a nivell de pre-correlació, els quals es basen en el senyal rebut en cru (abans
del seu processament en el domini digital). Aquests algorismes apliquen processa-
ment en el domini digital al senyal rebut (per exemple, transformacions en temps-
freqüència). Amb els algorismes analitzats, interferències a tan baixa potència com
0 dB respecte al senyal desitjat poden ser detectades. Els algorismes de classificació
d’interferències combinen els senyals rebuts amb xarxes neuronals convolucionals -
CNN per les seves sigles en anglès- i màquines de vectors de suport -SVM per les seves
sigles en anglès- per a determinar el tipus de senyal interferent d’entre totes les estu-
diades. La precisió dels algorismes de classificació en aquest estudi és superior al 90%
en tots dos casos. Sabent el tipus de senyal interferent, els algorismes de mitigació
i/o localització poden ser optimitzats per a obtenir els millors resultats.

A més a més, aquesta tesi també estudia l’ús de mètodes alternatius de posiciona-
ment, partint de la premissa que el servei ofert pels actuals sistemes de navegació
per satèl·lit no està disponible i/o no podem confiar en ells a causa de la certesa que
estan sofrint un atac. Per tant, davant la necessitat d’obtenir la solució de posició,
velocitat, i temps (PVT), s’ha de trobar un sistema alternatiu que ofereixi similars
característiques, com per exemple les xarxes cel·lulars (4G, 5G o futurs llançaments)
i/o constel·lacions de satèl·lits situats en orbita baixa -LEO per les seves sigles en
anglès-. Aquests sistemes de satèl·lit en òrbita baixa probablement usaven diferents
bandes freqüencials, la qual cosa els fa menys probables de ser bloquejats alhora que
els actuals sistemes de GNSS. En aquest sentit, posicionament basat en satèl·lits en or-
bita baixa LEO són estudiats, concretament des del punt de vista de la seva viabilitat
i el rendiment esperat.
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Resumen

En las últimas décadas, los sistemas globales de navegación por satélite –comúnmente
llamados GNSS por sus siglas en inglés- se han convertido en un elemento indispens-
able en nuestra sociedad. En la actualidad, GNSS es usado en una amplia variedad de
sectores y situaciones, algunas de ellas ofreciendo servicios críticos, como puede ser el
transporte, telecomunicaciones, y finanzas. Por esta razón, y combinado con la rel-
ativa facilidad que hoy en día un ataque se puede efectuar con simplemente un trans-
misor basado en radio definida por software -SDR por sus siglas en inglés- GNSS se
ha convertido en uno de los principales objetivos en cuanto a ataques de diversa nat-
uraleza y motivación. Hoy en día, prácticamente cualquier persona puede comprar
dispositivos con los que generar interferencias (conocidos como dispositivos jam-
ming) por muy pocos euros. En la actualidad, estos dispositivos se pueden comprar
legalmente en muchos países. Aunque a su vez, su uso es normalmente ilegal. Estos
dispositivos pueden interferir gravemente en ciertas bandas frecuenciales, como en
este caso las usadas por los sistemas de navegación por satélite. La falta de disponibil-
idad en el servicio ofrecido por los sistemas de navegación (cuya falta de servicio se
puede extender a varios km2)) podría terminar en consecuencias desastrosas, como
por ejemplo una pérdida económica o poniendo en serio peligro vidas humanas. Al-
gunos servicios críticos para la humanidad basan su correcto funcionamiento en los
sistemas de navegación por satélite.

Fundamentalmente, esta tesis se enfoca en el desarrollo de algoritmos y nuevos
métodos para la gestión de interferencias en GNSS. El enfoque principal es en la
detección y clasificación de interferencias, aunque también se tratan temas sobre
localización y mitigación de interferencias. Los algoritmos de detección y clasifi-
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cación analizados en esta tesis fueron escogidos desde el punto de vista del sector de
la aviación, en el cual restricciones adicionales (por ejemplo, la posición y orientación
de las antenas, numero total de antenas, vibraciones debido al movimiento, etc.) son
necesarias de tenerlas en cuenta. Los algoritmos de detención y clasificación selec-
cionados en esta tesis son aplicados a nivel de pre-correlación, los cuales se basan en
la señal recibida en crudo (antes de su procesado en el dominio digital). Estos algorit-
mos aplican procesado en el dominio digital a la señal recibida (por ejemplo, transfor-
maciones en tiempo-frecuencia). Con los algoritmos analizados, interferencias a tan
baja potencia como 0 dB con respecto a la señal deseada pueden ser detectadas. Los
algoritmos de clasificación de interferencias combinan las señales recibidas con redes
neuronales convolucionales -CNN por sus siglas en inglés- y máquinas de vectores
de soporte -SVM por sus siglas en inglés- para determinar el tipo de señal interferente
de entre todas las estudiadas. La precisión de los algoritmos de clasificación en este
estudio es superior al 90% en ambos casos. Sabiendo el tipo de señal interferente, los
algoritmos de mitigación y/o localización pueden ser optimizados para obtener los
mejores resultados.

Además, esta tesis también estudia el uso de métodos alternativos de posicionamiento,
partiendo de la premisa que el servicio ofrecido por los actuales sistemas de nave-
gación por satélite no está disponible y/o no podemos confiar en ellos debido a la
certeza de que están sufriendo un ataque. Por lo tanto, ante la necesidad de obtener la
solución de posición, velocidad, y tiempo (PVT), se tiene que encontrar un sistema
alternativo que ofrezca similares características, como por ejemplo las redes celulares
(4G, 5G o futuros lanzamientos) y/o constelaciones de satélites ubicados en orbita
baja -LEO por sus siglas en inglés-. Estos sistemas de satélite en órbita baja proba-
blemente usaran diferentes bandas frecuenciales, lo cual los hace menos probables
de ser bloqueados a la vez que los actuales sistemas de GNSS. En este sentido, posi-
cionamiento basado en satélites en orbita baja LEO son estudiados, concretamente
desde el punto de vista de su viabilidad y el rendimiento esperado.
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Chapter 1
Introduction

1.1 Motivation and Background

In the last decades, GNSS has become a fundamental pillar of our modern society.
Besides the widely known purpose of computing the receiver position and veloc-
ity (also known as PVT solution), its uses are much more than that. GNSS is used
in a wide variety of sectors and services, including energy distribution (e.g., moni-
toring the power grid), finance (e.g., automated stock trading systems), transporta-
tion (e.g., vehicle monitoring and tracking), item tracking (e.g., goods tracking) or
telecommunications (e.g., synchronization of base stations). Due to this gain in pop-
ularity in the past years, GNSS has become a target of many security attacks such
as Denial-of-Service (DoS) attacks. At the same time, it has also brought a rise in
the concerns about GNSS security and it increased the importance of having reli-
able and interference-protected GNSS. For example, the hypothetical loss of GPS
service was estimated to cost the US economy more than 1 billion Dollars per day in
2019 [1]. Similarly, a five-day GNSS disruption would have an economic impact of
more than 6 million Euros, with the road, maritime, and emergency service impact
accounting for 88 percent of the cost [2]. In addition to potential economic damage,
this relatively recent rise in GNSS security concerns can also be influenced by the
current availability of inexpensive and programmable signal simulators, which can
be used to carry out attacks in the GNSS frequency bands. Software-defined GPS
signal simulators are already available, such as the one publicly posted on GitHub
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in 2015 [3]. Such software can be downloaded and run on a wide number of general
purpose Commercial-Off-The-Shelf (COTS) RF generation platforms. The price of
these devices is relatively low, and they are really easy to get. These devices have
already been tested and it has been verified that they can effectively attack standard
civil GPS receivers [4].

In the last few years, several intentional wireless attacks against GNSS have been
documented. Some of these attacks were carried out under controlled circumstances
and with educational / awareness-raising purposes. For example, the authors of [5]
took control of a drone by forcing it to acquire counterfeit GNSS signals (i.e., jam-
ming first the GNSS real signals) and interposing fake GNSS signals (e.g., using
higher transmit powers). Once the drone acquired the counterfeit GNSS signals,
the authors were able to fully control the drone position. Moreover, the drone was
still showing the expected position (according to its specified original track) instead
of the real one. Another example can be found in [6]. In this case, the authors
took the steering control of a yacht by using a similar approach as in [5]. They
forced the yacht to re-acquire the GNSS transmissions and superimposed the coun-
terfeit signals instead of the real GNSS transmissions. By doing this, again they took
control of the vehicle. On the other hand, some other attacks can be considered
malicious, even though some of them might be unintentional. One example of an
unintentional attack can be found in[7]. In June 2015, several planes that flew into
Northeast Philadelphia Airport reported that they were losing the GPS signal in
the last mile of their approach to landing. This usually happened a couple of times
per day and the effect was lasting only a few minutes. After an exhaustive investiga-
tion, it seems that a driver passing by the surrounding area of the airport was using a
jammer gadget inside the vehicle to disable a tracking device installed in his vehicle.
This jammer device was powerful enough to disable the real GNSS transmissions
in the car, but also in some hundreds of meters around the car. Besides this, most
of the attacks against GNSS are mainly intentional. For example, back in 2011, the
Iranian military forces captured a Central Intelligence Agency (CIA) reconnaissance
drone [8] by fooling the drone’s GNSS receiver and making it land in their territory.
Or in 2012, it was reported that GNSS transmissions were sabotaged (supposedly by
North Korea) near the border between North and South Korea [9, 10]. In 2016, a
jamming attack was reported in Russia, near the Kremlin building area. It seems that
in order to heavily protect the Kremlin from any possible attack relying on the use
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of GNSS, in the surroundings of the building one was not able to get its true posi-
tion but erroneous coordinates hundreds of meters away [11]. In addition, a similar
approach has been supposedly used by the Russian government in the last years in or-
der to protect their government members when they were abroad [12, 13]. It seems
they fooled the current location of the rest of the users’ surroundings when the main
members of the government were visiting other territories and regions to minimize
possible attacks relying on GNSS. Furthermore, another documented attack against
GNSS was reported by the US government in 2017. It was discovered that about 20
ships sailing in the Black Sea were incorrectly positioned [14, 15]. They were posi-
tioned by the internal GNSS receivers about 32 km away from their true position.
After an exhaustive investigation, it was reported that all the ships were communi-
cating in similar positions, even though the reported positions were not respecting
the minimum security distances. After discarding any malfunctioning in the GNSS
receivers, it was stated that an attack against GNSS occurred. From 2019 to nowa-
days, many of these attacks have been occurring more often in Europe [16, 17, 18,
19, 20, 21]. Especially noticeable are those interferences occurring near the border
of Finland and Norway with Russia [16, 17, 18, 19, 20] or the jamming detected in
Ukraine during the war [21].

Table 1.1 summarizes the main documented attacks in the last 10 years, provid-
ing the type of interference disrupting the GNSS transmissions, namely jammer or
spoofing, the year it happened, a brief description of the attack, and references to
articles/news/reports. We can observe that these attacks are becoming more and
more common nowadays compared to some years ago.

As noted in the examples summarized in Table 1.1, attacks on GNSS are fea-
sible and occur every now and then. One of the goals of this thesis has been to
provide a deeper survey and analysis of the attack types in GNSS bands and to offer
interference management solutions. We have adopted the terminology "interference
management" as a comprehensive term for interference detection, classification, lo-
calization, and mitigation. Another objective is to provide an analysis of possible
satellite-based positioning alternatives, based on LEO satellites [22, 23, 24]. The
thesis goals and objectives are described in more detail in Section 1.3.

Some organizations such as International Civil Aviation Organization (ICAO),
Radio Technical Committee for Aeronautics (RTCA), EUROCONTROL, and European
Organization for Civil Aviation Equipment (EUROCAE) try to safeguard and mon-
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Table 1.1 Examples of attacks against GNSS, including jamming and spoofing.

Interference
Type

Year Description Ref.

Spoofing 2011
Capture of a CIA drone by the Iranian military

forces.
[8]

Jamming 2012
Jamming on the Korean peninsula was carried

out, supposedly, by North Korea’s regime.
[9, 10]

Spoofing 2014 Capture of a drone with educational purpose [5]

Jamming 2017
Non-availability of GPS signals near Northeast

Philadelphia’s Airport
[7]

Spoofing 2016
Spoofing in the Kremlin bordering area was

carried out, presumably, by the Russian
Government.

[11]

Spoofing 2017
The authors took the control of the steering of a

yacht, driving it to any place they wanted.
[6]

Spoofing 2017

Attack in the Black Sea reported by the USA
government that some ships were positioned
incorrectly, over 32 km away from their true

position.

[14, 15]

Jamming 2019
Jamming in the Norway Border with Russia

during North Atlantic Treaty
Organization (NATO) maneuvers.

[16]

Spoofing 2019
Massive worldwide Spoofing was carried out,

presumably, by the Russian government.
[12, 13]

Jamming 2021
Emergency landing of long-range unmanned

aerial vehicle due to dual GPS signal interference.
[17]

Jamming 2022
Disruptions in GPS services hinder air traffic in

central and eastern Finland.
[18, 19,

20]

Jamming 2022
HawkEye 360 Detects GPS Jamming Along
Ukraine Border Prior to Russian Invasion.

[21]

itor communications in order to detect any interference source. In addition, these or-
ganizations also characterize interferences, providing technical guidance, and propos-
ing and recommending good practices concerning air navigation for new generation
standards.
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1.2 Research Questions and Methodology

The focus of this thesis lies on GNSS interference management and alternative posi-
tioning methods offering global coverage. In this regard, this thesis provides answers
to the following research questions:

1. What interference management solutions exist and which one would be more
suitable for a particular GNSS application such as aviation domain?. This re-
search question has also been addressed in the following publications by the
author [25, 26, 27].

2. How different interference signals could be detected and/or classified based on
machine learning approaches?. This research question is also addressed by the
author in [28].

3. Is LEO satellite-based positioning a good and feasible complementary or alterna-
tive to increase robustness in situations when GNSS is strongly affected by interfer-
ence? If so, what are the main advantages it can provide? This has been addressed
by the author also in [29, 30, 31, 32].

4. Are LEO mega-constellations the answer to future global positioning using satel-
lite systems?. This topic has been addressed by the author in [31, 32].

This thesis can be divided into two main parts. The first part focuses on the
mathematical model derivation and feature analysis of the most common jamming
interference signals provoking intentional interference. In addition, it also analyzes
some interference detection algorithms in the context of aviation. This first part
answers the first and second research questions listed above. The main contributions
to this chapter have been published in [25, 26, 27, 28, 33, 34]. The second part
relies on the assumption that we have detected and/or classified the interference,
and that the user knows it is suffering a wireless attack against GNSS. Therefore,
this second part focuses on feasibility studies on positioning alternatives capable of
offering global coverage, and which are the main metrics that describe whether they
are a good candidate as an alternative to GNSS. Contributions to this part have
mostly been published in [29, 30, 31, 32].

To succeed in this thesis and answer the above-mentioned research questions, a
combination of analytical thinking and statistical analysis with simulations based
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on MATLAB and laboratory testing has been carried out. First, the problem state-
ment was formulated via analytical models, in order to find possible solutions/ways
through it. Then a proof-of-concept/initial implementation was done in MATLAB.
After succeeding with the MATLAB simulations, laboratory validation tests were
done with the instrumentation available in the laboratory (e.g., Universal Software
Radio Peripheral (USRP), Vector Signal Transceiver (VST), Spectrum Analyzer, etc.).
These tests were carried out to confirm that the initial concept was doable and work-
ing with hands-on hardware.

1.3 Scope and Outline of the Thesis

The first objective of this thesis has been to develop a good scientific understanding
and mathematical models regarding potential attacking signals. An additional goal
has been to analyze the performance losses when GNSS suffers intentional or unin-
tentional interference. Related to this first objective, the thesis also emphasizes how
relatively easy an intentional wireless attack can be performed on GNSS signals with
the nowadays available tools. The second objective of this thesis has been to offer
solutions to this GNSS security issues or at least try to find a way out of them. There-
fore, this thesis investigates possible countermeasures, such as techniques to detect
GNSS attacks and classify those attacks according to specific features to further mit-
igate their effects with signal-specific algorithms. A third objective has been to look
for an alternative positioning solution in case no effective countermeasure is found.
In this sense, we investigate to find alternative systems when getting a reliable PVT
solution. One of the most promising was the use of LEO satellites as an alternative
to the current MEO GNSS. In order to fulfill these objectives, mathematical model-
ing and extensive computer simulations have been carried out in order to model the
LEO main features and orbit types.

This thesis is divided into two main parts. The first part comprises Chapter 2
and Chapter 3. Chapter 2 gives an overview of GNSS and background information
about interferences in GNSS context. The most common interference signals are
classified, modeled, and analyzed. Chapter 3 analyzes in more detail the effects pro-
duced by the interferences in GNSS signals and measures the performance of differ-
ent detectors and classifiers of interferences. In addition, Chapter 3 provides numeri-
cal evaluations comprising both detection and classification, as well as simulated and
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laboratory GNSS data. The second part of this thesis is covered in Chapter 4. It com-
prises alternative or complementary positioning, based on LEO satellites. Chapter 4
analyzes the suitability of satellite constellations based on LEO satellites as an alter-
native to the current MEO GNSS constellations. This chapter also provides numer-
ical results about constellation geometry, coverage, and link budget measuring the
suitability of different launched or planned LEO and MEO constellations for posi-
tioning purposes.

1.4 Novelty and Author Contributions

In this section we describe the novel contributions provided in this thesis along with
the main author’s contributions:

1. Presenting a comprehensive state-of-the-art of the currently operative GNSS
constellations, including descriptions about GNSS constellations, system ar-
chitecture, frequency bands, signals transmitted by the satellites, GNSS re-
ceiver main blocks, etc., as well as a literature review and unified mathemati-
cal models about RF interference types and impairments. The contributions
related to this point have been also published by the author in [25].

2. Implementation, comparison, and investigation of seven interference detec-
tion methods for jammer detection in GNSS. Four papers [25, 26, 27] have
been published on this theme by the author. Papers [25, 27] mainly focus on
simulated GNSS data, while papers [26] focus on real GNSS data recorded in
the laboratory.

3. Presenting a novel approach for classifying interferences by treating the prob-
lem as a classification of black-and-white images, based on time-frequency anal-
ysis and image mapping of a jammed signal. The proposed method relies on
machine learning to achieve its purpose. Contributions related to this topic
were published in [33, 34].

4. Presenting an analysis about the feasibility of LEO constellations as comple-
mentary or an alternative to the current MEO satellite-based positioning. This
contribution is also provided in the publications [29, 30, 31].

5. Analyzing and comparing different constellations deployed and planned to be
launched LEO from the point of view of positioning feasibility. The different

7



LEO constellations were analyzed from the point of view of coverage pro-
vided, DoP, and link budget. These LEO constellations were also compared
with the current MEO GNSS systems. Contributions related to this point are
also addressed in [29, 30].

6. Analyzing, from the point of view of coverage considerations, the minimal
LEO constellation provides global coverage with at least four satellites in view
at any time; Providing mathematical models along with simulations to prove
the achieved results.

1.5 Impact of the research

This thesis has been partially shaped according to the requirements faced in the dif-
ferent projects that contributed to the financing. For example, the H2020-funded
GATEMAN (GNSS-Based Navigation Threats Management) [35] project deeply
influenced the final selection of the jamming detection algorithms. GATEMAN
project addressed problems arising from GNSS interferences (either jamming or spoof-
ing) for the airspace sector. In order to mitigate the effects of GNSS interferences,
GATEMAN proposes and develops techniques to tackle the interferences from two
ends: i) Integrating a GNSS interference air navigation threats management for mini-
mizing the effects of the interferences (detecting and localizing the source of interfer-
ences and mitigating the spoofer effects) and ii) Usage of 5G as an alternative mean
of navigation in case of GNSS degradation during approaches, which is the most
critical phase during a flight. The results obtained during the GATEMAN project
proved the feasibility of the proposed methodology, being good candidate techniques
for consideration in the future, although the interference localization performance
needs to be evaluated with further experiments and analysis. Performance studies on
the use of the 5G cm-band as an alternative to GNSS confirmed that the approach
was limited to low-altitude operations (e.g., approach phase for commercial aircraft),
while the mm-band was limited to close-to-ground operations (e.g., taxiing for com-
mercial aircraft). These results were an initial analysis of the usage feasibility of 5G
networks. Although so far no regulation and/or frequency allocation has been done
in this sense. Therefore, our studies used regular 5G frequency allocation for aircraft
applications, which may not be totally realistic in the sense that for aircraft appli-
cations there are additional regulations (i.e. limited power, frequency, bandwidth
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usage, etc.). The research done within GATEMAN contributed to publications [25,
26, 27, 36].

The Academy of Finland-funded ULTRA (Ubiquitous Localization, communica-
tion, and sensing infrastrucTuRe for Autonomous systems) [37] project contributed
to further investigation of alternative positioning methods in addition to GNSS.
ULTRA aims to create novel signal processing methodologies that allow the use of
5G technology jointly as a localization, communication, and radar system. The
Academy of Finland-funded project PRISMA (Reliably connected Industrial Sys-
tems with Mobile mm-Wave Access) [37] project focused on reliably connected in-
dustrial systems with mobile mm-Wave access aided by positioning. Both ULTRA
and PRISMA projects contributed to the publication [36]. In addition, the author
also contributed to the development of new low-power high-accuracy signal acquisi-
tion mechanisms for satellite-based positioning and a Signals-of-Opportunity (SoO)
analysis for the future LEO satellite positioning systems [29, 38].

European Space Agency (ESA)-funded FINESSE (FINgEr-printing GNSS for au-
thEntication) project also contributed to this thesis, especially regarding the jam-
ming signal classification. The main objectives of this project were: i) assessing the
feasibility of employing RF fingerprinting for authenticating GNSS satellites and
user terminals; ii) simulating and evaluating the performance of the selected radio
signal identification and classification techniques, and iii) to come up with a reliable
GNSS signal authentication concept based on radio-level signal classification. The
main results that contribute to FINESSE can be found in [33, 34].

TEK100/JAES foundations-funded INCUBATE (INdoor navigation form Cube-
Sat TEchnology) [39] aims to promote the usage of LEO small satellites for the
precise positioning, navigation, and timing information in challenging conditions
and in indoor environments. INCUBATE evaluates the feasibility of such a LEO
constellation from both technical and economical points of view. Moreover, INCU-
BATE analyzes all three main segments in any satellite system: space, ground, and
user. The main results so far can be found in [29, 30, 31]

In addition to the contributions to the different projects described above, the
work done so far in this thesis has influenced and inspired many other researchers
from many countries based on Google Scholar outputs. Our publication in [25],
carried out within the work done in this thesis, was cited by several other authors
in [40, 41, 42, 43, 44, 45, 46, 47]. As examples of research avenues opened by our re-
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search in [25], the authors in [40] focused on the direction of the arrival estimation
and proposed a new algorithm to provide information to a ground control center
to locate the source of the jammer. The research in [40] presents the design of the
chain of algorithms and their preliminary tests in a laboratory setup The authors
in [41] proposed using adaptive notch filters to suppress the jamming interference
effect. The achieved results in [41] demonstrated that the proposed solution can
effectively mitigate the jamming effects. The authors in [42] focused on interfer-
ence based only on spoofing. They comprehensively analyzed the ability of dif-
ferent anti-spoofing methods at the signal level and the data level to protect from
different spoofing attacks. The authors of [43] provided a survey paper on differ-
ent interference localization mechanisms and provided simulations to evaluate their
performance. The authors of [44] proposed a solution for GNSS drone jamming.
This method is based on using drones, which position is previously known before
any jamming attack, as positioning anchors. In case of non-availability of GNSS,
the authors in [44] proposed using the drone position, which is perfectly known,
to continue providing positioning service. In [45], the authors proposed the use
of a dual frequency antenna array for robust aeronautical navigation. The authors
in [46] proposed a method based on the direction of arrival of the synthetic aperture
to suppress the jamming signals by estimating and producing nulls in its direction
of arrival. The authors in [48] proposed an angle of arrival algorithm for the loca-
tion of civil aviation interference and the use of drones for aerial surveillance and
the location of the source of the interference. Finally, in [47] the authors proposed a
method for accurate localization and tracking of interference using LEO satellites as
sensors and drones as interference emitters. Besides the publication [25], our pub-
lication [28], in which a methodology based on machine learning and image clas-
sification is proposed, also contributed to several follow-up research works as, for
example, [49, 50, 51, 52, 53, 54, 55, 56]. The authors in [49] proposed the use of a
deep neural network in combination with the cross-ambiguity function (during ac-
quisition) for the detection and classification of spoofing. The results in [49] show
that complex neural networks are effectively able to capture the nature of spoofing
attacks. In [50], the authors proposed the use of incremental learning (a machine
learning technique that allows the introduction of new information to a previously
trained network) to create jammer classifiers that can expand and expand their capa-
bilities without the need to train the algorithm from scratch. The authors in [51]
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reviewed the possibilities of different machine learning algorithms to enhance GNSS
performance and usability. The authors reviewed different algorithms by comparing
their performance. In [53] the authors proposed to use the machine learning algo-
rithm k-nearest to the pre-correlation GNSS interference detection of some types of
jamming, such as chirp. The authors in [55] performed a similar approach to the
presented in this thesis, although combining PSD, spectrogram, raw constellation,
and histogram information. They compare the performances of different machine
learning algorithms including SVM, Logistic Regression (LR), and Random Forest
(RF). Although publication [28] contributed not only in the field GNSS, but also
in fields such as RADAR [57, 58]. In [57], the authors proposed two methods to
predict the appropriate jamming technique for a received threat signal using deep
learning.

Finally, our publication [34] also impacted some follow-up research works in [59,
60, 61, 62, 63]. In [59], the authors proposed a multi-frequency band algorithm
for detection, alerting, and reporting systems in GNSS and RADAR. The authors
in [60] provided a survey of many radio frequency fingerprinting methods applica-
ble in GNSS and they also proposed a novel methodology for spoofing detection at
GNSS pre-correlation data level. In [62] the authors focused on the different pre-
processing steps that can be used on the input training data and tested the results on
a fixed deep learning architecture. The authors in [62] combined the information
of both time and frequency domain data to achieve radio frequency signal classifica-
tion. The authors in [63] provided a survey on machine learning technologies for
the identification of devices in Internet-of-Things (IoT) along with the detection of
compromised or falsified devices.

Furthermore, our contributions have not only influenced GNSS jamming and
spoofing follow-up studies but also LEO-satellite-based positioning. Our works in [29,
30] were cited in several follow-up studies, e.g., [64, 65, 66, 67, 68, 69]. The au-
thors in [64, 66] proposed a method for processing the Doppler shift measured from
different LEO satellites to achieve positioning at the user-end. With the proposed
approach no specific signaling is needed to measure the propagation delay. In [65],
the authors proposed a method to combine pseudorange and Doppler shift measure-
ments from LEO satellites for positioning purposes. The authors in [67, 68] demon-
strated the feasibility of achieving positioning using real Doppler measurements re-
ceived from real satellite constellations. The results in [67] showed a horizontal
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positioning error of 10 m by tracking the Doppler of six Starlink LEO satellites.
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Chapter 2
Types and Analytical Models of
Interference in Satellite-based
Positioning

In this chapter we give a general overview of interferences, in particular GNSS inter-
ferences, but applicable to any other wireless system. In the first part of the chapter,
we will give a general overview of GNSS, describing the system architecture and
listing the main GNSS constellations currently available in the sky, including their
main parameters (e.g., orbit altitudes, orbital periods, number of satellites in the con-
stellation, etc.). Then we describe some basics about GNSS signals, showing signal
examples in both time and frequency domains. Following, we describe the main
stages of a typical GNSS receiver and the principal functioning purpose of each re-
ceiver stage.

In the second part of the chapter, we describe and classify most of the interference
types against GNSS, comprising both the intentional and non-intentional. We also
show specific interference signal types, providing mathematical models and simula-
tion examples. In addition, we also provide explanations about how they may affect
the GNSS transmissions, by for example analyzing the received GNSS spectrum. Fi-
nally, we list and describe other types of interferences, such as channel impairments,
including atmospheric scintillation and multipath.
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2.1 Satellite-based Positioning Systems and Their

Susceptibility to Interference

In this section, we first describe currently operating satellite-based positioning sys-
tems, which are mainly based on signals broadcast by satellites in MEO. We describe
the system architecture for those systems, and we also briefly describe how the signal
is generated and which type of information it carries. In addition, we also explain the
main blocks of a satellite-based positioning receiver. We then provide an introduc-
tion to wireless interferences in the context of satellite-based positioning, providing
some examples and categorization of different types. We make an introduction to
future satellite-based positioning systems, based principally on LEO constellations,
and we finally discuss the particularities of these satellite systems in terms of coverage
and susceptibility to interferences.

2.1.1 Currently Deployed Satellite-based Positioning Systems and

System Architecture

The main system architecture for the currently deployed GNSS is described in the
following lines. Any GNSS is composed basically of three segments: the space seg-
ment, the control segment, and the user segment [70]. The space segment comprises
the satellites in space and the control segment deals with the management of the
satellite operations. On its behalf, the user segment covers the equipment required
(e.g., receivers) for using the broadcasted signals from the satellites. As we see, each
segment has a specific role in the overall system.

The space segment is basically composed of satellites in the sky. These satellites
are placed in a determined orbit around the Earth. The GNSS satellites are mostly
placed in MEO orbits, between 19000 and 24000 km of altitude approximately, de-
pending on the GNSS constellation. The period, which is the time it takes one
satellite to perform a complete orbit cycle, is approximately between 11 hours to
14 hours (which depends again on the GNSS constellation and the chosen orbit al-
titude). Table 2.1 summarizes the space segment attributes for the most common
GNSS constellations. With the set of satellites in orbit placed around the Earth, al-
most all users with a clear view of the sky have a minimum of 4 satellites-in-view

14



from each constellation. Usually, the user has much more than 4 satellites in view,
given the combination of compatible GNSS constellations, such as GPS and Galileo,
which are interoperable at the system level. The satellites in the sky broadcast the
ranging signals and navigation data to the user equipment, which allows measuring
the pseudoranges between satellite and user, and hence determine the user position
by trilateration. The communication is typically unidirectional; the user receiver is
passive (it only receives the broadcast signal and does not transmit anything back,
with the exception of Search and Rescue (SAR) devices which support also a return
link).

Table 2.1 GNSS Space Segment comparison for the main four constellations.

GPS Galileo GLONASS BeiDou1

Country USA Europe Russia China

Orbital
Altitude in

MEO
20200 km 23222 km 19100 km 21528 km

Approximated
Orbital Period

12 hours 14 hours
11 hours

and 15 min
12 hours

and 38 min

Active Number
of Satellites in

MEO
24 27 24 27

Number of
Orbital planes

in MEO
6 3 3 3

Inclination
(deg)

55 56 64.8 55

Multiple Access
Scheme

Code
Division
Multiple
Access

(CDMA)

CDMA

Frequency
Division
Multiple
Access

(FDMA)2

CDMA

The control segment is composed of a set of ground control stations located

1Only MEO part of BeiDou constellation is listed. Five additional Geostationary Earth Orbit
(GEO) satellites form part of BeiDou constellation, but for a fair comparison with the rest of GNSS
constellations , Table 2.1 focuses only on MEO.

2New GLONASS-K satellites are planned to use a CDMA approach, similar to the rest of GNSS
constellations. their current status is uncertain.
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across the Earth. Each GNSS constellation has its own ground stations. The control
segment is in charge of determining and broadcasting to the satellites some crucial
data such as the navigation message the satellites broadcast, accurate timing data in-
cluding the navigation messages, the telemetry tracking and control (TT&C) com-
mands, satellite ephemeris prediction, and clock parameters, keep track and correct
(if needed) GPS time, etc.

Figure 2.1 shows the typical satellite constellation segments, namely space, con-
trol/ground, and user segments.

Control Segment

Space Segment

Non-civilian applications

Civilian 
aplications

User Segment

Ground 
Antenna

Master 
Control 

Station(s)

Monitor 
Stations

Figure 2.1 Illustrative plot representing the three main segments in GNSS architecture.

2.1.2 GNSS Signal Description

The GNSS satellites continuously transmit navigation signals in two or more fre-
quency bands, usually in L-band ( between 1 GHz and 2 GHz). These signals con-
tain ranging codes and navigation data that allow the users to compute the signal
traveling time and satellite coordinates, for then computing the user’ PVT solution.
The main signal components are described as follows:
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• Carrier: It is a waveform (usually sinusoidal) that modifies the signal into an
information-bearing signal with the purpose of transmitting the information
as an electromagnetic wave. This carrier wave usually has a much higher fre-
quency than the input signal does. The frequency bands are chosen to mini-
mize the impact of the signal propagation channel (e.g. the attenuation due to
the atmosphere) and to limit the physical size of the antennas. GNSS typically
uses frequencies in the L-band frequency range, specifically between 1 GHz
and 1.6 GHz. Uplink TT&C signals from ground stations are typically in
S-band (between 2 GHz and 4 GHz).

• Ranging Code: Consists of a combination of 1s and 0s that allows the receiver
to determine the travel time of the radio signal from the satellite to the receiver.
The sequence of 1s and 0s belongs to a family of codes called Pseudo Random
Noise (PRN) sequences or simply PRN codes. These codes behave statistically
as white noise. This means that the PRN codes are orthogonal between them,
which results in the cross-correlation (the correlation between two different
PRN codes) being minimum (approximately zero), and the auto-correlation
(the correlation between a certain PRN code with itself) is maximum (if both
codes are perfectly aligned). This PRN code allows the same different satel-
lites to transmit the signaling simultaneously, using the same channel without
any collision in the information. Each satellite differentiates its transmission
by using a different PRN code. These codes also allow precise range measure-
ments and mitigate most of the undesired effects of reflections and interfering
signals received by the antenna.

• Navigation data: It is a binary-coded message that provides information re-
garding the satellite, required for computing the PVT solution at the user end.
The navigation data contains ephemeris information (satellite position and
velocity), clock bias parameters, almanac (accuracy-reduced ephemeris data),
satellite health status, and some other complementary information.

The signal leaving from the k-th satellite can be modeled in the time domain as:

Sk (t ) =
p

2Pk · (Ck (t )⊕Dk (t ))cos (2π fc t ) (2.1)

where Pk is the carrier power, Ck is a sequence of +1s and −1s composing the PRN
code, Dk corresponds to the navigation data bits, ⊕ stands for direct sum operator
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and cos (2π fc t ) is the carrier wave, where fc is the frequency of such carrier. In
Figure 2.2, we show an example of a transmitted GNSS signal using Equation (2.1)
with a carrier frequency of 1.57542 GHz. We observe that the general waveform of
the signal is a sinusoidal carrying the PRN code composed by ±1.

The signal at the GNSS receiver side, in an additive Gaussian noise environment,
can be written as the sum of N individual signals from Equation (2.1), plus a noise
term:

S(t ) =
N
∑︂

k=1

p

2Pk · (Ck (t )⊕Dk (t ))cos (2π fc t )+w(t ) (2.2)

Figure 2.2 Example of GNSS signal transmission from a single satellite in the time domain.

In order to propagate the transmissions, the signal in Equation (2.1), is modu-
lated by a specific modulation scheme, which depends on the constellation and sig-
nal design. Phase modulation is typically used in GNSS to carry the PRN code and
navigation message data on the carrier frequency. The most commonly-used mod-
ulation technique for GNSS signals has been traditionally Binary Phase Shift Key-
ing (bpsk). In bpsk, the data is either transmitted “as is” or with a 180◦ phase shift
over successive intervals in time depending on whether the digital data to transmit
is a 0 or a 1. Some other more advanced modulation schemes such as Binary offset
carrier (BOC), Alternative binary offset carrier (AltBOC), or Multiplexed binary
offset carrier (MBOC) also exist and are typically used as well in some specific cases.
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In addition, Forward Error Correction (FEC) is employed, whereby redundant
bits (more than the original information originally had) are transmitted over the
channel according to some prescribed method, allowing the receiver to detect and
correct some errors that may be introduced by noise, interference, or fading.

2.1.3 GNSS Receiver Main Blocks

Based on the received signal from the different satellites in the sky, the GNSS receiver
determines the PVT solution. A typical GNSS receiver configuration is shown in
Figure 2.2. It is composed of the following main processing blocks:

• Antenna/s: The antenna is the first element in any GNSS receiver chain.
Its main purpose is to collect the received signals, which are transmitted by
the satellites, making them usable for the further receiver blocks in the chain.
Multiple antennas or antenna arrays are also possible in GNSS receivers [71].
Sometimes, the antennas are embedded in the receiver front-end, but in the
case of multi-band GNSS, antennas tuned to certain frequency bands may
come with their own front end.

• Front-end: The front-end is located just after the GNSS antenna. It is usually
composed of a Low Noise Amplifier (LNA), a band-pass filter, a frequency
converter (either to an intermediate frequency or directly to the baseband),
and some additional filtering stages (e.g., anti-aliasing filters).

• Analog to Digital Converter (ADC): The ADC converts the analog wave-
form to digital samples by performing an analog-to-digital conversion at a spe-
cific number of quantization bits. The signal at the output of the ADC block
is the signal in the so-called pre-correlation domain, i.e., before any correla-
tion with a PRN code replica is performed at the receiver side. Depending
on the chosen number of quantization bits, the signal will be more or less de-
graded in terms of Signal-to-Noise Ratio (SNR). For example, by using 2-bit
quantization the signal is degraded (in terms of SNR) about 1.5dB. While if
using 1-bit quantization, this degradation rises to about 3.5 dB [72]. Although
this degradation can be minimized depending on the ratio of the maximum
quantization threshold to the input noise standard deviation level [72].

• Acquisition Module: The main goal of the acquisition module is to determine

19



which satellites are in view from the receiver position and to calculate a rough
estimate of parameters needed in further blocks, namely tracking and naviga-
tion modules. These parameters typically are the index of the satellites (which
satellite’s ID is in view), the coarse time-delay estimate from the satellite to
the receiver, and the coarse Doppler shift estimate of these satellites. These
estimates will be used by the tracking module as initial values to initialize its
routines. The receiver signal acquisition relies on performing correlations be-
tween the received signal and several time-shifted and frequency-shifted PRN
code replicas.

• Tracking Module: The main objective of the tracking module is to refine
the initial estimations of Doppler shift and signal delay, provided by the ac-
quisition module, and then be continuously tracked in order to estimate any
variation of these parameters. The tracking of a specific satellite only is initial-
ized if the acquisition is successful, as some of the satellites initially considered
in-view may be at very low elevation angles with respect to the user position
or be in Non Line of Sight (NLoS) conditions, i.e., lack of a direct Line of
sight (LoS) between the satellite and receiver due to the existence of obstacles,
buildings, tunnels, trees, foliage, etc. Therefore, during the tracking process,
accurate Doppler shift and time-delay estimates from each satellite in view are
obtained, allowing the GNSS receiver to track the dynamics of the user. As at
least four satellites are needed to get the position estimation, there should be
at least four tracking channels in parallel, corresponding each satellite channel
to a single satellite.

• Navigation Module: The focus of the navigation module is computing the
PVT solution, based on the values tracked by the tracking module and com-
bining the information coming from all the satellites in view.

Figure 2.3 shows an example of a typical GNSS receiver. The GNSS transmis-
sions are collected by the antennas. The signal is processed in the front end. The
amplified and filtered analog signal is then converted to digital samples in the ADC
with a specific number of bits. This digitalized signal is then correlated by the PRN
local replicas, in order to find which satellites are in view. At this stage the GNSS re-
ceiver must deal with the ambiguity of the acquisition function, caused both by the
notches or low-level values and the multiple peaks appearing within ±1 chip from
the main correlation peak in the correlation envelope [73, 74]. In addition, a coarse
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estimation of the signal delay and Doppler is carried out, which is useful for the fol-
lowing blocks. In the tracking block, the coarse estimation is fine-tuned, in order to
find which is the actual delay and Doppler in each satellite transmission. Knowing
the delay and the velocity at which the signal travels (i.e., the speed of light), we can
determine the satellite distances from the receiver’s perspective. And by trilaterat-
ing these distances, we can determine the user PVT solution. The PVT solution is
computed in the navigation block. Finally, the PVT solution is provided to the user.
As we will see later, we can perform interference detection, localization, and mitiga-
tion techniques at different stages of the GNSS receiver. For example, in the front
end, we can perform some techniques on the analog signal in order to determine if
interference is present. The same at the pre-correlation or post-correlation stages.
Pre-correlation stands for the quantized signal obtained directly from the ADC out-
put in which we still don’t know which satellites are in view. On the contrary, the
post-correlation stage stands for the individual satellite signal after the de-spreading
process (multiplication by the unique satellite PRN code). Finally, during the navi-
gation block can also be applied different techniques to cross-check if, for example,
transmission is coming from a real satellite or a fake transmitter mimicking an orig-
inal satellite.

Front-end ADC
Acquisition 

Module
Tracking 
Module

Navigation 
Module

Pre-Correlation
Techniques

Front-end
Techniques

Post-Correlation
Techniques

Navigation
Techniques

GNSS Receiver

PVT
Solution

Figure 2.3 Simplified block diagram of a typical GNSS receiver.

Besides the generic GNSS receiver blocks described above, it also exists in more
advanced configurations. For example, the so-called Direct Position Estimation (DPE)
[75, 76], in which the receiver integrates code/carrier tracking loops and Navigation
Solution in a single step. The time-delays and Doppler shifts to the visible satellites
are estimated to solve geometrically and compute the PVT solution. A different ap-
proach is the one based on vector tracking loops [77, 78]. This approach combines
the tracking and navigation modules into a single one, processing simultaneously
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all received signals from different satellites at the same time. These configurations,
and some others, have advantages and drawbacks to be considered and deeply ana-
lyzed before their implementation, such as their accuracy in the PVT solution, com-
putational load, and efficiency. Further in this thesis, we just consider the typical
configuration when referring to a GNSS receiver.

Figure 2.4 shows the PSD and spectrogram for a simulated and recorded Galileo
E1 signal at the receiver end with no channel applied. As we can see in Figure 2.4, the
received signal suffers a huge attenuation due to the big distance it has traveled from
satellite to receiver. Typically, transmitted powers are about 45 W. while typical
attenuation levels due to propagation are ≥ 180 dB [79]. Typical average received
power levels are ≤ −150 dBW [79], while the noise power at the receiver end is
usually considered as ≥ 140 dBW [79].
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Figure 2.4 Examples of Power Spectral Density (PSD) and spectrogram for a simulated and recorded
Galileo E1 signal. Receiver bandwidth is set to 5 MHz for the simulated signal and 10 MHz
for the recorded signal.
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2.1.4 Future Satellite-based Positioning Systems

GNSS offers a continuous, global, and costless (for the end-user) PNT service out-
doors, with accuracies ranging from a few meters to even sub-meter level. Despite
being a successful technology for a wide number of diverse applications, the current
GNSS has some weaknesses, including the following:

i) Indoor positioning is not available due to weak-signal reception [80]. As we
have mentioned in Section 2.1.2, received signal power in MEO GNSS is below
−150 dBW, with path loss due to signal long distance travelling higher than
−180 dB. This typically makes unavailable the positioning signal from MEO
satellites due to extra losses while penetrating the buildings.

ii) Performance is poor in dense-urban canyons [81, 82, 83], areas with tunnels,
and locations a few meters underground due to heavy multipath reflections
and huge attenuation of the signal.

iii) MEO GNSS are increasingly suffering from interferences such as coming from
jammers and spoofers, as we have seen in real-case examples in Section 1.1.
These interferences coming from jammers are especially harmful due to the
extremely low power GNSS signals are received and the easiness a jammer can
be set up.

iv) Assisted GNSS (A-GNSS) [70] can be used to overcome some of the above-
mentioned weaknesses. With A-GNSS the mobile network is used to aid the
user GNSS receiver and improve the GNSS availability and reduce the Time
To First Fix (TTFF). The mobile network, which can continuously receive
and track signals from the satellites, can process the received GNSS data and
send it to the user using the mobile network [70]. The user receiver can use
this data to calculate the position when the satellite signals are weak or can
use this data for further error correction to improve the positioning accuracy.
A-GNSS has a few downsides though. A-GNSS usually requires some sort of
wireless Internet access (e.g., Wi-Fi) or internet subscription (e.g., cell phone
data connection) to access the service, which often costs extra or it is not avail-
able globally (for example in low populated areas). In addition, there are also
some privacy concerns, as a third-party server knows the exact user location.

For the reasons above-mentioned, in addition to the current MEO GNSS, com-
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plementary PNT solutions are needed in the near future. One of the most promising
complementary methods currently under research is the so-called LEO-PNT [84,
85]. This solution is based on LEO satellites, whose altitude is between 200 km
to 2000 km above the Earth. In particular, the satellites are based on small-sized
or miniaturized satellites, which have low-to-moderate costs of building, launching,
and maintenance. The architecture of the system will be similar to the described
above for current MEO systems, which is divided into three segments: the space
segment, ground segment, and user segment. In addition to continuous and global
coverage, the main advantage of using LEO orbits is that due to the closer proximity
to the Earth, the attenuation due to propagation is considerably lower. As a draw-
back, the coverage per satellite is heavily reduced due to the closest proximity to the
Earth of LEO with respect MEO. For this reason, a higher number of satellites in
the sky is required for covering the whole Earth. In addition, the cost of putting in
orbit a whole constellation from the scratch is huge, compared with the alternatives
described next. A different solution can be found in [85, 86, 87, 88], where signals
from LEO satellites already in orbit (and which purpose is not positioning) are used
as SoO for offering a PNT solution. The advantage of this approach is that no ded-
icated constellation has to be launched, which decreases considerably the costs. But
typically, the accuracy one can get from this approach is much lower than with a
dedicated system. Finally, a third approach is shown in [89, 90], in which a LEO
system is proposed to enhance the current MEO constellation by re-broadcasting its
signals. These approaches would benefit from a reduced cost with respect to launch-
ing a completely new constellation, but the satellite payload needs to be adapted in
order to be able to process GNSS signals, which might be challenging and even not
possible for the satellites already launched.

More details about LEO-PNT will be given in Chapter 4.

2.2 Interference Classification

We can define an RF interference as any disturbance provoked by an electronic sys-
tem or device due to external electromagnetic emissions at the frequency of inter-
est [91, 92, 93]. In Figure 2.5 we show the different frequency bands each GNSS
constellations use in different colors. Galileo frequency bands are represented in
blue, GPS are represented in yellow, GLONASS in red, and BeiDou in purple.
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Figure 2.5 GNSS frequency bands for GPS (yellow), Galileo (blue), GLONASS (red) and BeiDou (pur-
ple).

RF interference can be classified according to different criteria (e.g., wideband/-
narrowband interference, intentional/non-intentional, DoS/signal forgery, etc). In
this thesis, we adopt a classification similar to the ones shown in [91, 92, 93, 94].
This classification is shown in Figure 2.6. In the first instance, we divide the inter-
ference as artificial (or human-made) and natural (or channel-based), according to if
they are produced by different wireless transmitters (artificial) or the interference
is provoked by wireless channel effects (natural). If we focus on the human-made
interferences, we can in turn divide them according to if they were generated by
a malicious transmitter or not in: intentional and unintentional interferences. In-
tentional interference includes jamming, spoofing, and meaconing. Jamming refers
to transmitting any signal deliberately into the frequency bands of the signal of in-
terest, usually at higher powers in comparison to the signal of interest. Spoofing
refers to transmitting counterfeit GNSS signals towards the receiver with the inten-
tion of fooling the user receiver. Meaconing is a particular case of spoofing. It refers
to broadcasting back the authentic GNSS signals by a malicious transmitter. As for
unintentional interference, we divided them into co-channel and adjacent channel in-
terference. Co-channel interference is provoked by emissions of a transmitter using
the same channel (e.g., radio resource allocation problem or cross-talk). It includes
out-of-band emissions of additional RF systems, which are commonly harmonics of
broadcast systems, but also signal leakage from Ultra-Wideband (UWB) systems, per-
sonal electronic devices, and/or RF systems installed near the user receiver. Adjacent
channel interference is due to a RF emission into a different channel, leaking energy
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into the channel under consideration (e.g., intermodulation products). Many unin-
tentional interferences can be still modeled as a jammer. Natural (or channel-based)
interference is due to interactions of the RF transmissions with the environment on
the wireless channel (e.g., reflection, diffraction, refraction, scattering, scintillation,
etc.). This can cause multipath propagation (i.e., delayed and attenuated copies of the
same signal) or ionospheric and tropospheric delays and attenuation. Space weather
effects in the ionosphere, causing scintillation, are another source of natural inter-
ference that are specific for satellite communication and navigation systems. Fading,
shadowing, and Doppler effects over the wireless channel can also be seen as a form
of natural interference.
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Figure 2.6 RF interference top-level classification.

2.3 Jamming Classification

According to the literature, jamming signals can be classified in different manners
(e.g., according to used bandwidth, if the signal is continuous/ in burst, linear/non-
linear modulation type, etc). One of the proposed methods to classify jamming
signals is based on the signal type and difficulty to detect them, from lowest to highest
difficulty, divided into four categories [95, 96], namely class I to class IV. We propose
to include an additional class to incorporate those jammer types not fitting in the rest
of the categories. In addition, Table 2.2 summarizes the different classes, jammer
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type, baseband signal model j (t ) as a function of time, and the main parameters
describing these jammer types. The considered jammer classes are listed next:

1. Class I, Continuous Wave (CW) jammers: The simplest type of jammers
and one of the most studied ones are those based on Continuous Wave (CW)
modulation. CW modulations typically refer to signals with bandwidth up
to 100 kHz. Class I includes the single and multi-tone Amplitude Modulated
(AM) and Frequency Modulated (FM) jammer types. These signal types typ-
ically are the easiest jamming signals to detect and deal with. Table 2.2 shows
the mathematical models for single-tone and multi-tone AM and FM jammers.
The mathematical models are given in Equation (2.3), Equation (2.4), Equa-
tion (2.5) and Equation (2.6) for single AM-tone, multi-tone AM, single-FM
tone and multi-tone FM, respectively. The mathematical models show that
Class I consists of k = 1, . . . ,K of single tones characterized by PJk

, fJk
and

θJk
, which are the power at the antenna, and the corresponding frequency

and phase of the k-th jammer component, respectively. FM models in Equa-
tion (2.5) and Equation (2.6) incorporates βk into the signal model, which is
the modulation index of the k-th tone.

2. Class II, Single saw-tooth chirp jammers: This category comprises the sig-
nals whose frequency is modulated linearly over time (linear FM signals). Saw-
tooth chirp signals are also known as saw-tooth chirps, swept CW signals,
or simply single chirps for the sake of brevity. This type of jammer is simi-
lar to the signals used in most radar systems, but with a different carrier fre-
quency. The mathematical model for single chirp jammers is given in Equa-
tion (2.7) in Table 2.2. The main parameters are the jamming power PJ , the
starting frequency of the sweep fJ (at time Tsweep = 0), the minimum and
maximum frequency of the frequency sweep fmin and fmax and the sweep pe-
riod Tsweep, which is the time it takes the jammer to sweep from fmin to fmax.
The variable b = ±1 is a flag determining if we have an up-chirp (b = 1)
or a down-chirp (b = −1), θJ denotes the initial phase of the jammer and

fq (t ) = 2π fJ t+πb ( fmax− fmin)
Tsweep

t 2 is the instantaneous frequency of the jamming

signal.

3. Class III, Multi saw-tooth chirp jammer: It is composed of multi saw-tooth
chirps, representing the weighted sum of two or more single-chirp jammers,
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transmitted at the same time. These signals are modeled in Equation (2.8) in
Table 2.2. The main parameters are: bk , a flag (±1) indicating an up or down
chirp; fJk

the frequency of the k-th chirp andθJk
, the initial phase of k-th chirp.

4. Class IV, Chirp signals with frequency bursts: This class comprises chirp
signals with frequency bursts. Typically the frequency bursts are used to ex-
pand the frequency band affected by the jammer. These jamming signals are
also frequency modulated signals, like the ones in class II and class III, but the
modulating signal takes more complex functions. The signals of class IV are
described by Equation (2.9). The main parameter for a class IV jammer type is
the instantaneous frequency of the jamming signal fq (t ), which typically has
a periodic pattern.

5. Class V, Other jammer types: This last class contains the jammer types not
fitting in any of the above-mentioned categories, such as jamming signals that
are active only during specific and repetitive periods of time (pulse-like jam-
mers) with an active period of a pulse called duty cycle, or narrowband noise
jammers, which just transmits random noise. The mathematical models are
given in Equation (2.10) and Equation (2.11), for pulsed and narrowband noise
jammers, respectively. The main parameters for the pulsed jammer model
shown in Equation (2.10) are τ and fr , which are the duty cycle and pulse
repetition frequency, respectively. As for the narrowband noise jammer, n(ζ )
represents a stationary random process with zero mean and σ2

ζ
variance.

In Figure 2.7, we depict the PSD and spectrogram for a Galileo E1 signal mixed-
up with three different jamming types, namely AM, chirp and pulsed jammer. In
this example, the C/N0 is set to 50 dB-Hz, and JSR is set to 40 dB. Figure 2.7a shows
an example of PSD and corresponding spectrogram of a single AM-tone jamming
signal at fJk

= 1.023 MHz. Figure 2.7b shows the PSD and spectrogram of an up-
chirp jammer with 0.6 MHz sweep range and Tsweep = 8.64 ms sweep period. Finally,
in Figure 2.7c, we depict a pulse tone jammer with a duty cycle τ and pulse repetition
frequency fr set to 4.5µs and 12µs, respectively.

Comparing both Figure 2.4 and Figure 2.7, we can observe as the PSD in the
examples shown in Figure 2.7 is not flat anymore due to the presence of a jammer.
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Table 2.2 Jamming signal models. The subscripts in the case of single-component signals are dropped
for clarity.

Jammer
class

Jammer
Type

Jammer baseband model Parameters

Single
AM
Tone

j (t ) =
Æ

PJ · exp( j (2π fJ t +θJ )) (2.3) fJ , PJ , θJ

Multi
AM
Tone

j (t ) =
K
∑︂

k=1

Æ

PJk
exp( j (2π fJk

t +θJk
)) (2.4)

fJk
, PJk

, θJk
, and K ,

with k = 1,2, . . . ,K

Single
FM tone

j (t ) =
Æ

PJ · exp( j (2π fJ t +β · sin(2π fJ t ))) (2.5) fJ , PJ , β

C
la

ss
I

Multi
FM Tone j (t ) =

K
∑︂

k=1

Æ

PJk
exp( j (2π fJk

t +βk · sin(2π fJk
t ))) (2.6)

fJk
, PJk

, βk , and K ,
with k = 1,2, . . . ,K

C
la

ss
II Single

Chirp
j (t ) =
Æ

PJ · exp( j (2π fJ t +πb ( fmax− fmin)
Tsweep

t 2+θJ ))

=
Æ

PJ · exp( j ( fq (t )t +θJ ))
(2.7)

fJ , PJ , b , Tsweep, fmin,
fmax

C
la

ss
II

I

Multi-
Chirp j (t ) =

K
∑︂

k=1

Æ

PJk
exp( j (2π fJk

t +πbk

( fmaxk
− fmink

)

Tsweepk

t 2+θJk
)) (2.8)

fJk
, PJk

, bk , Tsweepk
,

fmink
, fmaxk

, and K ,
with k = 1,2, . . . ,K

C
la

ss
IV

Chirp
Signals

with Fre-
quency
Bursts

j (t ) =
Æ

PJ exp( j ( fq (t )t +θJ )) (2.9)
Shape and parameters
of fq (t ), PJ , θJ

Pulse
Jammer j (t ) =

Æ

PJ pτ(t )⊗
K
∑︂

k=1

δ

�

t − k
frk

�

· exp( j 2π fJk
t ) (2.10) τ, PJ , fJ , fr , K

C
la

ss
V

Narrowband
Jammer j (t ) =

Æ

PJ cos
�

2π fJ t +β
∫︂ t

0
n(ζ )dζ +θJ

�

(2.11)
PJ , fJ , β, θJ shape
and statistics of n(·)
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(a) Single AM jammer spectrum (b) Single AM jammer spectrogram
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(c) Single Chirp jammer spectrum
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(d) Single Chirp jammer spectrogram
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(e) Pulsed jammer spectrum
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(f) Pulsed jammer spectrogram

Figure 2.7 Examples of Power Spectral Density (PSD) and spectrogram for a Galileo E1 signal (with
C/N0 set to 50 dB-Hz) in combination with various types of jammer.

2.4 Spoofing Principles

Spoofing carries out a different approach to interfere with GNSS service. In spoof-
ing, forged/repeated GNSS signals are transmitted instead of generic modulated sig-
nals. By broadcasting false GNSS signals, a malicious user can attain two objectives:
simply blocking the true GNSS signals, or also forcing the user receiver to misinter-
pret these transmissions as authentic signals. If the user receiver is fooled with fake
signals, the obtained PVT solution might not be the real one, but the chosen one by
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the attacker. We can classify spoofer attacks according to the degree of complexity
as [4, 97]:

a) Simplistic spoofing attacks: The simplest spoofing attacks can be performed
by just a GNSS signal generator connected to a transmitting antenna [4]. The
receiver could be fooled by just jamming the current GNSS signal reception
and forced to reacquire the satellites by the fake signal, which typically has
higher power. Such spoofing attacks may be quite expensive, due to the fact
that it requires specific hardware (e.g., a GNSS signal generator, transmitter
antenna, energy source), which can be expensive (e.g., up to hundreds of thou-
sands of dollars) and it is not easily portable. Such attacks can be easily detected
since generally they do not synchronize the spoofing signals with the current
signals from the GNSS satellites in view. Therefore pseudoranges, C/N0 and
Doppler jumps can occur, and inconsistencies can be found in the signal.

b) Intermediate spoofing attacks: The attacks in this category combine a GNSS
receiver with a digital processor and a transmitting RF front-end [4]. The
spoofer is able to synchronize the frequency and align the code phase between
the real and the counterfeit signals. When the signals from the satellites are
tracked by the attacker receiver, it has a perfect knowledge of both the Doppler
shift and the code delay of the true satellite. In principle, any GNSS receiver,
properly modified, can be converted into a spoofer device. This type of spoofer
is also able to adjust the signal power strength of the counterfeit signals, in or-
der to simulate signal levels compatible with satellite transmissions. The user
receiver is not able to distinguish the counterfeit signal from the genuine one,
since the spoofer accurately reproduces the code phase, frequency, and navi-
gation data bits. The navigation bit reproduction requires a procedure of bit
prediction and estimation to perform the attack in real-time (since to receive a
whole bit from the real satellites is required a certain amount of time). Nowa-
days, intermediate spoofing attacks can be performed with software and RF
components easily available on the market and on the internet for a limited
cost; nonetheless, a deep knowledge of GNSS signal processing is required to
correctly set up the signal processing chain.

c) Sophisticated spoofing attacks: Sophisticated spoofing attacks consist of a
coordinated and synchronized attack carried out by different spoofing devices
[97]. These attacks are the most complex to implement and deploy, and the
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most expensive and difficult to perform and coordinate. But they are also the
hardest to respond to. In these attacks, the spoofing devices act as a beamform-
ing antenna array, simulating the different Angle of Arrival (AoA)s for differ-
ent satellites. This can be accomplished either by keeping each spoofer fixed
and transmitting the signals of all satellites with appropriately calculated de-
lays compatible with the receiving antenna or by having each spoofer transmit
the signal of exactly one satellite and mechanically moving the spoofer around
the target receiver. Implementing sophisticated attacks based on multiple in-
termediate spoofers is possible, but very hard to implement. The likelihood of
such an attack is particularly low, because of the technical complexity required
by the implementation and the logistic problems implied by the simultaneous
operation of multiple spoofing devices, especially in dynamic scenarios.

d) Meaconing attacks: Meaconing are a particular case of spoofing. These at-
tacks consist of the interception and re-broadcast of true GNSS signals (by
just recording and playback the real signal) with enough gain to overwhelm
the true signal at the target antenna [4]. These attacks do not modify the
transmitted signals, so the target receiver’s PVT solution becomes the PVT
solution of the attacker, with a rebroadcasting delay. Through a meaconing
attack, even an encrypted GNSS signal (e.g., military GPS L2 or Galileo E6)
can be affected, since by means of these attacks the authentic signals are only
rebroadcast. These attacks are generally easy to implement since it only re-
quires a few RF components to capture and re-transmit back the signal.

Table 2.3 summarizes the mathematical models of the generated signals for var-
ious types of spoofers discussed above. The provided equations refer to the signal
model for one forged satellite at a time; to be effective, spoofers simultaneously pro-
duce many of these signals, one for each satellite to be mimicked. Equation (2.12)
shows the signal model for a simplistic spoofer attack, where Ps is the spoofer power,
mimicking the power of the authentic satellite signal; n is the index of the current
data bit; dn are the data bits generated by the spoofer; in the simplistic attack these
bits are different from the true bn data bits sent by the satellites in the sky; cn(t ) is
the pseudo-random code that modulates the n-th data bit, possibly including alter-
native modulation types such as BOC modulation, corresponding to an authentic
satellite code; notice that the summation over n cover non-overlapping wave forms
in time; τsp,n is the time delay introduced by the spoofer; it may vary with the time,

32



although for simplicity of notation, the dependence on the time t is removed here;
∆ fsp is the frequency shift introduced by the spoofer in the simplistic and interme-
diate attacks; as for τsp, it may be a function of the time; finally Ψ is the carrier phase
offset for the selected satellite to be forged. Equation (2.13) shows the model for an
intermediate spoofer attack where b̂ n is the estimated data bit (at the spoofer end) of
the n-th transmitted bit of the selected satellite to forge, τ̂ is the spoofer estimated
true code delay, f̂ D is the spoofer estimated true Doppler frequency shift and Ψ̂ is
the estimated carrier phase at the spoofer’s end. Equation (2.14) shows the model for
sophisticated spoofer attacks executed with K coordinated and synchronized trans-
mitters, where the superscript (k) indicates the values measured or estimated by the
k-th spoofer. Such quantities are the same found in Equation (2.13)), apart from the
additional phase termΦ(k) used to adjust the relative geometrical term among the dif-
ferent transmitters. Finally, in Equation (2.15) a meaconer is modeled as a simplified
version of an intermediate attack when the exact signal received from a satellite is
delayed with an unknown delay τsp and amplified with the spoofer amplitude

p

Ps .

2.5 Other Wireless Channel Impairments

Besides the intentional interference summarized above, the largest and the most dif-
ficult to deal with the source of interference are those coming from the channel.
Following, we list the main sources of interference:

a) Atmospheric effects: The largest errors in the PVT solution are attributable
to the atmosphere. Through both refraction and diffraction, the atmosphere
alters the apparent speed and direction of the signal, causing an apparent extra
delay [70]. The effects due to the atmosphere are typically divided into: i)
Ionospheric effects and ii) Tropospheric effects.

The ionosphere is comprised between 70 km and 1000 km above the Earth’s
surface. The ultraviolet rays from the sun ionize gas molecules in that region,
releasing free electrons. These free electrons impact the behavior of electro-
magnetic wave propagation, especially when these electrons are present at high
densities. The ionospheric delay is frequency-dependent, which means that it
can be estimated and eliminated by carrying out measurements with a dual-
frequency receiver [70]. If a dual-frequency receiver is not available, models of
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Table 2.3 Spoofing baseband signal models.

Spoofer
class

Baseband signal model (per satellite) Parameters

Simplistic
Spoofer

s(t ) =
p

Ps

∑︂

n
dn cn(t −τsp)exp( j 2π∆ fsp t +Ψ) (2.12)

Ps , dn , τsp,
∆ fsp

Intermediate
Spoofer

s(t ) =
p

Ps

∑︂

n
b̂ n cn

�

t − τ̂−τsp

�

exp( j 2π
�

f̂ D +∆ fsp
�

t + Ψ̂)

(2.13)

Ps , τsp,
∆ fsp

Sophisticated
Spoofer

s(t ) =
K
∑︂

k=1

q

P (k)s

∑︂

n
b̂ n cn

�

t − τ̂−τ(k)sp

�

exp( j 2π
�

f̂
(k)
D +∆ f (k)sp

�

t

+Ψ̂
(k)
+Φ(k))

(2.14)

K , P (k)s ,
τ(k)sp ,

∆ f (k)sp ,Φ(k)

Meaconer s(t ) =
p

Ps

∑︂

n
bn cn

�

t −τ−τsp

�

exp( j 2π fD

�

t −τ−τsp

�

+Ψ)

(2.15)
Ps , τsp

the ionosphere are employed to correct the ionospheric delay [70]. The tropo-
sphere is the layer of the atmosphere closer to the Earth’s surface, comprising
about 18 km altitude from the Earth’s surface. The effect of the troposphere
on the GNSS signals influences an extra delay in the measurement of the sig-
nal traveling time from the satellite to the receiver. This delay depends on
many factors, such as the temperature, pressure, and humidity, as well as the
transmitter and receiver antenna’s location. To ease these effects, tropospheric
models are also available in the literature.

b) Atmospheric Scintillation: It is an atmospheric phenomenon due to high
levels of solar and geomagnetic activities and particles, which provokes a quick
variation in the amplitude and/or phase of the GNSS signals [98]. Receivers
are not usually designed to accommodate these sudden and fast changes in the
received signal. In consequence, the receiver may lose the lock condition with
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the GNSS signal, which is needed for the regular functioning of most GNSS
receivers.

c) Multipath: The cause of multipath is the reflection or diffraction of the trans-
mitted signals in the environment (e.g., buildings, cars, water bodies, people
moving, the ground, etc.), which enters the receiver RF front-end and are
mixed with the direct signal [70]. These reflected copies are delayed with re-
spect to the original source due to the higher travel paths. The effects of the
multipath components superposition are noticeable (especially for the com-
ponents generated nearby the receiver, with a smaller delay) in the correla-
tion property, which is no longer able to distinguish as accurately among self-
correlation and cross-correlation of the different PRN codes used by the satel-
lites. In addition, this multi-component signal produces large positioning er-
rors in the PNT solution.

d) Absence of LoS: Obstructions due to structures, obstacles, and foliage may
occur, provoking partial or even total absence of LoS condition from the user
receiver location. This lack of LoS can be treated as an additional attenuation,
typically suffered by the direct path, and commonly known as shadowing [70].
Due to this phenomenon, multipath components might arrive with higher
power than the direct path, since due to the different paths of propagation
might not be affected.

e) Doppler impairments: Doppler shift is due to the relative motion between
the satellites and receiver. Each satellite will have its Doppler shift, is also
affected by the propagation channel, and produces modifications on the direct
Doppler transmission.

2.6 Summary of Contributions

In the chapter, the author of this thesis has mainly contributed to:

• Presenting the state-of-the-art of the currently operative GNSS constellations,
including a brief description about the currently deployed GNSS constella-
tions, system architecture, frequencies of operation, signals transmitted by the
satellites, GNSS receiver description, etc.

• Identifying the future navigation satellite-based positioning systems trends, es-
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pecially in the scope of interference resilience and challenging environments.

• Providing a state-of-the-art and literature review about RF interference types
and impairments, comprising naturally caused (e.g, due to channel, atmosphere,
etc) and with artificial origin (e.g., jamming, spoofing, etc).

• Offering mathematical models for different jamming and spoofing types, and
classifying them according to the signal type and difficulty to be detected and
its degree of complexity, respectively.
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Chapter 3
Interference Management Solutions
in GNSS

In this chapter, we describe specific interference management solutions, namely de-
tection, classification, localization and/or mitigation techniques, against the attacks
described in Chapter 2 (Section 2.3). These attacks consisted of jammer signals trans-
mitted with higher power with respect to the received GNSS power. We face the
interference solutions from two ends: i) purely detection mechanisms, and ii) classi-
fication and detection algorithms. With the detection algorithms, we can determine
if an attack exists or not. Whereas with classification algorithms, we can in addition
determine the presence of an attack, and which type of signal is producing the in-
terference. We first start by giving some basics about detection theory. Basically,
we describe the classical binary detection problem, where two hypotheses are con-
sidered. In our case, one hypothesis is for the jammer-free scenario, and the other
hypothesis is for the jammer-present scenario. After this brief description of de-
tection theory, we list the main stages in a typical GNSS receiver chain where the
interference management algorithms can be implemented. In addition, we provide
specific detection algorithms, with explanations about their functioning, mathemat-
ical models, and some illustrative examples. Next, we describe the methodology
we used for the classification studies of jamming signals. We mainly used spectro-
gram images containing different jammer scenarios, which were used for training
machine learning algorithms. A different set of images were used for training and
testing the machine learning algorithms. The results for both detection and classi-
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fication analysis are finally found in Section 3.4. The classification algorithms were
tested with MATLAB simulated data (both GNSS and jammers), while detection al-
gorithms were tested with MATLAB simulated data and in-lab GNSS data, recorded
in the laboratory.

3.1 Problem Statement

Due to the latest advances in GNSS technology and RF hardware and software, new
challenges dealing with interference over wireless channels have arisen. In particu-
lar, in the aviation industry, this fact is becoming a real and likely threat nowadays.
The aviation domain is typically divided into two main categories: manned and un-
manned aircraft. Manned aircraft comprises those vehicles which require the pres-
ence of a human on board, while unmanned aircraft refers to when no human is
needed on board. In this case, the aircraft is wireless and remotely controlled. The
service provided by the GNSS systems is a key element for both manned and un-
manned flying aircraft. The PNT solution allows to continuously locate and track
the aircraft from both ground and onboard. This continuous access to the aircraft’s
exact location is needed not only to allow the safe routing of lots of aircraft world-
wide, but also to avoid collisions, facilitate emergency aids, and support future ser-
vices such as aerial taxis and ad-hoc aerial networks [99]. The motivation for fo-
cusing on aviation use cases has been two folds: first, it was motivated by project
needs within the team (e.g., the work in EU-funded GATEMAN project [35]) and
secondly, because of the current fast-paced developments in unmanned aerial vehi-
cles (UAV) domain, it is expected that interference management in GNSS will be
a crucial aspect on-board of any aircraft in the future which will contribute to in-
creased safety and security.

The crucial element of PNT solution in the aviation domain, in combination
with the low, received power of GNSS signals, makes the RF interferences a real and
critical threat, as we have seen in Chapter 1 with real-case examples. For this reason,
in this chapter, we analyze specific detection and classification techniques to provide
awareness of an attack on the service provided by GNSS. With the focus in mind that
after determining the presence of an attack, we need as well to consider alternative
positioning methods besides the current MEO GNSS in case we cannot mitigate
those interferences. We provide simulation-based results to support the awareness
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of an attack and the possible consequences.
Some organizations such as ICAO, RTCA, EUROCONTROL, and EUROCAE,

among others, try to characterize, classify and standardize methodologies dealing
with RF interferences in new generation standards. These entities provide reports
in which different interferences are characterized and reported [100, 101].

3.2 Interference Detection Mechanisms

3.2.1 Basics of Detection

The detection of a single type of interferer at a time can be formulated as the deeply
studied classical binary detection problem [102], in which a received signal might be
(or might not) influenced by an interference signal. These two conditions are con-
sidered two different hypotheses. The hypothesis H0 reflects the interference-free
scenario and the hypothesis H1 stands for the case when the jammer is present [25].
In order to find a decision condition to distinguish between H0 and H1 hypothesis,
one can rely on the PDF under H1 and H0 (in case it is known) of a measurable test
statistic. An illustration of the PDF under H0 and H1 test statistic is shown in Fig-
ure 3.1. In Figure 3.1 both PDF correspond to a Gaussian distribution. The PDF for
H0 is Gaussian, as we have seen in the previous chapter (Section 2.1.2). GNSS signal
is mainly noise-like, since it is a superposition of independent (and weak) CDMA
signals (i.e., the GNSS signal) and an AWGN noise (more details are given in Sec-
tion 2.1.2 and Figure 2.4 for more details). But the PDF for H1 may not fit a Gaus-
sian distribution, and it is dependent on the interference type [25] is present. Given
that the jammer signal is typically unknown, the power of the received signal is often
used as a test statistic. For H1, the power of the interference is usually considered as
much stronger than the signal under H0. For this reason, the corresponding PDF of
the received samples is mostly influenced by the jammer contribution. An appropri-
ate threshold can separate between the two hypotheses, H0 and H1, such that the Pd

is maximized and the Pfa is minimized, as it is shown in Figure 3.1. The probability
of detection Pd and the probability of false alarm Pfa are described mathematically
as
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Pd = IP(IT> γ |H1)

Pfa = IP(IT> γ |H0)
, (3.1)

where IP(·) stands for the probability function, IT stands for the test statistic, and
γ represents a fixed or adaptive threshold. The choice of the test statistic is challeng-
ing, and it limits the direct applicability of this hypothesis testing in interference
detection. In case the PDFs is known under both H0 and H1, the Generalized Like-
lihood Ratio Test (GLRT), can be applied, as shown in Equation (3.2)

IT=
max
θ1

IP(r |H1,θ1)

max
θ0

IP(r |H0,θ0)

H1

≷
H0

γ , (3.2)

where r represents the received signal, IP(r |H0,θ0) and IP(r |H1,θ1) is the condi-
tional PDFs under H0 and H1 hypotheses, respectively. The θ0 and θ1 are the un-
known parameters by the interferer. The GLRT approach is not usually applied in
realistic scenarios because the jammer PDF is not usually known. Instead of applying
the classical detection techniques described above, the GNSS interference detection
algorithms rely on different assumptions about the interference and channel type.
The next subsection discusses some interference detection algorithms encountered
in GNSS literature, that are applicable to the aviation domain.

Figure 3.1 shows an example of test statistic comparison for θ0 and θ1. We ob-
serve as θ1 test statistic mean value is slightly higher than θ0, and by selecting a
proper threshold (yellow vertical line) we can determine if we are under hypothesis
θ0 or hypothesis θ1, with a certain error (Pfa).

3.2.2 Detection Algorithms

The detection techniques, as well as classification techniques, can be applied at dif-
ferent stages of the GNSS receiver chain [25], as it is depicted in Figure 2.3. We can
classify them as [25]:

a) Front-end Techniques: These techniques typically work independently on
the interference type. They are applied in the first block of the GNSS receiver
chain, as it is shown in Figure 2.3. The raw analog signal received by the an-
tennas (before ADC) is typically used.
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Figure 3.1 Illustration showing the PDF under H0 (red) and H1 (purple) conditions, with an example
of a detection threshold (yellow). The probabilities of False Alarm (red area) and Detection
(purple area) are also depicted. The threshold is represented by the vertical yellow line.

b) Pre-Correlation Techniques: Most of the interference detection algorithms
are applied at the pre-correlation stage. This is the second stage in a typical
GNSS receiver chain as we can see from Figure 2.3. These techniques typically
operate on the I/Q samples of the signal r(n) after the ADC block. Before the
signal acquisition processing stage.

c) Post-Correlation Techniques: Detection techniques at the post-correlation
level use the signal r(n) after the correlation with the PRN code of a cer-
tain satellite signal. Thus, they focus on a single satellite-receiver link at a
time. These techniques are typically implemented in the tracking block, as
they typically use the information produced by the tracking correlators. Post-
correlation level techniques are widely preferred and most powerful for spoof-
ing monitoring rather than interference detection.

d) Navigation Techniques: Navigation techniques are performed during the last
stage of a typical GNSS receiver, as we can see from Figure 2.3. These tech-
niques use the signal received from all the satellites in view at the pseudorange
domain, which means after the tracking module (check Figure 2.3). These
techniques typically incorporate additional data to monitor the GNSS receiver
status. They effectively disclose anomalies of the receiver observables, through
cross-checks with other PRNs, data from other frequency bands, different re-
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ceivers, or additional sensors. For these reasons, they are typically used for
spoofing monitoring instead of jamming detection.

Figure 3.2 lists some of the analyzed detection and classification techniques ac-
cording to the receiver stage at which are performed. As front-end techniques, we
can find Automatic Gain Control (AGC) (as representative of detectors) and Sup-
port Vector Machine (SVM) and Convolutional Neural Network (CNN) techniques
(as representative of detection plus classification techniques). As for pre-correlation
techniques, we can find a broader list of alternatives: Probability Density Func-
tion (PDF) (analyzing the PDF distribution of the received samples), Time Power
Detector (TPD), Frequency Power Detector (FPD), Welch, kurtosis analysis, Adap-
tive Notch filter, multi-antenna array analysis, Hough-Radon transform analysis
and Singular Value Decomposition (SVD) analysis (which compares the SVD of a
known interference-free signal with the currently received). For its part, in the post-
correlation techniques, we can find: Power Distortion Monitoring (PDM) (monitor-
ing both the power and the correlation function to detect sudden changes), multi-
correlator banks (analyzing the signal and observables during the tracking stage),
Multi-Correlator output with Auto Regressive modelling (MCAR), C/N0 and abso-
lute power monitoring (which monitors the received C/N0 and/or received power),
and Signal Quality Monitoring (SQM). Finally, in the navigation block, we in-
cluded the following techniques: Correlation of measured observables with propaga-
tion models, consistency check with Alternative Positioning, Navigation, and Tim-
ing (APNT), Angle of Arrival (AoA) discrimination (for example by not-processing
the signals coming from a specific direction), Sum-of-Squares (SoS) (exploiting the
fact that phase difference measurements of signals coming from the same direction
share a common geometrical term), polarization discrimination, and crowd-sourcing
correlation.

Next, we describe in more detail some of the techniques listed in Figure 3.2. We
focus on those techniques which were finally selected for further analysis, which
appear in a bold letter in Figure 3.2. We selected for further investigations a subset of
the initial set of techniques after an initial pre-selection based on their characteristics,
suitability to aviation use cases, and complexity. These final selected techniques are:
Automatic Gain Control (AGC), Time Power Detector (TPD), Frequency Power
Detector (FPD), Welch, kurtosis and Notch filter:

a) Automatic Gain Control (AGC) monitoring Technique [72, 103, 104]: The
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Figure 3.2 Detection and classification techniques grouped according to GNSS receiver chain applica-
tion. [[25]]

AGC is a circuit present in most of the GNSS receivers in the front-end block
(see Figure 2.3). This circuit maintains the control of the received signal power
in order to provide an appropriate power level to the next elements in the
receiver chain such as the quantizer, in order to minimize the quantization
loss [72, 103]. The AGC typically operates at the ambient noise levels, since
the GNSS signal power is usually really low. In the presence of high interfer-
ence, the AGC decreases its gain to keep the AGC output signal level stable
enough and avoid large fluctuations in the signal power. These variations on
the AGC gain level can be used to detect the presence of a jammer. An AGC
interference detector uses the AGC gain over N consecutive samples and com-
pares it with a predefined threshold corresponding to a known jammer-free
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scenario. If all the N samples are below the threshold, then the interference
is declared present (received signal will have intrinsically more power due to
the jammer presence, so the AGC gain will need to decrease its value to keep
a constant power level). The baseline AGC level is manufacturer and antenna
specific. This baseline level needs to be previously known to determine an
adequate detection threshold. Figure 3.3 depicts an example of an AGC detec-
tor for a two-tone AM jamming signal and Galileo E1. Jammer JSR was set
to 40 dB, and Galileo E1 signal C/N0 was set to 50 dBHz. Figure 3.3 shows
the situation when the jammer is disabled during the first 8 ms, enabled for
the next 4 ms, and then switched off again. A clear drop in the AGC gain is
observed when the jammer is on since less gain is required since the signal at
the input is stronger.
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Figure 3.3 Illustration of test statistic of AGC detector for a double-tone AM jammer. JSR and C/N0
are set to 40 dB and 50 dBHz, respectively.

b) Time Power Detector (TPD) Technique [102, 105, 106, 107, 108, 109, 110]:
This technique is also known as Power Law Detector (PLD) [109] or simply
energy detector [102, 110]. This method measures the energy of the received
signal before correlation with the PRN code replica over a short time interval.
Energy is defined as the power multiplied by time; for time-finite signals, we
usually deal with energy measures, while for bandwidth-limited signals we talk
about power. The TPD test statistic can be modeled as:
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TTPD =
1

J N

J
∑︂

j=1

N
∑︂

n=1
|r (n+( j − 1)N )|2η, (3.3)

where N is the number of samples of the considered short signal interval, J
is the number of short intervals under the observations (thus the signal is ob-
served in total over J N samples) and η is a positive number that determines
the power-law, e.g., η = 1 for the square-law detector and η = 0.5 for the am-
plitude detector. The measured power is usually normalized by the number
of samples N and by the noise variance. Then it is compared with a suitable
threshold. If the test statistic exceeds this threshold (TTPD > γ ) the interfer-
ence is declared to be present. An example of TPD is depicted in Figure 3.4. It
illustrates how the test statistic of TPD detector evolves with time while the
jammer is absent and present. We observe as the signal power increases consid-
erably after 7 ms, which corresponds to the time instant in which the jammer
is turned on. When the jammer is activated, the estimated input power starts
to increase, until it reaches a maximum. This maximum corresponds to the
window of N samples including all samples with the jammer activated. At ap-
proximately 20 ms, the jammer is switched off, and then the detected power
returns to the baseline level before the jammer was enabled.
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Figure 3.4 Illustration of TPD test statistic for double-tone AM jammer. JSR and C/N0 are set to 40 dB
and 50 dBHz, respectively. The window time used for the algorithm is set to 5 ms.
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c) Frequency Power Detector (FPD) Technique [102, 105]: The FPD algo-
rithm is analogous to the TPD detector described above, since, according to
Parseval’s theorem, the average power of a signal in time domain equals the
average power in frequency domain. The periodogram is used to estimate the
signal’s spectral density required for this method. Similarly as in TPD, if the
test statistic exceeds the set threshold, the interferer is declared as present, oth-
erwise is determined as a jammer-free scenario. Figure 3.5 shows an example
of FPD detector. Figure 3.5a shows the FPD’s test statistic when the jammer is
not present. In Figure 3.5b, the case of a double-tone AM jammer is depicted.
The power of the AM tone jammer is set to approximately 50 dBm above the
GNSS signal, composed by Galileo E1. Finally, Figure 3.5c shows a chirp jam-
mer with a power of 35 dBm higher than the GNSS Galileo E1 signal, over the
whole sweep range with a signal bandwidth of 20 MHz.
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-20 -15 -10 -5 0 5 10 15 20

Frequency (MHz)

100

110

120

130

140

150

P
o
w

e
r 

(d
B

m
)

(c) Chirp jammer scenario

Figure 3.5 Test statistic example of FPD detector for jammer-free, double-tone AM, and chirp jammer.
The time window used for the detection algorithm is set to 5µs .

d) Welch-based Technique [105, 111]: Welch-based algorithm can be consid-
ered as an alternative to the FPD. This method can also be used to estimate
the periodogram of the signal. The main difference with FPD technique, is
that Welch’s method divides the input signal into overlapping pieces of a spe-
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cific length. Then it applies a window to these pieces and finally computes the
periodogram; this results in averaged periodograms. The size of each window
has to be sufficiently small such that the frequency content can be assumed to
be constant for each piece. Once more, the test statistic obtained by apply-
ing Welch’s method needs to be compared with a previously set threshold to
determine the presence of a jammer.

e) kurtosis Technique: This method performs the kurtosis to the received sig-
nal. The kurtosis of a signal is defined as

Γ =
1
N
∑︁N

n=1(r (n)−µr )
4

�

1
N
∑︁N

n=1(r (n)−µr )2
�2 , (3.4)

where µr =
1
N
∑︁N

n=1 r (n) is the mean of the GNSS signal r (n). Here r (n) are
the incoming pre-correlation samples at the GNSS receiver (second processing
block in Figure 2.3). In the absence of jamming, the kurtosis is typically close
to 3 (since r (n) will follow a Gaussian distribution) [112]. In the presence of
an active jammer, the kurtosis may deviate from the baseline value of 3. The
deviation is positive (> 3) or negative (< 3) depending on the type of jamming
present [105, 113] and how it affects statistically the signal. Figure 3.6 shows
that as long as the jammer is off, the kurtosis is approximately 3. Otherwise,
the value of the kurtosis drops significantly (e.g., it is divided by half in this
example), manifesting the presence of a jammer.

f) Adaptive Notch Filter (ANF) Technique [114, 115, 116, 117]: Notch filters
have been traditionally used for jamming mitigation, but they can also provide
detection capabilities [115]. In [115] a design for an Infinite Impulse Response
(IIR) notch filter is provided, whose z-transform is

Hn(z) =
1− z0(n)z

−1

1− ka z0(n)z−1
(3.5)

and which is adapted using a stochastic gradient approach. The term z0(n)
is the notch filter’s time-varying zero, whose angle determines the center fre-
quency of the notch, and ka is the pole contraction factor (a user-defined pa-
rameter between 0 and 1). The zero z0(n) is adapted to be in accordance with
the jammer instantaneous frequency in the complex plane. The notch filter
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Figure 3.6 Test statistic example of a kurtosis detector for an AM jammer. JSR is set to 40 dB and C/N0
for the Galileo E1 signal is set to 50 dBHz. The window time for the detector algorithm is set
to 1 ms.

magnitude |z0(n)| is applied to the received signal before correlation can be
used as a detection metric. Again, an appropriate threshold must be set to
distinguish the interference-free case from the jammer present case.

Section 3.4 provides some results for the above-mentioned techniques against the
jammer types described in Section 2.3.

3.3 Classification Mechanisms

Signal classification typically relies on machine learning algorithms. When machine
learning is used, interference classification is typically performed as a two-step pro-
cess [28]: first, we need to perform feature extraction, and then the actual signal clas-
sification. In addition, we usually need a pre-processing step of the signal, in order
to represent the data in a uniform and usable way for the algorithms. In principle,
any feature of a signal we can extract could be used for classification. Nevertheless,
the more distinctive and representative the features are, the better is for the classi-
fier, and it would be easier to discriminate among the different categories [28]. In
this thesis, we propose and compare two classification methods using images from
spectrograms, based on the fact that different jamming types affect in a different
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manner the GNSS signal. By using Support Vector Machines and Convolutional
Neural Networks, we are able to categorize those jammers, as a previous step of
jamming mitigation. With this approach, we are able to first detect if a jamming
attack exists, which jammer signal is affecting our signal, and then apply the best
performance mitigation technique for the specific jammer type. The first classifica-
tion method makes use of SVM [118, 119] in combination with BoF [120], which
extracts the image features from the images used for the SVM classifier. These image
features are used as input data to the SVM classifier. The second studied classifier
is the CNN, based on multi-layer neural networks [121]. Both classifiers SVM and
CNN needs first to be trained, in order to learn the individual signal features for each
category. We selected SVM and CNN algorithms after analyzing the capabilities
and features of a larger set of machine learning techniques. Some other algorithms
such as XGboost [122], Random Forest [123], Artificial Neural Network [124], K-
nearest neighbor [125], and Decision tree [126] were also initially pre-selected. The
main reason why XGboost was discarded, is because it does not perform so well on
sparse and unstructured data and its scalability is low. Artificial Neural Network
was discarded due to the complexity it can achieve to be implemented. The number
of trainable parameters increases drastically with an increase in the size of the image.
In addition, Artificial Neural Networks lose the spatial features of an image, which
is crucial for determining the jamming type and jamming signal parameters from
the image. Random forest lacks the flexibility for feature processing and modeling
that for example CNN has. It also requires much computational power and requires
much time for training compared with CNN and SVM. The main drawback of K-
nearest neighbor is that this algorithm typically does not work well with very large
data sets and it’s pretty sensible to noise. Finally, the Decision tree was discarded due
to its sensibility to noise and it can become very complex and requires a large num-
ber of computing operations. For these reasons, only SVM and CNN were consider
for further analysis.

The steps for jamming classification after training the algorithms are depicted in
Figure 3.7. The proposed work-flow consists in: i) receiving the GNSS (with jam-
ming mixed if any) raw signal; ii) generating the spectrogram of the received raw sig-
nal; iii) plotting and saving the image from the generated spectrogram; IV) choosing
among the two main classification algorithms; V) performing the jammer classifica-
tion. Additional variations of this workflow can be performed. For example, instead
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of reproducing images of the spectrogram, we can save the full spectrogram data and
carry out similar classification algorithms. More details regarding the image genera-
tion characteristics (e.g., bit color, resolution, etc) are given in subsection 3.3.1.

{ }
Jamming Classification

Figure 3.7 Block diagram of the proposed methodology for jamming classification.

3.3.1 Spectrogram Images Generation

In order to train and further test the algorithms, we created a database of images
comprising different scenarios, containing jamming-free and different types of jam-
mers. For the jamming free, we only considered GPS L1 signal. On the contrary,
for the jamming case, we considered a combination of GPS L1 signal with the spe-
cific type of jammer signal. To understand the performance bounds, we consider
only a single type of jammer at a time in each simulated scenario. Although using
different parameters (including jammer power and noise) in order to cover as much
as possible different jammer configurations. As some of the jammer types are non-
stationary (e.g., chirp jammers), the best time-frequency modeling is a short-time
short-frequency transform such as the spectrogram [28, 127]. In order to compute
the spectrogram, we generate first a short signal of 1 ms, containing a specific sin-
gle jamming type combined with GPS L1 signal, or just GPS L1 signal. To this
generated signal, we apply the short-time short-frequency spectrogram transform,
setting the window length to 128 samples, the samples overlap to 120 samples, and
a Fast Fourier Transform (FFT) size of 128 samples [28]. We selected these parame-
ters based on a trade-off between achieving a good spectrogram resolution for all the
considered jammer types and maintaining a low complexity in order to be efficient
in the process. The generated spectrogram images are then converted to black-and-
white (binary, setting the values of the image to ’1’ if the luminescence level of a
specific pixel is greater than a pre-defined threshold, otherwise set to ’0’), in order to
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reduce the number of (irrelevant) features, re-scaled to a resolution of 515 x 512 pixels
and 600 Dots-Per-Inch (DPI), and they are finally saved. The reason for converting
the color spectrogram images to black-and-white was motivated by our empirical
studies, as well as by the intuition that SVM classifiers are known to work better
with binary images than with multi-level images. In Figure 3.8 we depicted some
examples of spectrogram images. In the left part, we provide the spectrogram image
for the non-active jammer, AM jammer, and Chirp jammer, respectively from top
to bottom. On the right side, we provide for comparison of the binary images for
the same scenarios. For obtaining the plots in Figure 3.8, we set the C/N0 and JSR
to 45 dBHz and 50 dB, respectively. In the absence of jamming, in Figure 3.8a and
Figure 3.8b, we observe a spectrogram composed basically of noise, since there is no
other contribution more than the GNSS signal itself, which as we have seen, is a low-
power CDMA signal, and thus noise-like. On the contrary, for the rest of scenarios
Figure 3.8c – Figure 3.8f certain jammer contribution can be noticed. For example,
in Figure 3.8c and Figure 3.8d, we clearly notice a horizontal straight line at a specific
frequency, which correspond to the frequency of the AM tone. In Figure 3.8e and
Figure 3.8f we observe the typical spectrogram of a saw-tooth signal, showing the
sweep range and sweep periods of an up-chirp signal.

3.3.2 Support Vector Machine (SVM) Algorithm

3.3.2.1 Extracting Image Features: Bag of Features (BoF)

Before applying the SVM algorithm, we need a prior step for being able to classify the
images according to different categories. This process consists of feature extraction
from the input images described in the previous section. For this purpose, we use
the so-called Bag of Features (BoF). A BoF basically consists of representing images
based on extracting local features. The name comes from the Bag of Words (BoW)
representation used in textual information retrieval [120]. Analogously as in BoW,
in which we represent a certain document as a normalized histogram of word counts
and build up a words dictionary By using BoF, we can do a similar approach but re-
placing the words with image features. The representative features of the images are
gathered in clusters, which contain similar features. Every time a new representative
feature is detected it is matched to the nearest cluster feature from the visual vocabu-
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Figure 3.8 Examples of spectrograms and binary image conversion of common jamming signals in base-
band. All graphs contain a signal mixture of jamming signal and GPS L1 signal. C/N0 is set
to 45 dB and JSR is set to 50 dB.

lary. These similarities of BoF with respect BoW were the main reason for choosing
BoF since most of the classification algorithms are also compatible with it. BoF
makes it really easy to extract the image features used for the algorithm. At a high
level, the procedure for generating a BoF image representation can be summarized
in three steps [120]:

a) Vocabulary Building: In the first place, the whole collection of features from
all the images from the training dataset are extracted. These features are stored
in the so-called visual vocabulary dictionary, where each feature represents a
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“visual word” or “term".

b) Terms Assignment: After extracting all the features from the images, they
are gathered in clusters. The clusters collect those terms whose features are
the closest in the vocabulary dictionary in order to reduce the complexity of
the dictionary.

c) Term-vector Generation: Finally, the term vector is generated by recording
the counts of each term that appear in each image to create a normalized his-
togram, counting the times it is repeated in the cluster. This term vector is the
final BoF representation of the images.

The set of features contained in the term vector is then used by the SVM algorithm
to classify the data into different classes. In the following section, we will describe
the main functioning principle of SVM.

3.3.2.2 SVM Basics

SVM’s operation consists of a set of supervised learning methods that can be used for
classification, regression, and/or ranking. By supervised learning, we mean that the
user must take part in the training process of the algorithm. The user must label the
training data, used for helping the algorithm to learn which classes will need to cate-
gorize, and to which class it belongs. SVM’s uses machine learning theory as a princi-
ple of operation for both training and classification. SVM performs classification by
transforming (if needed) the original training data into multidimensional space and
constructing a multidimensional hyper-plane with it. The established hyper-planes
will split the different classes to categorize. The hyper-plane with the maximum
distance between the closest data points to the hyperplane, which is called support
vectors, is the hyper-plane used for classification. It is typically called optimal hyper-
plane. Therefore, our goal is to maximize the margin between the edge data points
and the hyper-plane to be able to classify with minimal miss-classification error. Two
examples of hyper-plane separation for two independent example data sets are de-
picted in Figure 3.9. The green squares represent the positive (above optimal hyper-
plane) class and the red dots represent the negative (below optimal hyper-plane) class.
The bold green squares and bold red dots are the support vectors, which are the sam-
ples the most difficult to classify because are closer to the hyper-plane separation.
Support vectors are used to determine which is the optimal hyper-plane. The op-
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timal hyperplane in Figure 3.9 is drawn with a dotted line and it is the hyperplane
with the maximum distance between the different support vectors. In Figure 3.9a
the classification can be easily done since the data is linearly separable and we only
have two classes. For more than two classes, a graphical representation is harder to
represent in a graphical form. For its part, Figure 3.9b, shows the example where the
features data-set is non-linearly separable, and the multidimensional optimal hyper-
plane (depicted as a 2-D hyper-plane in the figure) is not a straight line.

In order to find the optimal hyper-plane, we start modeling the hyper-plane as

wTx+ b = 0 (3.6)

where wT is the normal vector to the hyper-plane, containing the weights towards
the different data points, x contains the points defining the hyper-plane and b is a
bias constant. If we assume that our data set is composed by z = z1, z2, ..., zm , and
yi ∈ −1,1 being the class label of z, which is −1 or 1 for the negative and positive
class of the example shown in Figure 3.9, respectively. We can define the decision
boundary, which should separate all the points as

wTz+ b ≥ 1 i f yi = 1

wTz+ b ≤−1 i f yi =−1

where z contains the features obtained with the BoF to be classified by the hyper-
plane contained in wT and yi is the resulting binary class. Among all the hyper-planes
separating the data z, there is an optimal hyper-plane yielding the maximum margin
of separation between the classes to classify, which minimizes the miss-classification
error. The optimal hyper-plane can be found by optimizing Equation (3.6) as

max
{w,b}

mi n{∥ x− z ∥: x,z ∈ℜN , (wTx+ b = 0)} (3.7)

The weights vector w will consider the values of z closer to the hyper-plane with a
higher value, being the closest ones of each class of the Support Vectors, as it is shown
in Figure 3.9. To solve Equation (3.7), we can find different algorithms in the liter-
ature. The most popular ones are: i) Iterative Single Data Algorithm (ISDA) [128],
ii) L1 soft-margin minimization by quadratic programming (L1QP) [129] and iii)
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Figure 3.9 SVM binary classification hyper-plane representation. In the upper plot, a linear separable
data representation is depicted. In the lower plot, the data is non-linear, and cannot be divided
by a straight line.

55



Sequential Minimal Optimization (SMO) [130].
As we have seen, not all the classification tasks are easily separable (see Figure 3.9).

When a linear separator of the data cannot be found, the data points are typically pro-
jected into a higher-dimensional space where the data points become linearly sepa-
rable [28]. This transformation is carried out by functions called kernels. These
functions basically map the non-linear separable data set into a higher-dimensional
space where we can find a hyperplane that can separate linearly the samples. In the
literature, multiple kernel types can be found to transform the data into a higher-
dimensional space. Some of the most popular ones are: i) the linear kernel, ii) the
polynomial kernel, and iii) the Radial Basis Function (RBF) kernel [28].

3.3.3 Convolutional Neural Network (CNN) Algorithm

The second algorithm we analyzed during the classification mechanism analysis is
called CNN or Convolutional Neural Network (ConvNet). CNN consists of a
sequence of layers. Each layer transforms the data into a simplified version of it
through a differentiation function. The block diagram in Figure 3.10 shows the list
of layers used in the proposed CNN architecture [28]. The number of layers shown
in Figure 3.10 was selected to keep as simple as possible the algorithm, in order to
evaluate the baseline performance of the method. So the layers architecture contains
the minimum amount of layers for running the algorithm. Much more complex
CNN architectures can be found in the literature [131, 132, 133], in which extra and
multiple interconnected layers are used. The main features of each one of the layers
described in Figure 3.10 are:

Figure 3.10 List of layers for the proposed CNN architecture.

1. Input layer: This layer converts the input image into mxnx r matrix of data
usable for the next layers. m is the height, n is the width in pixels of the image,
and r is the depth (e.g., 1 for gray-scale images and 3 for Red Green Blue (RGB)
images). Therefore, the purpose of this layer is to convert the image into data
usable by the algorithm.

2. Convolutional layer: Computes the output number of ’neurons’ that are con-
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nected to local regions of the input image by computing a dot product between
their weights and a small region they are connected to in the input. This layer
is converting all the pixels in its receptive field into a single value. By using this
layer we are decreasing the image size as well as bringing all the information
in the field together into a single pixel.

3. ReLU layer: Also known as Rectified Linear Unit layer (ReLU), applies an
element-wise activation function, such as the max(0, x) for transforming the
summed weighted input from the node into the activation of the node or out-
put for that input. In other words, it will output the input directly if it is
positive, otherwise, it will output zero. It has become the default activation
function for many types of neural networks because easiness while training
the algorithm and often achieves better performance.

4. Pool layer: Performs a down-sampling operation along width and height.
Pooling layers are used to reduce the dimensions of the feature maps. There-
fore, it reduces the number of parameters to be learned by the algorithm, and
the amount of computation performed in the convolutional network. In ad-
dition, the pooling layer summarises the features present in a specific region
of the feature map generated by a convolution layer. So, further operations
are performed on summarised features instead of precisely positioned features
generated by the convolution layer. This makes the model more robust to
variations in the features’ position in the input image. For example, in the
proposed architecture the pool size is [2,2], which means that if the layer re-

turns the values

⎡

⎣

1 2

3 4

⎤

⎦, the maximum value in the regions of height 2 and

width 2 will be selected, which is 4.

5. Fully connected layer: It takes the results of the convolution/pooling process
and uses them to categorize the image. Therefore, it provides the ability to mix
signals of information between each input dimension and each output class,
and hence the decision can be based on the whole image and a class can be
assigned to it.

6. Softmax layer: This layer is in charge of turning a vector of real values into
a vector of real values that sum 1. The input values can be positive, negative,
or zero. The softmax layer transforms these values into values between 0 and
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1 so that they can be interpreted as probabilities. If one of the inputs is too
small or negative, the softmax turns it into a low probability. If an input is
large, then it is turned into a large probability, but always remains between 0
and 1.

7. Classification layer: Computes the cross-entropy loss for multi-class classifi-
cation problems with mutually exclusive classes. In other words, it performs
the actual classification based on the output of the previous layer.

3.3.4 Algorithms Training and Classification

Both algorithms, SVM and CNN needed to be initially trained, before being able to
autonomously classify further input images [28]. For such a purpose, we generated
a dataset of images such as the one shown in Figure ??, containing different jammer
types in a wide variety of conditions. Table 3.1 summarizes the main parameters
settings for each jammer type. AM and FM tones were assumed to be uniformly
distributed between 0.1 MHz and 10 MHz. Chirp Ts w p and Fs w p were uniformly
distributed between 5− 20 µs and 5− 20 MHz, respectively. The bandwidth for
Narrow Band (NB) Jammers was set between 20 MHz and 2 GHz. Finally, for the
pulsed jammer, the duty cycle (τ) and repetition frequency (Fr ) were set between
1−19µs and 0.1−1.9 THz. The GNSS C/N0 was set as well as uniform distributed
between 25 dBHz and 50 dBHz. The JSR was set between 40 dB and 80 dB. In
Table 3.1,U (a , b ) represents a variable uniformly distributed between a and b .

Table 3.1 Jammer parameters summary used in the provided simulations. U (a , b ) represents a vari-
able uniformly distributed between a and b .

Jammer Type Parameter

AM jammer fJ ∼U (0.1 ,10)MHz

Chirp
Tswp ∼U (5 ,20) µs

Fswp ∼U (5 ,20)MHz

FM jammer fJ ∼U (0.1 ,10)MHz

NB jammer Bw ∼U (20 ,2000) kHz

Pulsed jammer
τ ∼U (1 ,19) µs

Fr ∼U (1 · 10−1 , 19 · 10−1) THz
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For training purposes, we generated 6000 images (i.e., 1000 images per jammer
type, 5 jammer types plus the jammer-free scenario). Each one of the images was
labeled during the image generation since the algorithms needed to know which fea-
tures were most representative for each jammer type. It means that during the al-
gorithm training, the algorithm needs to know the image features for each category
to be classified later. While the testing dataset was composed of 54000 images (i.e.,
9000 images per jammer type). With the algorithms already trained, and the testing
library of images we carried out the simulations shown in Section 3.4.3.

3.4 Numerical Evaluations and Results

3.4.1 Detection Results using simulated GNSS data

This section shows a comparison between the different detection algorithms de-
scribed in Section 3.2.2 against three different jammer types, namely AM, chirp,
and pulsed jammers. To carry out this study, we considered simulated GPS C/A L1
signal mixed up with specific jammer signals, as well simulated using Matlab. The
C/N0 and JSR were set to 45 dB-Hz and -20–50 dB, for the GNSS and jammer signals,
respectively. Figure 3.11 shows the probability of detection for these three jammer
types at different JSR levels. AM probability of detection is depicted in Figure 3.11a,
chirp results are shown in Figure 3.11b, finally in Figure 3.11c are depicted the re-
sults for a pulsed jammer. We can observe as, in general terms, the best detection
performance against the different jammer types is generally yielded by the power-
based detectors, namely AGC, TPD, FPD, Welch and periodogram. In the case of
AM and chirp signal, the jammer can be reliably detected even at JSRs below 0 dB.
Further comparison of Figure 3.11a and Figure 3.11b shows that the detection meth-
ods behave similar for AM and chirp signals. The detection probability start to be
non-zero at JSR higher than −15 dB. The detection algorithms that have the lowest
performance are the ones based on notch filter and kurtosis. The notch filter algo-
rithm requires up to 15 dB more jamming power to detect the jammer compared
with the rest of the methods. In addition, in order to achieve a Pd = 1, we need a
strong jammer transmitting with a JSR of at least 0 dB. In addition, we can observe
from Figure 3.11c that the kurtosis algorithm does not work at all with pulsed jam-
mers. The main cause of this is that the pulses of the considered signal are too short
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and are not repeated constantly, which makes it harder or even undetectable with
some of the considered detectors, such as kurtosis.

3.4.2 Detection Results using real GNSS data

Similarly, as we did with the simulated data, we tested the same detection algorithms
described in Section 3.2.2 against in-lab generated data [26, 134]. For obtaining the
results in this section, we adopted the following procedure: i) we generated the jam-
ming and GNSS RF signals with two separate signal generators, namely VST for
jamming and Spectracom for GNSS signal; ii) we recorded the generated signals with
the help of a National Instruments USRP model 2954; and iii) we fed these signals to
the selected jamming detection algorithms in our software. The last step was done
in software and consists of conditioning the digital baseband signals, application of
the channel model, and evaluating the algorithms.

The laboratory hardware setup used during the signal generation and recording
is shown in Figure 3.12. It shows a Spectracom GNSS signal generator (GSG), used
to generate the GNSS signals, a VST, used to generate the different jamming signals,
and a USRP used as a receiver. A computer is in control of the VST and the USRP
through MATLAB and LabVIEW software, respectively. In addition, this computer
receives the baseband I/Q data from the USRP and saves it on the hard disk.

The full signal chain is illustrated as a block diagram in Figure 3.13.
We generated the baseband jamming signals with MATLAB and then we sent them

to the VST. The GSG is standalone and it generates the GNSS RF signals according
to the parameters that we set in its user interface. After generating both the interfer-
ence and GNSS signals, they were sent through cables to the USRP. We configured
the USRP to receive each signal in a separate channel synchronously. To record
the signals we adapted a LabVIEW user interface through which we configured the
USRP. The two baseband I/Q sample streams provided by the USRP were buffered
and then sent to the computer and saved into files. For more details, the readers are
referred to [134]. All the remaining processing was done in software. This includes
the channel models that account for fading and different propagation paths between
transmitter and receiver, the power adjustments to meet specific JSR at the antennas,
etc. All the tested algorithms were assessed in Matlab following the models given in
Equations 3.3-3.5. In particular, the AGC detector made use of the AGC system
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Figure 3.11 Comparison of the probability of detection for AM, chirp and pulsed jammer types using
different test statistic metrics.
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Figure 3.13 Block diagram of the jammer detection and direction finding methodology.

modeling provided by the Communication Toolbox of Matlab.
To carry out the simulations, we computed the test statistics under H0 and H1,

fixing the probability of false alarm to the desired reliability level (e.g., 10−3 and we
computed the corresponding threshold and detection probability. The simulations
were computed over 500 Monte Carlo iterations. The SNR (GNSS signal & noise)
was set to=10 dB. The used GNSS signals are combinations of i) three GNSS signals:
GPS L1, GPS L5 and Galileo E1 signals, and ii) three common interference signals:
AM-tone and two chirp signals with 8.64 µs sweep period and 10 MHz and 20 MHz
sweep range.

Figure 3.14 shows the detection performance for TPD, FPD and AGC algorithms,
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depicted in top, center and bottom plots, respectively, for all the considered GNSS
signals. All three algorithms show similar performance in terms of detection prob-
ability. This was also noticed with the simulated data (see Figure 3.11). For the
Galileo E1 & 10 MHz chirp, the TPD requires about 2 dB less JSR for achieving the
same Pd than the AGC for most of the tested signal combinations. In general, all
detectors start detecting the presence of jammer at a JSR of about =25 dB and all of
them reach a Pd close to 1 at a JSR of =10 dB, for all the considered scenarios. No
clear pattern for best/worse performance combination of GNSS signal plus jammer
was found by analyzing Figure 3.14. The outcome we get though is that the perfor-
mance of the detectors is dependent on the GNSS signal type, especially for some of
the detectors, such as AGC.

Comparing Figure 3.14 (using in-lab recordings) with Figure 3.11 (using simulated
data), we can observe as by using in-lab data the algorithms are slightly more sensible
in terms of minimum JSR to achieve detection (=25 dB rather than =10 dB). One
possible reason can be due to the fact that while recording the signal in the laboratory,
both GNSS transmissions and noise were added and collected together. So while
applying the corresponding level of JSR, the GNSS signal was more affected by noise,
and hence we were able to see the jammer effects more clearly. In any case both
Figure 3.14 and Figure 3.11 show similar performance overall.

3.4.3 Classification Results

To analyze the performance of both classifier algorithms, we compared the confu-
sion matrices obtained based on the testing dataset of images described above. The
confusion matrix shows how accurate a classifier is, in terms of how well it classifies
and miss-classifies the test data in the different categories it is handling. Compar-
ing both confusion matrices in Figure 3.15, we observe that SVM algorithm has a
mean accuracy of 94.90 %, while CNN algorithms mean accuracy is 91.36 %. If we
analyze more deeply the results, algorithm by algorithm, we can observe from Fig-
ure 3.15a that just less than 2 % cases are miss-classified as jamming-present scenarios
when in fact there was no interference. For their part, NB jammers are classified
correctly almost 94 % of the time. Pulsed and chirp jammers offered detection prob-
ability close to 100 %. And finally, the obtained AM and FM single-tone jammers
classification accuracy performance was similar in both cases, with an accuracy of
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Figure 3.14 Pd vs JSR for TPD (top), FPD (center) and AGC detectors with AWGN 5-path fading chan-
nel. 500 Monte Carlo iterations and a fixed Pfa of 10−3 have been used.
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about 90 % each. Using the SVM algorithm we can determine the presence or ab-
sence of any interference with an accuracy of more than 98 %. About CNN, we
observe from Figure 3.15b that the accuracy determining the presence of a jammer
signal is slightly higher compared to SVM, although only with 0.4 %. We can also
notice from Figure 3.15b that pulsed jammers classification accuracy is as well close
to 100 %, similarly to what we obtained with SVM algorithm. Chirp jammer’s accu-
racy is more than 91 %, but this is about 5 % lower compared with SVM algorithm.
AM and FM jammers shows an accuracy of almost 91 % and 89 %, respectively,
which is slightly lower than with SVM. Lastly, for NB jammers, we get an accuracy
of only 78 %, which is about 5 % lower than with SVM algorithm.

We would like to emphasize that these promising shown results were obtained
by using a total training dataset of only 6000 images, 1000 images per category. By
increasing the dimensions of the training dataset, the algorithms will most likely be
able to learn better the main features of each jammer type, and then distinguish better
among the different considered classes, increasing the classification performance.

3.5 Summary of contributions

The main contribution to this thesis by the author in this chapter can be summarized
as follows:

• Formulating the interference detection problem in the context of classical bi-
nary detection problem and reviewing state-of-the-art detection algorithms ap-
plicable to GNSS.

• Analyzing the trade-offs of various time and frequency-based detectors and se-
lecting a subset of them for further analysis via simulations and measurements
in the laboratory.

• Investigating the advantages and drawbacks of different classification algorithms
based on machine learning for image classification. Among those evaluated,
only the ones with the best potential use for GNSS jamming classification were
selected for further analysis.

• Implementing a classification architecture based on machine learning using
two algorithms from the literature: SVM and CNN. These classification algo-
rithms employed spectrogram images for classification.

65



(a) SVM algorithm

(b) CNN algorithm

Figure 3.15 SVM and CNN confusion matrix.

• Fine-tuning the classification algorithm parameters for achieving the best per-
formance according to the minimum chosen baseline.

• Contributing with the following observations: i) power-based detectors (namely
AGC, TPD, FPD, Welch, and periodogram) offered the best performance
for jamming detection among the studied algorithms; ii) the analysis with
recorded-data matched, in general terms, the simulated-based results; and iii)
Both SVM and CNN are highly promising classification algorithms, achiev-
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ing high accuracies even with a moderate training dataset in terms of jammer
classification. SVM has proved to be slightly better than CNN, no doubt due
to the relative small-to-moderate sizes of training datasets.
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Chapter 4
LEO-based Positioning as
Complementary or Alternative
Positioning to GNSS

In this chapter, we discuss the suitability of LEO satellites for positioning purposes.
We first discuss the potential need for additional satellite navigation systems, describ-
ing the advantages and disadvantages of LEO constellations with respect MEO and
what can LEO offer. Next, we provide some basics about satellite miniaturization
and we describe the current state of small satellites. We list the main advantages and
disadvantages of each small satellite class, which are typically used in LEO, with re-
spect to the regular-sized satellites. After that, we provide some basics about satellite
constellations and how we can uniquely identify them. We give an overview of the
main constellation architectures, orbit altitudes, and orbital parameters that can be
tuned in order to reproduce custom constellations according to the system’s needs.
Finally, we provide some numerical evaluations by comparing existing and planned
LEO and MEO constellations. The analysis of these constellations is done from the
point of the potential positioning performance. The metrics we study are DoP (i.e.,
GDoP, PDoP, etc), coverage (i.e., how many satellites are in view from an specific
Earth location), and link budget (i.e., which is the strength we can receive signals
from LEO satellites).
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4.1 Why LEO-PNT satellite constellations? Advantages and

Disadvantages and Main Features With Respect to

MEO constellations

GNSS PNT services are currently operated mostly with MEO satellites. With the ex-
ception of Chinese Beidou system which is also using 5 GEO and 3 Inclined geosyn-
chronous orbit (IGSO) satellites in addition to about 27 MEO satellites. MEO pro-
vides some advantages with respect to LEO, but also several drawbacks. In Table 4.1
we compare the main advantages and disadvantages of MEO and LEO orbits. LEO
satellites are much closer to the Earth’s surface (up to 175 times with respect MEO).
This translates into a higher received power (up to 30 dB [135]), which in turn might
improve the PNT service availability in indoors and other challenging scenarios.
MEO signals are weaker than LEO signals, and, therefore, they are subjected more to
intentional and unintentional interference, as shown in previous chapters. In turn,
the coverage per satellite is reduced in LEO, since the single satellite footprint is
much smaller due to the closest proximity of satellites to the Earth’s surface. For
this reason, LEO constellations typically need hundreds of satellites in the sky to
cover the Earth entirely, while MEO constellations only need tens of satellites. Fig-
ure 4.1 depicts a MEO vs LEO footprint comparison, showing the potential area of
the Earth covered by a single satellite at MEO and LEO altitudes. Besides the larger
footprint per satellite, MEO satellites are in view for more time in a specific loca-
tion (up to a few hours), while LEO satellites are only available for a few minutes
(typically 15-20 min).

For their part, LEO satellites are much easier and cheaper to be launched and to
be replaced, mainly again due to the lower orbit altitude and much closer proximity
to the Earth. Less effort is needed for putting in LEO orbit compared to MEO orbit
the satellites, which turns into lower costs. In addition, LEO satellites can be much
lighter due to the lack of necessity for additional and heavy protection for the sensi-
tive and expensive components due to space radiation. In LEO, the atmosphere acts
as natural radiation protection for the satellite components. This also considerably
reduces the cost of the satellite itself, in addition to the launching cost. But one of
the main drawbacks is that LEO satellite lifetime is much lower (< 5 years in front of
10-20 years for MEO), mainly due to the higher drag affecting the satellites in LEO
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MEO

LEO

Figure 4.1 MEO vs LEO footprint comparison.

suffer. The drag effects are heavier the closer we are to its surface since the satellite
orbital drag is mainly due to the presence of the atmosphere and the Earth’s gravita-
tional attraction. For this reason, the orbits of LEO satellites are much more affected
by the atmosphere and Earth’s attraction, and therefore orbital drag is higher. This
provokes a more severe de-orbit in LEO rather than MEO satellites, reducing the
time the satellites are maintained in the correct orbit. Due to the heavier Earth’s
influence, LEO satellites follow much more complex orbital dynamics, which typi-
cally are more difficult to predict [136]. MEO orbital dynamics have been typically
more studied and are currently better known, which in turn provides more accurate
models of orbit prediction [137, 138, 139]. In addition, physical phenomena, such
as the Doppler shift, change quickly due to the lower altitude and much faster orbit
speeds. Therefore LEO satellite’s orbit parameters are typically more difficult to es-
timate and track accurately in the receiver, compared to MEO ones, especially when
one takes into account the fact that LEO satellites are only visible for a few minutes.
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Table 4.1 MEO and LEO advantages and disadvantages comparison summary.

Comparison
Aspects

MEO LEO

Advantages Disadvantages Advantages Disadvantages

Orbital
The Earth is

covered with less
satellites

Transmissions
need to travel

longer distances

Orbits closer to
Earth’s surface

Lower coverage
per satellite;

more satellites
needed to cover
the whole Earth

Cost
Longer satellite

life span

More expensive
constellation
deployment;

extra weight due
to additional

radiation
protection

Cheaper and
easier to launch

and replace;
natural

protection from
space

disturbances

Satellite shorter
life span mainly

due to
atmospheric

drag

Channel N/A Reduced indoor
availability

Higher received
power (up to 30

dB); better
protection to

interferences and
multipath, and
better indoor

and challenging
environments

availability

N/A

Receiver

Well known
orbit dynamics;
easily trackable
Doppler shift

N/A N/A

Orbit prediction
is harder due to
more complex

dynamics;
Doppler shift
changes faster

Visibility

A single satellite
is visible for a

longer time (up
to few hours)

N/A N/A

Lower in-view
time per satellite;
a single satellite

is only visible for
about 15-20 min
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4.2 CubeSats and Miniaturized satellites: Main features of

Small Satellites With Respect to Regular-Sized

Satellites

Current advances in materials and components for spatial applications in combi-
nation with the use of lower orbit altitudes have opened the possibility to utilize
miniaturized satellites [140]. These miniaturized satellites are smaller, lighter, and
more compact compared to traditional satellites. For this reason, they are able to
provide low-cost and low-power satellite solutions [140]. Table 4.2 shows a clas-
sification of satellite types according to their mass. Examples of satellite systems,
already in the sky or currently under development belonging to each category are
also given. The four GNSS constellations, namely Galileo, GPS, GLONASS, and
BeiDou, are also listed among these examples, as they will represent the benchmark
for any future LEO-PNT solution [141] with regular-sized satellites (satellites with
a mass< 500 kg). These regular-sized satellites are divided into: i) Large satellites, ii)
Medium satellites, and iii) Small satellites.

Currently, the Attosat and Zeptosat categories are still in the research phase, with-
out any commercially available satellite system. The main reason is the big challenge
of building long-durable satellites with masses as low as 10 grams. Nowadays, the
most used classes of miniaturized satellites are the Micro- and Nano- classes [142],
corresponding to 10-100 kg and 1-10 kg of mass, respectively. Micro- and Nano-
classes encompass more than 50% of existing small satellites [142]. CubeSat stan-
dard is the most common for current Nano- and Microsatellites. By definition, the
CubeSat is a cube-shaped satellite of dimensions 10×10×10 c m3 with a mass up to
1.33 kg [143]. Although typically, the mass of a small satellite beyond 500 Kg is de-
fined in CubeSats unit (U), under the form of 1U CubeSat (reference CubeSat), 2U
CubeSat, etc with a maximum of 24U [144]. For example, a 16U CubeSat would
have a mass of about 16 · 1.33 ≈ 21 kg and dimensions, putting it in the Microsats
category. An example of a 1U, 3U, and 6U CubeSat is given in Figure 4.2 along with
its dimensions.

Satellite miniaturization provides several advantages with respect to regular-sized
satellites:
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1U 3U 6U
10x10x10 cm 10x10x30 cm 20x10x30 cm

Figure 4.2 Example of 1U (left), 3U (middle) and 6U (right) CubeSat.

a) More accessible: New advances in technology, the reduction in prices, the
appearance of new manufacturers, and the reduction in waiting times for the
implementation of new projects in space have had a decisive influence on the
reduction in space barriers for all types of companies and countries. Before
CubeSats and miniaturized satellites, only a few countries and multinationals
had the financial and technical capacity to access space [31, 32].

b) Higher affordability: A regular-sized satellite can cost approximately between
100 and 300 million euros [145]. A CubeSat, typically costs less than 500k eu-
ros [145]. Nevertheless, the price depends on many factors, such as its final
size, its complexity, or whether it is the first satellite of the constellation or
not.

c) Shorter development times: A conventional satellite needs very long devel-
opment times, between 5 to 15 years [146]. In contrast, the first CubeSat of a
constellation can be in space within 9 months [144] and even less if it shares
the architecture and hardware.

d) More up-to-date technology: CubeSats are usually designed for a span life of
2-4 years [144]. Due to their shorter lifetime than respect regular-size satellites,
a replacement satellite can incorporate a more updated technology. In this
way, the services offered can be significantly improved and extended with the
help of the latest available technology. In contrast, a regular-sized satellite’s
lifetime is typically much longer (> 10 years) than small satellites, and it can
be the case where the satellite is still operative but using obsolete technology.

e) Smaller size and weight: Size and weight are closely related to the price.
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The heavier and bulkier a satellite is, the more expensive it is to put in orbit.
Small satellites such as CubeSats are much smaller and lighter than regular-size
satellites, and hence cheaper to put in orbit.

f) Higher scalability: Small satellites can be replaced in a very short period of
time and at a lower cost in case of malfunctioning. In addition, more satellites
can be appended into the constellation to increase the features, provide backup
or simply provide redundancy to the services they offer easier and at a lower
cost compared with regular-sized satellites.

g) More flexibility: Small satellites such as CubeSats are much more adaptable
and flexible rather than regular-sized satellites, which have a more specific ap-
plication. In case of a new business opportunity is detected, it is possible to
implement new functionalities and services in a relatively simple and quicker
way with small satellites. Moreover, if the small satellite use one of the avail-
able SDR platforms, re-configuring the payload of small satellites in space be-
comes pretty easy.

Of course, small satellites have some disadvantages as well over regular-size satel-
lites. The main disadvantages of small satellites are their limited performance and
the power supply they can offer due to their container size. In small satellites, there
is no room for big and heavy, although high-performance and power-consuming,
payloads. In addition, big elements such as antennas, solar panels, and propulsion
systems must be kept in reduced dimensions. Therefore in small satellites, we have
critical elements such as maximum radiated power, efficiency in data processing, and
a propulsion system for orbit correction hardware-limited.

4.3 LEO Constellation Design for Positioning

In this section, we will focus on the design aspects for the space segment of a LEO
constellation, although most of the described information is generic and hence also
applicable to any other type of orbital altitude. The space segment definition of the
satellite constellation is one of the most critical and most difficult stages, as there are
many degrees of freedom, such as the type of orbit (i.e., polar, sun-synchronous, etc),
the constellation architecture/shape (i.e., Walker Delta [147], Ballard Rossette [148],
Flower[149], etc), the altitude of the orbital, the orbit inclination, the number of
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Table 4.2 Satellite classification with respect to satellite mass and orbital altitude.

MEO & GEO LEO

Satellite
Class

Mass [kg] Examples
Satellite

Class
Mass [kg] Examples

Large
satellites

>= 1000

GPS, Beidou, Glonass,
Boeing 702, O3B

mPower, Telstar 19V,
Thales Alenia Leosat,

Ziyuan 3

Minisats 100-500

Space X Starlink,
OneWeb, Amazon
Kuiper, Hongyun,

Telesat

Medium
satellites

500-1000
Galileo, Iridium/Iridium

NEXT, Telesat
Microsats 10-100

Iceye, Capella Space,
BlackSky Global, Kepler

Communications,
Hellas-Sat, Tekever

Nanosats 1-10

PlanetLabs
Dove/SuperDove

CubeSats, Spire Global
Lemur-2 and Minas,
Myriota, UWE-4,

Xiaoxiang-1, Tyvak
nanosats, DICE

CubeSats, QuakeSat,
NanoAvionics, Hiber,
Kleos space CubeSat,

Horizon Technologies
Amber

Picosats 0.1-1

warm Technologies
SpaceBEE, Gauss

PocketQubes, Alba
Orbital Unicorn, Fossa

Systems (FossaSat)

Femtosats 0.01-0.1 SunCube FemtoSat

Attosats 0.001-0.01

Zeptosats 0.0001-0.001
N/A

independent orbits/orbital planes, the number of satellites in each orbital plane, and
some other orbital parameters such as the Right Ascension of the Ascending Node
(RAAN), rate of perigee rotation, drift between satellites (e.g., for several orbital
planes with different inclinations, satellites will drift apart), etc.

4.3.1 Orbital Parameters for Describing Orbits: Keplerian Orbital

Elements

The orbital parameters that uniquely identify a specific orbit are typically called Ke-
plerian orbital elements or just Keplerian elements. The Keplerian elements are di-
vided into a set of six elements: eccentricity, semi-major axis, inclination, Right As-
cension of the Ascending Node (RAAN), argument of periapsis, and true anomaly.

The two elements defining the shape and size of the orbit are:
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a) Eccentricity (e) : Determines the deviation of an orbit from a perfect circle. A
value of 0 corresponds to a perfectly circular orbit. It has values between 0 and
1 corresponding to an elliptic orbit shape. A value equal to 1 corresponds to a
parabolic escape orbit and greater than 1 corresponds to a hyperbolic orbit.

b) Semi-major axis (a) : It is the longest diameter of the orbit with respect to
the center of the orbit (or focus). In circular orbits, a can be measured as the
Earth’s radius plus the orbit altitude with respect to the Earth’s surface. The
parameter a is typically measured in km.

The elements defining the orientation of the orbital plane in which the orbit is
embedded are:

a) Inclination (i ) : It is the vertical tilt of the orbit with respect to the reference
plane. The tilt angle is measured perpendicular to the line of intersection be-
tween the orbital plane and the reference plane (typically the equator). It can
take values in the range [0, 180] degrees.

b) Right Ascension of the Ascending Node (RAAN) (Ω) : Defines the angle
between the reference direction and the upward crossing of the orbit on the
reference plane. It can take values in the range [0, 360] degrees.

And finally, the two remaining elements that define the satellite’s position in the
orbit are:

a) Argument of periapsis (ω) : It is the angle from the orbiting body’s ascending
node (where the orbiting object moves north through the plane of reference)
to its periapsis (the closest point the satellite comes to the Earth), measured in
the direction of motion. Therefore, it defines the angle between the ascending
node and the periapsis.

b) True anomaly (ν) : Determines the angular position of the orbiting body with
respect to the orbit. It can take values in the range [0, 360] degrees.

4.3.2 Orbit type

The possibilities for the satellite orbits are very diverse [150, 151, 152]. A classifi-
cation of the most common orbit types is listed below, according to their altitude,
direction, inclination, eccentricity, and synchronicity.
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4.3.2.1 Altitude

According to the altitude, we can divide the orbits as:

a) LEO: Geocentric orbits (orbits in which the Earth is the central body) with
altitudes between 200 km and 2000 km.

b) MEO: Geocentric orbits with altitudes ranging from 2000 km to 35786 km.

c) GEO: Geosynchronous orbit that matches Earth’s orbital period – taking 23
hours 56 minutes and 4 seconds –. This happens at an orbit altitude of exactly
35786 km.

d) High Earth Orbit (HEO): Geocentric orbits above 35786 km.

4.3.2.2 Direction

Depending on if the satellites are moving in the same direction of the Earth’s rotation
or not, we can divide the orbits as:

a) Prograde-orbits or direct orbits [153]: In Prograde-orbits, the satellites move
in the same direction as the Earth’s rotation. In addition, the orbital incli-
nation angle is strictly less than 90◦ (e.g., GNSS MEO satellites and Amazon
Kuiper LEO satellites). Most satellites are launched in a prograde orbit because
the Earth’s rotational velocity provides part of the required orbital velocity to
be in orbit, with a consequent saving of fuel.

b) Retrograde-orbits [153, 154]: In Retrograde-orbits, the satellite moves in the
opposite direction with respect to the Earth’s rotation. and the orbital incli-
nation angle is strictly higher than 90◦ and lower than 180◦ (e.g., OneWeb and
BlackSky Global LEO satellites). The particular case in which the inclination
is exactly 180◦, is called equatorial orbit. Retrograde orbits are not typically
used because the quantity of fuel required to put in orbit the satellite is greater
than for prograde orbits, especially for communications. But are usually used
for Earth observation, given the fact that both bodies (Earth and satellite) are
moving in opposite ways, increasing the relative velocity of the satellite, and
providing a higher frequency of updates in the measurements. An example of
a constellation using retrograde orbits is the reconnaissance satellites constel-
lation called Ofeq [155].
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4.3.2.3 Inclination

The orbits can be classified according to their inclination with respect to the equator
as:

a) Inclined Orbits: If the orbit exhibits an angle other than 0◦with respect to the
Earth’s equatorial plane, is considered that the orbit is inclined. Depending on
the degree of inclination, we can face different types of inclined orbits:

i) Polar orbits [156]: In polar orbits, in a strict-sense definition, the orbital
inclination angle must be±90◦ (i.e., the satellites travel around the Earth
from pole to pole). However, according to European Space Agency (ESA),
also angles close to 90◦ are referred to as polar (e.g., Iridium LEO satel-
lites, with inclinations of 86.4◦ are considered as having polar orbits). A
single satellite in a polar orbit can provide coverage to the entire Earth,
although there are long periods when the satellite is out of view from a
particular location. This is one of the reasons why this type of orbit is
not typically used for communications. The lack of accessibility can be
improved by employing more satellites in different orbital planes.

ii) Sun-synchronous Orbit (SSO): These are nearly polar orbits (orbits
with an inclination angle of≈ 90◦) that pass the equator at the same local
solar time on every pass. It means that a satellite is visible from a specific
location at the same local time.

b) Non-inclined orbits: Non-inclined orbits, in turn, can be divided in:

i) Equatorial orbits: These orbits lie close to the Earth’s equatorial plane.
The orbital inclination is 0◦ for prograde orbits and 180◦ for retrograde
orbits.

ii) Ecliptic orbits: These orbits lie in the ecliptic plane, which is defined as
the imaginary plane containing the Earth’s orbit around the sun.

c) Near equatorial orbits: Similar to Equatorial orbits, but its inclination is not
strictly zero, but still very low.
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4.3.2.4 Eccentricity

According to the eccentricity of the orbit, which is the parameter that determines
how circular is the orbit, the orbits can be classified as:

a) Circular orbit: In circular orbits, the eccentricity is equal to 0, and the orbit
traces a circle.

b) Elliptic orbit: In elliptic orbits, the eccentricity is greater than 0 but lower
than 1. The orbit traces an ellipse.

c) Parabolic orbit: In Parabolic orbits, the eccentricity is exactly equal to 1. In
these orbits, the satellites have a velocity equal to the escape velocity (a velocity
greater than the velocity to escape the gravitational pull of the planet). For
this reason, the orbit is typically not a closed loop, and the periodicity is not
determined.

d) Hyperbolic orbit: In Hyperbolic orbits, the eccentricity is greater than 1.
The orbit traces a hyperbole, which again does not depict typically a closed
loop.

Figure 4.3 depicts an example for each orbit type according to the eccentricity.
The purple color shows the circular case, the yellow color is the elliptic orbit type,
while red and green depict a parabolic and hyperbolic orbit, respectively.

Hyperbolic (e>1)

Parabolic (e=1)

Elliptic (e<1)

Circular (e=0)

Figure 4.3 Orbit type according to eccentricity.
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4.3.2.5 Synchronicity

Depending on the synchronicity, the orbits can be classified as:

a) Synchronous orbits:

i) Sun-synchronous orbits: Sun-synchronous orbits are a particular type
of polar orbit, where the satellite is always seen at the same hour and at
the same point on the Earth (e.g., a satellite is visible in Tampere exactly
at noon each day), which means that the orbital planes are synchronized
to always be in the same fixed position relative to the Sun.

ii) Sun-Geosynchronous orbits: Sun-Geosynchronous orbits are analogous
to sun-synchronous orbits, in which the satellite’s motion is synchro-
nized with the Earth instead of the Sun. A satellite is visible in the same
position at any time from a specific Earth location. This type of orbit
is typically implemented at high altitudes, beyond LEO and MEO. Two
special cases of geosynchronous orbits are Geostationary and Tundra or-
bits. In Geostationary a satellite appears as a fixed point in the sky for
an observed. In Tundra orbits, the orbital period is one sidereal day, but
the orbit is highly eccentric.

b) Sub-synchronous orbits:

i) 12-hour semi-synchronous orbits: These orbits are geosynchronous in
which the rotational period is half the Earth’s. This means that a satellite
can be seen twice a day at the same location.

ii) Molniya orbits [157]: Molniya orbits are highly elliptical orbits with an
inclination of exactly 63.4◦ degrees, an argument of perigee of 270◦, and
an orbital period of approximately 12 hours. These particular orbits give
much better coverage at high altitudes (beyond LEO and even MEO).

4.3.3 Constellation Topology

The constellation pattern on the sky directly influences the choice of the number of
satellites needed to achieve certain performance targets. There are currently many
constellation topologies in the literature. Some of the most typically studied are:
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a) Walker constellation [142, 158]: There are two main types of Walker con-
stellation: i) Walker Star [148] and ii) Walker Delta [147] (also called Ballard
Rosette). Walker constellations are by far the most encountered constellation
types, based on symmetrical circular orbits (i.e., orbital planes) around the
Earth, all having the same inclination and the same eccentricity. In Walker
Star [150] constellations, all the orbits cross near the Earth’s poles, and if the
orbit lines are viewed from one of the Poles, the intersection of the orbital
planes produces a star shape. The orbital planes are evenly spaced along with
the Earth, and half of them are counter-rotating (i.e., in half of the orbital
planes, the satellites are moving away from the north pole, and the other half
are moving towards the north pole). Walker Delta [150] constellations are
similar to a Walker Star but more generalized than just considering the polar
case and the total set of satellites are evenly distributed in each orbital plane.

The Walker configuration is mainly characterized by T /P/F parameters, where
T represents the total number of satellites in the constellation, P is the total
number of orbital planes and F is the relative spacing between satellites in adja-
cent planes. Besides these three main parameters describing the Walker orbit,
other important parameters are the eccentricity, the inclination, and the or-
bital altitude.

For example, Galileo MEO constellation is based on Walker Delta orbits, pro-
viding continuous Earth coverage of at least four satellites. Some LEO systems
using Walker constellations are OneWeb [84] and Iridium [159]. It is impor-
tant to remark that although the orbit is circular, the real eccentricity of the
satellites is not typically exactly zero, due to the atmospheric drag in the tra-
jectories (e.g. eccentricity is about e = 0.00015 for the satellites in OneWeb
and Iridium constellations).

b) Elliptical-orbit constellation [160, 161]: Elliptical orbits are also known as
HEO. Elliptical orbits are very similar to a Walker constellation, but the
satellite orbits depict an ellipse shape instead of a circular one. Each ellipti-
cal orbit is defined by a semi-major axis parameter a, typically equal to the
Earth radius plus the orbit altitude, and a semi-minor axis b . The eccentricity

e ≜

⌜

⃓

⎷

1−
�

b
a

�2

∈ [0,1) measures the flatness of the orbit (the higher e , the

’flatter’ the ellipse). Walker orbits are particular cases of elliptical orbits with
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e = 0. A particular case of such elliptical orbits is the Molniya orbit. Elliptical
orbits can also be divided into polar orbits and inclined (prograde or retro-
grade) orbits, similar to Walker orbits. Circular orbits typically offer better
Earth coverage than the elliptical ones (especially in terms of symmetry), and
therefore seem more promising in the LEO-PNT context. Although ellipti-
cal orbits may achieve better efficiency in terms of the total impulse to launch
a satellite in orbit than circular orbits at LEO altitudes [162]. An example
of a satellite constellation using an elliptical orbit is the Sirius Satellite Radio
(currently Sirius XM Radio) [163].

c) Flower constellation [142, 149, 164]: This is a type of constellation whose or-
bit relative to the Earth-Centered Earth-Fixed (ECEF) coordinates framework
resembles to flower petals. By choosing different orbits in a flower constella-
tion, one can optimize each orbit to a particular latitude region (e.g., equato-
rial, polar, etc.) in such a way that the sum of the orbits will cover the whole
Earth according to specific target metrics. Flower constellations depend on
five independent parameters: the number of petals Npt , the number of days
duration of an orbit Nd , the angular velocity of the rotating reference frame
ω, the orbit eccentricity (or the perigee altitude) e , and the orbit inclination
i .

d) Street-of-coverage constellation [150]: Street-of-coverage refers to multiple
circular orbits, with the same orbital centers placed at exactly the same alti-
tude. It is similar to a Walker constellation, but in which the orbital planes are
unevenly spaced.

Figure 4.4 shows an example of the Walker Delta, Walker star, and Flower con-
stellation. 12 satellites in 3 orbital planes are depicted, with an inclination of 60, 90,
and 80 for Walker Delta, Walker Star, and Flower, respectively. In Figure 4.4f we
observe the flower petal shape of the Flower constellation.

According to the classification criteria given above, the current MEO GNSS con-
stellations use circular, semi-synchronous, prograde, and inclined orbits. In LEO
systems, the most common is to find LEO constellations using circular, polar, pro-
grade, and semi-synchronous orbits. But by analogy with GNSS MEO constella-
tions, we believe that a well-suited orbit type for LEO-PNT would be also a circular,
prograde, and semi-synchronous orbit. Such a choice would offer the constellation
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Figure 4.4 Topology examples for a constellation with 12 satellites and 3 orbital planes. The inclination
is 60, 90, and 80 for Walker Delta, Walker Star, and Flower, respectively.
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the symmetry needed for uniform coverage, synchronicity in the visible satellites,
and a lower launching cost rather than other more complex orbit types.

4.4 Orbit Perturbations

Satellite orbits are highly influenced by the atmosphere and gravity. The main per-
turbations affecting the orbit of a satellite are: the Earth being a non-perfect sphere
(also called Earth oblateness), the atmospheric drag, and the gravitational pull of as-
tronomical bodies (e.g., the Sun, Moon, etc.), and the solar radiation pressure [165].
Nonetheless, in LEO, the main perturbations to consider are the Earth’s oblateness
and atmospheric drag. These two effects are directly affected by the altitude of the
orbit with respect to the Earth.

4.4.1 Earth Oblateness Perturbation

The Earth is an oblate rather than a perfect sphere, in which the equatorial radius is
about 21 km larger than the polar radius. This flattening at the poles provokes small
perturbations in the orbits, such as the precession of ascending node, drifts in the
argument of perigee and the mean anomaly, etc [166].

4.4.2 Atmospheric Drag

The atmospheric drag is caused by impact between the particles in the Earth’s atmo-
sphere with the satellite surface [165, 167]. The atmospheric drag force FD ra g can
be computed as

FDrag =−
1
2

Cd SρV 2
r , (4.1)

where Cd is the drag coefficient (considered as constant and typically between 2
and 3, being a common value of 2.2), S is the reference area of the satellite (usually
the projected area of the satellite normal to the velocity vector), ρ is the air density
at the satellite altitude, and Vr is the relative speed between satellite and the particles
composing the atmosphere. Figure 4.5 shows the drag force experienced by a satel-
lite as a function of the orbit altitude. We can see that the drag force is especially
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noticeable at low LEO altitudes (< 600 km), while at high altitudes (> 800 km) is
barely noticeable. In the example depicted in Figure 4.5, Vr was modeled the atmo-
sphere speed as the Earth’s rotation speed and ρwas computed as the annual average
atmospheric density using MSIS-86 model [168]. The reference area of the satellite
was taken as 20 m (modeling it as a rectangle, with a wingspan of 10 meters and 2
meters altitude).
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Figure 4.5 Normalized drag force experienced by a satellite in orbit as a function of the altitude.

4.5 Tackling LEO-PNT: Numerical Evaluations and Results

In this section, we provide an overall look at how could LEO-PNT service be ad-
dressed. On the one hand, we could re-use partially or even completely the existing
or planned LEO constellations, even though their purpose is different than position-
ing (e.g., communications, Earth Observation (EO), etc). Employing signal process-
ing techniques, one can use signals for a different purpose than the initially planned
one. This is called SoO [169, 170, 171]. This approach would drastically reduce
the economic cost of developing and maintaining a completely new PNT-dedicated
LEO constellation. The main drawback of this approach is that the control of the
constellation is kept by the companies and organizations owners of the constellation.
Therefore, any change in the signal design, frequency bands of operation, continuity
of the constellation in the sky, etc may affect the performance or even be unable to
continue offering positioning from these signals. One step more could be including
dedicated PNT payload to future LEO constellations or even future LEO satellites
to be launched. This would increase the price with respect to using the LEO signals
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as SoO since the dedicated payload needs to be designed and launched with the fu-
ture satellites to be put in orbit. Although it would be still much more affordable
than a completely new and PNT-dedicated constellation. On the other hand, a new
constellation can be developed from scratch, emphasizing PNT service during its de-
sign. This would of course be the most expensive approach, but the entity in charge
of the constellation will have full control of the constellation, from the early design
to the future maintenance and viability. By this, we would assure that the LEO-PNT
constellation is fully optimized from the point of view of the positioning service.

With this in mind, this section provides simulations from two ends: i) analyzing
which configuration a dedicated LEO-PNT constellation should have (e.g., number
of satellites, orbital planes, orbit altitude, etc); ii) making a feasibility study of dif-
ferent launched or planned LEO constellations for being used as SoO. In this study,
besides some LEO constellations we have also included some MEO constellations,
as they are the benchmark and reference constellations for any future LEO-PNT.

We will first analyze and compare the minimum coverage needed and the cover-
age provided by the different satellite constellations, from the point of view of the
average number of satellites in view. Then, we will analyze the DoP of the different
constellations, which shows the degree of accuracy in positioning a certain system
(in this case a satellite constellation) can provide. In particular, we will focus on the
GDoP, which is a metric that can be related to both the coverage and the maximum
achievable positioning accuracy that a certain positioning system can offer. GDoP
illustrates how well geometrically distributed are the transmitters (e.g., relative geo-
metrical distribution of the satellites with respect to a certain user). But we will also
include some other DoP metrics such as PDoP, TDoP, HDoP and VDoP. Finally,
we will analyze the link budget for different constellations, analyzing the path loss,
received SNR and received C/N0 in both outdoor and indoor scenarios.

The main parameters of the analyzed constellations, namely Astrocast, Black-
Sky Global, Galileo, Globalstar, GPS, ICEYE, Iridium, Kuiper, Myriota, OneWeb,
Starlink, and Telesat are summarized in Table 4.3 and Table 4.4. Table 4.3 summa-
rizes the global view of each constellation, showing the orbit altitude according to
Section 4.3.2.1, the typical mass of the satellites used in the constellation, the total
number of satellites and orbital planes in the final constellation, the typically used
frequency band for downlink (e.g., L-band, S-band, Ku-band, etc.) and the purpose
of the constellation (e.g., NB/BB communications, IoT applications, PNT, etc.). For
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Table 4.3 General parameters for the analyzed constellations. IoT = Internet-of-Things (IoT), EO = Earth
Observation (EO), PNT = Pseudo Navigation and Timing (PNT), NB = Narrow Band (NB) and
BB = Broadband (BB).

Constellation
Name

Orbit
Altitude

Sat.
Mass
[kg]

#
Sat.

#
Planes

Freq.
Band

Purpose Ref.

Astrocast† LEO 5 80 10 L IoT [172]
BlackSky
Global†

LEO 56 60 10 X EO [173]

Galileo MEO 700 27 3 L PNT [174, 175]
Globalstar
2nd Gen

LEO 700 24 6 L/S NB [176]

GPS MEO 1600 30 6 L PNT [177]
ICEYE† LEO 85 18 6 X EO [178, 179]

Iridium Next LEO 860 66 6 L NB [180]
Kuiper† LEO 250 7774 1173 Ku/Ka BB [181, 182]

Myriota† LEO 5 26 18 UHF IoT [183]
OneWeb† LEO 386 7808 100 Ku/Ka BB [184]
Starlink† LEO 145 34404 478 Ka/Ka BB [185, 186]
Telesat† LEO ≈700 1671 67 Ka/Ku BB [187]

† The parameters shown in the table are based on the latest information publicly available, corre-
sponding to the planned final constellation (status Feb 2022).

its part, Table 4.4 summarizes the main orbital parameters that uniquely identify
each selected constellation. Table 4.4 shows the constellation topology as described
in Section 4.3.3, the orbit altitude in km, the number of satellites in each orbital
plane, the number of independent orbital planes, the inclination in degrees of each
orbital plane, and the typical Effective Isotropic Radiated Power (EIRP) in dBm. Ta-
ble 4.4 is read as follows: Telesat constellation follows a Walker Star topology, with
2 independent orbit altitudes, 1015 km and 1325 km. At 1015 km it contains 351
satellites split into the 27 orbital planes (13 satellites in each orbital plane), with an
orbital plane inclination of 98.98◦. At 1325 km it contains 1320 satellites split into
the 40 orbital planes (33 satellites in each orbital plane), with an orbital plane incli-
nation of 50.88◦. Analogously, for the remaining constellations, if more than one
parameter exists (e.g., altitude), the parameter order is consecutive.
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Table 4.4 Orbital parameters for the analyzed constellations.

Constellation
Name

Const.
Topology

h
[km]

Total # of
Satellites

Orbital
Planes

i
[deg]

EIRP
[ dBm ]

Astrocast† N/A 530 80 10 97.5 40

BlackSky
Global†

N/A 550/585 30/30 5/5 97.6/97.77 40

Galileo
Walker
Delta

23222 27 3 56 59

Globalstar
2nd Gen

Walker
Star

920 24 3 52 56.8

GPS
Walker
Delta

20200 30 6 55 59

ICEYE† Walker
Star

570 18 6 97.7 65

Iridium Next
Walker

Star
730 66 6 86.4 67

Kuiper† Walker
Star

590/610
630/590
610/630
640/650

784/1296
1156/784
1296/1156
652/650

28/36
34/28
36/34

652/325

33/42
51.9/33
42/51.9
72/80

76

Myriota† N/A 530 10/4/12 10/2/6 54/54
97.7

33.3

OneWeb† Walker
Star

1200
720/588
128/1764
2304/2304

18/12
8/36
32/32

87.9/87.9
55/87.9
40/55

65

Starlink† Walker
Star

550/540
570/560
560/340
345/350
360/525
530/535
604/614

1584/1584
720/348
172/5280
5280/5280
3600/3360
3360/3360
144/324

72/72
36/6
4/48
48/48
30/28
28/28
12/18

53/53.2
70/97.6
97.6/53
46/38

96.9/53
43/33

148/115.7

69.1

Telesat† Walker
Star

1015
1325

351/1320 27/40
98.98
50.88

69

† The parameters shown in the table are based on the latest information publicly available, corresponding
to the planned final constellation (status Feb 2022).
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The constellations shown in Table 4.4 were simulated in MATLAB using the Satel-
lite communication Toolbox (available from MATLAB r2021a). For propagating the
satellite orbits we used an SDP4 deep space perturbation model, in which pertur-
bation effects such as Earth oblateness and atmospheric drag are considered. In all
the performed simulations, we used 104 Monte Carlo runs, each one containing a
random user position along with the Earth, in order to average the obtained results.
The coverage per constellation was measured as the number of satellites in view with
a minimum elevation of 10◦ from the user position. The average number of satel-
lites in view #Sat averages the satellites in the view over the 104 Monte Carlo runs.
Specific details about how DoP and link budget are measured, as well as the obtained
results, can be found next.

4.5.1 Constellation Coverage Considerations

The satellite coverage area is defined as the region of the Earth where a single satellite
is seen at a certain minimum elevation angle defined by the system/application (e.g.
typically 10◦ in GNSS). This coverage area depends on the satellite orbit design of
the specific constellation. Figure 4.6 illustrates a simplified approach to computing
a coarse approximation of the coverage area Acove r on Earth for a certain satellite.
The satellite is assumed to be placed at an altitude h from the Earth’s surface, and it
has a minimum elevation angle (or elevation mask) α (below this elevation mask, the
satellite is no longer ’seen’, as it will go below the horizon). The ρ edge represents
the slant range and RE denotes the Earth radius. From Figure 4.6 and generalized
Pythagoras formulas we can obtain:

ρ = −RE sin(α)+
q

R2
E sin2(α)+ 2RE h + h2, (4.2)

β = sin−1
�

RE

(R+ h)
· sin (α)
�

, (4.3)

θ = cos−1
�

RE

(R+ h)
· sin (α)
�

−α, (4.4)

Acover = 2π(1− cosθ), (4.5)

where ρ is the slant range, θ is the cap angle, α is the elevation mask, β is the
Off-Nadir angle, h is the satellite altitude, Acove r is the Earth’s area covered by the
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satellite and RE is the Earth’s radius, as depicted in Figure 4.6.

θ

α

ρh

RE

Acover

β

Parameter Description

β Off-Nadir angle

ρ Slant range

α Elevation angle

θ Cap angle

h Satellite altitude

Acover Area covered

RE Earth’s radius

Figure 4.6 Illustrative example of coverage per satellite, showing the main geometric aspects.

From Equation (4.2), Equation (4.3), Equation (4.4) and Equation (4.5) we can
define the minimum constellation size and minimum orbit inclination providing
global Earth’s coverage. We can define the minimum orbital inclination as [188]

imi n =max(Φmax −θ, 0), (4.6)

where the cap angle θ is given in Equation 4.4 and imi n is the minimum inclination
angle (in degrees), Φmax is defined as max(|φl |,φu ), with φl and φu being the min-
imum and maximum latitudes within the coverage area, respectively. For full Earth
coverage from −90◦ to +90◦ latitudes, Φmax = 90◦.

The number of planes is typically chosen as a trade-off between the desired cover-
age and constellation complexity. The more orbital planes (and satellites in orbit) the
constellation has, the most coverage is typically provided. The minimum number
of orbits to give global coverage can be computed as

NminPlanes =
360
2θ

, (4.7)

where θ is the cap angle in degrees shown in Figure 4.6.
Finally, we can compute the minimum number of satellites in the constellation

as [189]

NminSV =
2K

(1− cos (θ))
, (4.8)

91



where K is the desired K-fold coverage (i.e. K=1 for at least 1 satellite in view in
any Earth’s location and time instant, K=4 for at least 4 satellites in view, etc).

Figure 4.7a depicts the minimum orbit inclination as a function of the orbit alti-
tude for four different elevation mask angles. Figure 4.7a shows that the minimum
orbit inclination range for LEO constellations with the provided minimum eleva-
tion masks must be between 55◦ (high orbit altitudes) and 88◦ (low orbit altitudes) to
achieve global coverage. Figure 4.7b depicts the minimum number of orbital planes
a constellation must have with four different minimum elevation mask angles to
achieve global coverage. Figure 4.7b shows that the minimum number of orbital
planes to achieve global coverage must comprise between 85 and 10 orbital planes,
depending on the orbit altitude and minimum required elevation mask. Finally, Fig-
ure 4.7c shows the minimum number of satellites in orbit a constellation must have
to provide 4-fold coverage. Figure 4.7c shows that depending on the minimum re-
quired elevation, the minimum number of satellites must comprise between a few
hundred (higher LEO altitudes) to a few thousand (lower LEO altitudes). Notice
that is important noticeable the effect of the minimum elevation mask in the final
constellation complexity. As higher the elevation mask is, the more dense the con-
stellation should be.

In order to define more clearly how the expected LEO-PNT constellation should
be in terms of minimum orbit inclination, the minimum number of orbital planes,
and the minimum number of satellites, we have carried out an optimization proce-
dure based on these findings and the expected perturbations according to the orbit
altitude (for more details check Section 4.4).

We used the four normalized optimization cost functions described in Equa-
tion (4.9) to Equation (4.12).

Cost1=
NminSV

max(NminSV)
, (4.9)

where NminSV is a vector containing the minimum number of satellites needed to pro-
vide global coverage for different LEO orbit altitudes, such as shown in Figure4.7c.
max(NminSV) corresponds to the largest number of satellites needed to provide global
coverage over all considered orbit altitudes (typically, this maximum occurs at the
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Figure 4.7 Example of minimum orbital inclination, the minimum number of orbital planes, and the mini-
mum number of satellites as a function of the orbit altitude for three required minimum eleva-
tion masks (α=10◦, α=15◦, α=20◦), and α=40◦.
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lowest LEO altitude) for a specific minimum elevation mask.

Cost2=
C/N0

max(C/N0)
, (4.10)

where C/N0 is a vector containing all the C/N0 measured at the receiver after the
transmission through the wireless channel (which is described in Section 4.5.4). max(C/N0)
represents the maximum received C/N0 over all the considered altitudes (typically,
this minimum also occurs at the lowest LEO altitude).

Cost3=
CRLBtrackvar

max(CRLBtrackvar)
, (4.11)

where C RLBt rackva r is a vector containing the Cramer-Rao Lower Bound [190, 191]
values of the position when distance estimates are based on time-of-arrival estimates
for all considered orbit altitudes. C RLBt rackva r depends on the geometry of the
satellites, the available receiver bandwidth, and the received C/N0. It is a measure of
how good accuracy one can achieve in positioning. The value max(C RLBt rackva r )
corresponds to the highest C RLBt rackva r over all the considered orbit altitudes.

Cost4=
FD ra g

max(FD ra g )
, (4.12)

where FD ra g is the drag force experienced by the satellites, and can be computed
using Equation (4.1) (check Section 4.4 for more details).

The overall cost function for optimization is defined as the sum of all normalized
cost functions described in Equation (4.9)-(4.12), taking into account if they need to
be minimized (Cost1, Cost3 and Cost4) or maximized (Cost2):

CostT =C os t1+
1

C os t2
+C os t3+C os t4, (4.13)

Figure 4.8 shows three different curves, based on three different carrier frequen-
cies in the optimization cost functions by using Equation (4.13). Each curve cor-
responds to a different carrier frequency used in the transmitter, namely 1 GHz,
3 GHz, 10 GHz, and 30 GHz. A transmitter power of 32 W, transmitter and re-
ceiver gain of 10 dB and 24 dB, respectively, and a receiver bandwidth of 5 MHz was
used in this simulation. Regarding the channel scenario, an outdoor LoS condition
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Figure 4.8 Illustrative example of optimization output using the four cost functions and four different
frequency bands: 3 GHz, 5 GHz, and 30 GHz. Minimum elevation mask is 10◦

was selected.
As we can see in Figure 4.8, for all four frequency bands, the results look very alike

in terms of optimal orbit altitude range. The optimal altitude given by the optimiza-
tion in Equation (4.13) is approximately 600 km. We have included a 1% margin in
order to consider non-idealities such as variations in the de-orbiting time, Doppler
effects, etc. With this 1% margin, the optimal altitude range is approximately be-
tween 500 km to 700 km. Comparing Figure 4.8 with Figure 4.5, the minimum in
the total cost function matches with the altitude where the drag force starts to be not
as strong as at lower orbits.

To conclude this section, once we have evaluated the optimal altitude according
to our cost function, we can further determine the minimum orbit inclination, the
minimum number of orbital planes, and the minimum number of satellites by just
looking at Figure 4.7. By doing so we can state that the optimal constellation ful-
filling our optimization (and considering a minimum elevation mask of 10◦ and a
4-fold coverage) is composed of 216 satellites distributed in 12 orbital planes with a
minimum orbit inclination of about 75◦-85◦.
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4.5.2 Coverage Comparison Between LEO and MEO Constellations

In this subsection, an analysis of the different analyzed constellations is provided.
Figure 4.9 depicts the coverage maps for the above-mentioned constellations. For
the sake of simplicity, 8 out of 12 constellations have been depicted, as the most rep-
resentatives for each LEO and MEO category. At first, sight, looking at Figure 4.9
we can observe as there is a huge difference between the average number of satellites
in view offered by regular-sized satellite constellations (e.g., Galileo, Iridium, etc.)
and mega-constellations (e.g., OneWeb, Starlink, etc). In the case of regular-sized
constellations, we observe as the mean number of satellites in view #Sat is below
10 (for the selected MEO constellations), which is below the minimum number of
satellites in view required for positioning (which is 4, as we have to solve a system of
equation with 4 unknowns, the 3-D user coordinates and time). On the contrary, in
the analyzed mega-constellations we observe that the average number of satellites in
view #Sat is between 70 and 370 satellites, which is much larger than the minimum
needed for positioning. Analyzing the results depicted in Figure ?? constellation by
constellation, we observe that Astrocast, ICEYE, and Iridium would not be suitable
for positioning purposes because the average amount of satellites-in-view is below
the minimum of 4. For its part, Galileo, which has the advantage of orbiting at
much higher altitudes with respect LEO constellations (more than 20000 km above)
offers an average amount of satellites-in-view of ≈ 8 with a much lower amount of
satellites in the constellation. The results obtained for Galileo can be extrapolated
to GPS. When it comes to Kuiper, OneWeb, Starlink, and Telesat, the coverage of-
fered is hundreds of satellites in view at any time. This is due to the huge amount
of satellites in orbit these constellations have. From analyzing the coverage maps in
Figure 4.9, we can state that not all the constellations provide the same level of cov-
erage at all latitudes. Depending on the inclination, the number of orbital planes,
and the number of satellites (check Table 4.3 and Table 4.4 for more details), the con-
stellations provide higher coverage at the equator or nearby the poles. For example,
OneWeb and Iridium, whose satellite inclination is nearly-polar (for at least some of
the orbital planes), provide higher coverage at high latitudes (e.g., latitudes higher
than 80◦) than some other constellations such as Starlink or Telesat. The latest pro-
vide better coverage in the equatorial region (e.g., mid and low latitudes). The rea-
son is that the higher the orbit inclination is, the higher the coverage is at the poles.
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Therefore, OneWeb or Iridium concentrates a larger amount of satellites in orbit at
high (polar or nearly-polar) inclinations, while Starlink or Telesat concentrates the
satellites at much lower inclinations.

The coverage maps depicted in Figure 4.9 were obtained considering a full orbit
period (approximately 2 hours for LEO and 12 hours for MEO constellations). But
the coverage provided by a certain constellation at a specific time can differ from the
values depicted in Figure 4.9. Especially for those constellations with a low number
of satellites in the sky (e.g., ICEYE). Figure 4.10 and Figure 4.11 shows an example of
this. we can see as in Figure 4.10, which corresponds to a small constellation (ICEYE
has 18 satellites) the global coverage provided by the constellation at the two-time
instants is different. At time instant t= 1 s the satellites are spread approximately
symmetrically close to the poles and at the equator. For this reason Figure 4.10a
shows big green circles at the equator and at high and low latitudes, but no coverage
at mid-latitudes. These green areas correspond to those red dots in Figure 4.10b,
which represent the satellite position. At time instant t= 15 min, the position of the
satellite has considerably changed as can be seen in figure Figure 4.10d in comparison
with Figure 4.10b. Looking at Figure 4.10c we observe as the coverage areas again
correspond to those areas where the satellites are located, and therefore are in view.
On the contrary, for bigger constellations such as Telesat, this phenomenon is not
so noticeable, as is shown in Figure 4.11. In both Figure 4.11a and Figure 4.11c
the provided coverage is pretty similar. In addition, Figure 4.11b and Figure 4.11c
shows that even though the satellites have moved with time, given the huge amounts
of satellites in the constellation the coverage provided is kept almost constant. This
fact is not important for the ICEYE constellation. ICEYE’s main objective is Earth
observation, therefore it must cover the whole Earth but there is no need to give
full coverage at any time instant. Although Telesat must provide global coverage at
any time instant to provide reliable broadband service. From the point of view of
positioning, the constellation must provide global coverage at any time to be able to
rely on the signals at any time instant and not only when the satellites are in view.

4.5.3 Dilution of Precision (DoP) Analysis

DoP measurements can be expressed as [70]: i) HDoP – Horizontal DoP; ii) VDoP –
Vertical DOP; iii) PDoP – Position (3D) DoP; iv) TDoP – Time DoP; and v) GDoP
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Figure 4.9 Coverage and the average number of satellites-in-view for eight different constellations: a)
Astrocast (LEO, small); b) Galileo (MEO); c) ICEYE (LEO, small); d) Iridium (LEO, small);
e) Kuiper (LEO, mega); f) OneWeb (LEO, mega); g) Starlink (LEO, mega); h) Telesat (LEO,
mega).
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Figure 4.10 Example of ICEYE coverage and satellite position at two different time instants (1 second
and 15 min).

– Geometric DoP. The DoP measurements can be computed from the measurement
matrix Q, which is computed as:

Q= (HT(Σall)
−1H)−1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

σ11 σ12 σ13 σ14

σ21 σ22 σ23 σ24

σ31 σ32 σ33 σ34

σ41 σ42 σ43 σ44

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (4.14)

where H is a matrix containing the K range or code measurement residuals. H is
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Figure 4.11 Example of Telesat coverage and satellite position at two different time instants (1 second
and 15 min).
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, (4.15)

where hxi =
xs i − x

Ri
, hyi =

ys i − y
Ri

and hzi =
zs i − z

Ri
are the components of a

unit vector from the receiver to the ith satellite. xs i , ys i , zs i are the ith satellite
coordinates, x, y, z are the user coordinates and Ri is the pseudorange, defined as
Ri =
p

(xs i − x)2+(ys i − y)2+(zs i − z)2.
In Equation (4.14),Σal l is a diagonal error covariance matrix containing the error
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variances (e.g., error due to clock synchronization, orbit perturbations, atmospheric
effects, etc) from all K considered systems and from all Nk visible transmitters per
system [192]. It is defined as Σal l = d ia g (Σ1, . . . ,ΣK ) [192].

Finally, the DoP metrics can be measured using Equation (4.14) and Equation (4.15)
as:

GDOP =

⌜

⃓

⃓

⎷

K+3
∑︂

i=1

Q(i , i) =
p

P DOP 2+T DOP 2, (4.16)

PDOP =

⌜

⃓

⃓

⎷

3
∑︂

i=1

Q(i , i), (4.17)

TDOP =

⌜

⃓

⃓

⎷

4
∑︂

i=4

Q(i , i), (4.18)

HDOP =

⌜

⃓

⃓

⎷

2
∑︂

i=1

Q(i , i), (4.19)

VDOP =

⌜

⃓

⃓

⎷

3
∑︂

i=3

Q(i , i), (4.20)

GDoP provides information about how good is the satellite orbit geometry for
positioning. PDoP provides information about how good positioning error we are
able to obtain. VDoP and HDoP measure how accurately the vertical and horizontal
position can be achieved, respectively. Finally, TDoP measures how accurate the
time measurements can be for the specific satellite constellation.

Figure 4.12 depicts the averaged DoP metrics, namely GDoP, PDoP, TDoP,
HDoP and VDoP for 8 (7 LEO and 1 MEO) out of 12 most representative constel-
lations listed in Table 4.3 and Table 4.4. The DoP averaging was performed over 104

random user positions. From Figure 4.12 we can see that among the depicted constel-
lations, Astrocast and Iridium offer the worst performance in terms of DoP. Espe-
cially the PDoP is noticeably high being almost 20 and almost 10, respectively for As-
trocast and Iridium. While GDoP is kept between 6-8 for both constellations. One
of the reasons for such a low DoP performance is that both constellations were con-
sidered from the point of view of communications rather than positioning. There-
fore these constellations might not offer a good geometry for positioning purposes,
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but their configuration is optimal for providing global coverage with the minimum
number of satellites. For its part, Galileo, which is the only depicted MEO constel-
lation with the main purpose of offering PNT service, provides a considerably low
average GDoP < 5. Finally, as we could expect LEO mega-constellations, namely
OneWeb, Starlink, Telesat and Kuiper offer the best performance in terms of DoP,
mainly due to the huge amount of satellites in the sky, which offers a wide range of
geometric diversity. But with one exception: the Kuiper constellation. Kuiper DoP,
specially PDoP is relatively large compared with OneWeb or Starlink, being ≈ 10
and < 1, respectively, for Kuiper and OneWeb/Starlink.
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Figure 4.12 Barplot showing the average GDoP, PDoP, TDoP, HDoP and VDoP for the most represen-
tative 8 constellations (7 LEO and 1 MEO).

4.5.4 Link Budget Analysis

The link budget consists of the analysis of the received signal power strengths, in
both uplink and downlink transmissions, by taking into account specific path-loss
models in order to estimate the losses over the wireless channel during the transmis-
sion propagation as well as the maximum achievable C/N0 for a specific system. In
the positioning context though, the downlink propagation (from the satellite to the
Earth receiver) is the one of interest in terms of positioning targets. Therefore the
analysis regarding user performance is typically done in downlink since the receiver
does not communicate much or at all with the satellites. Therefore, in this section,
we will focus on the downlink transmission. Widely speaking, the received signal
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strength PRx depends on the transmitted signal strength PT x via

PRx = PT x +G− PL, (4.21)

where G is the sum of all gains in the transmission chain (e.g., transmitter and re-
ceiver antenna gains) and PL is the cumulative path-loss over the wireless channel,
which depends on the transmitter-receiver distance, on the carrier frequency fc , on
the various atmospheric effects (e.g., gaseous and rain absorption, tropospheric, and
possible ionospheric absorption), and on the terrestrial scenario (e.g., absorption
due to reflections, scattering effect, and refraction on buildings and trees, wall losses
for indoor propagation, etc.). From Equation 4.21 we can compute the SNR (in dB)
as

SN R= PRx − 10 log10(N0), (4.22)

where N0 is the receiver noise density defined as N0 = 10 log10(kT ), where k is
the Boltzmann constant (1.38 · 10−21 J/Kelvin) and T is the receiver temperature
in Kelvin. In GNSS applications, N0 is typically considered to be −204 dBW/Hz
(considering 290 Kelvin receiver temperature). Finally the received C/N0 can be
computed from SNR measurements as:

C/N0 = SN R+ 10 log10(BWRx ), (4.23)

where BWRx is the receiver bandwidth in Hz.
To model the channel and carry out the simulations in this section, we have used

the QuaDRiGa [193, 194] framework. QuaDRiGa is a MATLAB-based software
developed by Fraunhofer HHI that enables the modeling of radio wireless channels
by generating realistic radio channel impulse responses for system-level simulations.
It is very flexible, allowing the simulation of different layouts by just modifying a few
parameters. In addition, QuaDriga offers the possibility to modify both transmitter
and receiver positions, including movement profiles. In addition, it allows one to
choose among different antenna type models, customize the scenario to simulate,
etc. The specific available downlink channel models are described in detail in [195].
The scenarios contain rural, suburban, urban, and dense urban models, as well as
LoS and NLoS propagation conditions.

In the simulations shown in this section, we considered an urban scenario in both
outdoor and indoor analysis. The considered urban channel model consists on 10
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channel paths components (containing LoS and NLoS), with scatters at distances
between 0.1 m and 200 m, with an altitude up to 30 m, as described in [195]. In the
indoor scenario, we considered that the receiver was at approximately 10 m indoors.

Figure 4.13 depicts the C/N0 measurements in indoor and outdoor condition
for 8 different LEO and MEO constellations, namely Astrocast, Galileo, ICEYE,
Iridium Next, Kuiper, OneWeb, Starlink, and Telesat. A generic picture we can get
from Figure 4.13 is the big difference in C/N0 reception between indoor and out-
door. Typical values for C/N0 indoors comprises between 20− 40 dB-Hz, while
outdoors C/N0 values are > 50 dB-Hz. By comparing the MEO and LEO constel-
lations depicted in Figure 4.13 we can clearly observe that C/N0 levels, especially
outdoors are benefited from the closer proximity to the Earth. While MEO constel-
lation typically offer about 45−50 dB-Hz (e.g., Galileo), LEO offer up to 85 dB-Hz
(e.g., Iridium). On the contrary, indoors, the signal is hugely attenuated due to the
extra penetration losses, although in higher or lower degrees depending on the car-
rier frequency employed by the constellation. This extra indoor attenuation is more
severe for those constellations employing higher carrier frequencies. For this rea-
son, constellations such as Kuiper, OneWeb, Starlink, or Telesat, which use Ku-/Ka-
frequency bands, offer similar received C/N0 as the analyzed MEO constellations.
Although on average, the received C/N0 levels indoors for the LEO constellations
can be up to about 15 dB-Hz higher, as we will see later. The potential increase in
C/N0 reception is compensated by a higher path loss, especially indoors, due mainly
to extra indoor loss penetration (e.g., wall attenuation, glass attenuation, etc), which
reduces significantly the received C/N0 at higher frequencies. Moreover, the LEO
constellations using lower carrier frequencies, such as Iridium Next (L-band), can
offer much higher C/N0 levels indoors since it benefits from both closer proximity
to the Earth and reduced indoor attenuation. In its regard, LEO constellations such
as Astrocast or ICEYE, the main reason for the reduced indoor C/N0 levels is the
relatively lower transmitted powers (see Table 4.3), being up to 30 dBm lower with
respect the rest of LEO constellations in the comparison.

4.5.4.1 Frequency band considerations

The provided results in Section 4.5.4 suggested that by decreasing the carrier fre-
quency (keeping the same transmitted power level) the path loss and hence the mea-
sured C/N0 in the receiver will be considerably higher than at higher frequency
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Figure 4.13 C/N0 measurements in indoor and outdoor scenario for eight different constellations: a)
Astrocast (LEO, small); b) Galileo (MEO); c) ICEYE (LEO, small); d) Iridium (LEO, small);
e) Kuiper (LEO, mega); f) OneWeb (LEO, mega); g) Starlink (LEO, mega); h) Telesat (LEO,
mega).
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bands. The selection of radio frequencies in space, as in many other cases, cannot
be freely chosen. Any entity willing to transmit signals must notify International
Telecommunication Union (ITU) to comply with the Radio Regulations. ITU de-
termines and coordinates how the radio frequency spectrum is shared between dif-
ferent users and services [196, 197]. The commonly used frequency bands in space
and their typical use is listed below [196, 197]:

1. L-band (1–2 GHz): Typically used for satellite navigation and satellite mobile
phones, such as Iridium or Inmarsat, providing communications at sea, land,
and air. It is also used for amateur radio and aircraft surveillance.

2. S-band (2–4 GHz): Commonly used for weather radar, surface ship radar, and
some communications satellites, especially those of NASA for communication
with ISS and Space Shuttle.

3. C-band (4–8 GHz): Primarily used for satellite communications, satellite TV,
and raw satellite feed. It is also commonly used in areas that are subject to
tropical rainfall since it is less susceptible to rain fade than higher frequency
bands such as Ku-band.

4. X-band (8–12 GHz): Usually used by the military, typically in radar appli-
cations including continuous-wave, pulsed, single-polarisation, dual- polarisa-
tion, synthetic aperture radar and phased arrays. It is also used for weather
monitoring, air traffic control, maritime vessel traffic control, defense track-
ing, and vehicle speed detection for law enforcement.

5. Ku-band (12–18 GHz): Typically used for satellite communications and direct
broadcast satellite services.

6. Ka-band (26–40 GHz): This band is also typically used for satellite commu-
nications. It is also used for high-resolution, close-range targeting radars on
military aircraft.

7. Q- and V- bands: Typically Q/V bands are considered. These bands lie be-
tween 33-75 GHz. These frequencies are planned to be used mainly for satel-
lite communications, remote sensing, terrestrial microwave communications,
and radio astronomy studies.

Moreover, it is important to notice that not all services have been allocated to specific
frequency bands. For example services such as those for the safety of life, applications
have not been awarded yet a specific frequency.
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4.5.5 Summary of Results

To conclude this chapter, we will summarize the main outcomes obtained through
this study. Both the results from the choice of a dedicated LEO-PNT and from re-
utilizing an available LEO constellation will be comprised. Table 4.5 summarizes
the main results obtained during our simulations. It contains the main results for
the 12 chosen satellite constellations (10 LEO and 2 MEO). Table 4.5 contains the
main DoP results (average GDoP and PDoP), satellite coverage (average number of
satellites in view per Earth point) and link budget (average path loss and C/N0) per-
formance for these 12 MEO and LEO constellations. From the results shown in
Table 4.5, we can state the following:

• From the optimization study presented in Section 4.5.1, we can state that a
dedicated LEO-PNT constellation is feasible in terms of design complexity.
According to our study for an operative minimum elevation mask of 10◦, the
dedicated LEO-PNT should be composed of about 216 satellites, distributed
in 12 different orbital planes with a minimum orbit inclination of 75◦. From
this study, we observe as the main constraint is in the number of orbital planes.
Since independent launches should be made for each orbital plane, it is not
typically possible to launch satellites at different orbital planes at the same
time. Although a positive aspect of these results is that with about 200 satellites
(properly distributed), we can offer 4-fold global coverage.

• The analyzed regular-sized MEO satellite constellations, namely Galileo and
GPS, offer DoP performances of 4 and 5, respectively. Taking these values as
a benchmark, observing the rest of the results, and knowing that lower DoP
values are better, we can state that LEO constellations can benefit GNSS and
increase their PNT accuracy. For example, regular-sized LEO satellite con-
stellations, namely Globalstar, ICYE, and Myriota can offer DoP values up to
2-3. These values are below the benchmark from MEO GNSS. LEO mega-
constellations, namely Kuiper, Starlink, OneWeb, and Telesat, offer incredi-
bly good performance, achieving DoP values even below 1. Despite the fact
that not all LEO constellations offer such a good DoP. For example, Irid-
ium or Blacksky Global offers a performance above the specified MEO GNSS
benchmark, achieving a DoP of 8. Therefore, we can state that by selecting
a geometrically efficient configuration, LEO constellations can contribute to
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improving GNSS accuracy.

• Although some constellations might offer a good geometry for positioning
purposes (with DoP values below current MEO GNSS), not all of them of-
fer the minimum average of 4 satellites in view in every Earth’s location. For
example, ICEYE and Myriota offer lower DoP than the benchmark GNSS
(which is good in terms of positioning capabilities), but at the same time, these
constellations also offer a very poor coverage in terms of the average amount of
visible satellites (< 1). Therefore, even though these configurations offer low
DoP, they are not suitable for positioning due to the lack of enough visible
satellites. Some other bigger constellations such as Blacksky Global, Astro-
cast, or Iridium have a similar problem: the amount of satellites in view is not
enough for providing a global positioning service. However, we have found
that LEO mega-constellations offer an incredibly high amount of satellites in
view, comprising up to 375 average satellites in view as well as DoP up to 5
times lower (on average) than MEO GNSS.

• LEO constellations typically offer lower path-loss and higher C/N0 due to
their closer proximity to Earth than MEO GNSS (which is about 20000 km
below with respect the analyzed MEO constellations). Focusing on the ex-
pected received C/N0, we observed that LEO constellations can offer up to
30 dB more outdoors compared with current MEO GNSS. Current MEO
constellation offer average C/N0 values of about 45 dBHz, while most of the
LEO constellations provide at least 60 dBHz, and some (Iridium) even more
than 80 dBHz of C/N0. This C/N0 level is basically dependent on two things:
the orbit altitude and the carrier frequency band employed in the transmis-
sions. Those constellations having satellites at lower altitudes can provide
higher C/N0 values than those in higher orbits. In addition, those constel-
lations operating at lower carrier frequencies can provide higher C/N0 than
those using higher carrier frequency bands. In both cases is due to a lower path-
loss attenuation by reducing the travel distance (lower altitudes) or reducing
the carrier frequency. If we evaluate the results indoors, we observe as the
C/N0 for LEO satellites is reduced from 60-80 dB-Hz to about 40-50 dB-Hz.
This is between 10 dBHz and 30 dBHz of C/N0 less. MEO C/N0 is about 25-
30 dB-Hz, about 15-20 dB-Hz less with respect outdoors. So still LEO offers
higher C/N0 compared to MEO, but with a reduce performance with respect
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outdoors. The main drawback of LEO satellite signals indoors is coming from
the higher frequency bands of operation. Ku-, K-, and Ka- bands attenuation
is much higher with respect for example L-band (typically used for GPS and
Galileo), which partially compensates for the effects and smooths the potential
gain of orbiting at such low altitudes of a few hundred km.

Table 4.5 Summary of results, including average DoP, coverage and average link budget calculations
obtained in urban outdoor (blue) and indoor (orange) scenarios.

Constellation
Name

GDOP PDOP
Satellites-
in-View

Pathloss [dB] C/N0 [dB-Hz]

Astrocast 6.06 19.07 2.01 158.45 / 175.73 58.03 / 41.81

BlackSky
Global

7.68 16.37 1.62 173.01 / 195.23 56.47 / 35.34

Galileo 4.41 3.91 8.58 184.92 / 201.89 50.83 / 33.76

Globalstar
2nd Gen

2.08 1.61 0.64 155.91 / 179.73 76.57 / 63.55

GPS 5.25 4.65 9.17 183.55 / 201.29 51.94 / 34.34

ICEYE 3.16 6.06 0.49 172.86 / 200.10 68.62 / 44.63

Iridium Next 7.44 8.96 2.66 160.72 / 178.73 82.75 / 64.75

Kuiper 2.93 9.35 132.56 176.96 / 202.76 75.53 / 49.73

Myriota 2.49 2.31 0.48 146.49 / 160.57 63.29 / 49.21

OneWeb 0.75 0.70 356.04 181.10 / 206.80 60.41 / 34.92

Starlink 0.9 0.86 374.51 174.75 / 200.28 70.85 / 45.31

Telesat 2.84 2.70 70.80 186.04 / 213.55 59.66 / 32.63

■ Outdoor

■ Indoor

4.6 Summary of contributions

The main contribution to this thesis by the author in this chapter can be summarized
as follows:

• Identifying the advantages and disadvantages of LEO constellations compared
to MEO constellations and providing a list of positive and negative aspects of
both.

• Providing a comparison between miniaturized satellites (or small-satellites)
with regular-sized satellites and describing the main advantages and disadvan-
tages of miniaturized satellites with respect to regular-sized satellites.
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• Listing the main satellite classes according to the satellite mass. In addition, we
have also provided examples of satellite constellations for each satellite class.

• Describing the Keplerian orbit parameters and summarizing the main constel-
lation types.

• Classifying the different orbits by their altitude, satellite movement direction
with respect to the Earth, orbit inclination, orbit eccentricity, orbit synchronic-
ity, and constellation topology.

• Analyzing the main orbit perturbations, including mathematical models and
examples for the atmospheric drag.

• Providing a literature review for the main LEO satellite constellation with
potential capabilities for being used for positioning. This includes orbit pa-
rameters and propagation simulations to analyze their topology and structure
in the sky.

• Providing mathematical models for modeling the satellite coverage from the
geometric analysis. Including equations for selecting the minimum number
of orbital planes, the number of satellites, and the minimum orbit inclination
for achieving the desired coverage.

• Proposing a possible constellation architecture for a dedicated LEO-PNT based
on an optimization study that includes the number of satellites, number of or-
bital planes, and minimum orbit inclination.

• Simulating different LEO and MEO satellite constellations, and analyzing their
performance in terms of coverage, DoP and link budget.

• Comparing the selected LEO constellations with the benchmark MEO con-
stellations.

• Comparing some LEO constellations according to their potential usage as SoO
for positioning purposes. This analysis includes their geometric, coverage, and
link budget viability.
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Chapter 5
Conclusions and Open Research
Directions

GNSS has nowadays gained a huge significance in our daily life. Its purpose is not
only for navigation and positioning, but it is also used in many other types of appli-
cations such as item tracking, telecommunications, economic transactions, or trans-
portation. However, GNSS signals are very weak and they are potentially subjected
to interferences, both unintended and intentional. Such vulnerability of GNSS to
various interference sources was the key driver behind the work in this thesis.

The first objective of this thesis was to understand and model the effects behind
different types of interference signals as well as their effect on the GNSS receiver op-
eration. We identified five jamming classes, namely CW jammers, single saw-tooth
chirp jammers, multi saw-tooth chirp jammers, chirp with frequency bursts jam-
mers, and other jammer types such as narrowband noise or pulsed jammer. We also
identified four spoofing classes, namely simplistic spoofers, intermediate spoofers,
sophisticated spoofers, and meaconing. We provided mathematical models for all
of them. Jammers are typically used for degrading the resulting PVT solution (if
low power is used) or for completely blocking the availability of the GNSS satellite
transmissions (if high power is used).

If the jammer power is sufficiently high, it may overcome the weak GNSS signals,
and hence block the GNSS satellite availability in a determined area. Typically, CW
(e.g., AM and FM signals) jammers are less dangerous than other jammer types since
the signal usually affects specific and measurable frequencies (also known as tones)
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and not partial or even the whole GNSS bandwidth. This fact makes these jammer
types easier to be detected and mitigated. On the contrary, saw-tooth jammer types
are more dangerous than other studied jammer types; especially the chirp jammers
with frequency bursts are very challenging because they affect several frequencies at
a time and are more difficult to be detected, tracked, and mitigated.

As for spoofers, they are mainly used for fooling the GNSS receivers by mak-
ing them receive fake GNSS signals, with the purpose of producing a forged PVT
solution, although a spoofer can also be used to deteriorate and block real GNSS
transmissions. Depending on the type of spoofer, its fake signals are easier or more
difficult to be detected and mitigated. For example, the most simple spoofers can be
mitigated by just performing some AoA analysis (satellites signals will come from
higher elevations than terrestrial spoofers) or integrity check (comparing the re-
ceived navigation message with the received by some other trusted source such as
a dedicated server on the Internet). A more advanced spoofer can almost perfectly
mimic the GNSS signal coming from the satellites.

At the same time as succeeding with the second thesis objective, we answered
the research questions What interference management solutions exist and which one
would be most suitable for a particular GNSS application such as aviation domain? and
How different interference signals could be detected and/or classified based on machine
learning approaches?. To answer the question What interference management solu-
tions exist and which one would be most suitable for a particular GNSS application such
as aviation domain? we analyzed different interference detection and classification
mechanisms in order to detect if interference was present, and if so, which signal
type it was, in order to apply signal-specific interference mitigation mechanisms.
We analyzed the performance of five jamming detection methods, namely AGC,
FPD, kurtosis, TPD, and Welch. To answer the question How different interference
signals could be detected and/or classified based on machine learning approaches? we
analyzed some classification algorithms. We finally selected two of them as the most
promising and we perform a classification mechanism based on spectrogram image
classification using machine learning, namely SVM and CNN. The proposed clas-
sification approach consisted of training two different machine learning algorithms
with black-and-white spectrogram images containing different types of jammers at
different levels of JSR and C/N0. Afterward, the algorithms were able to discrimi-
nate between the presence of a jamming signal or interference-free scenario, and also
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which type of jammer was present.
In the jamming detection analysis, it was noted that interferences were success-

fully detected with both simulated and in-lab data, even at JSR’s as low as 0 dB for
most of the analyzed interference signal types. The power-based detectors, namely
AGC, TPD and FPD (and its variations such as Welch and periodogram) provided
the best performance in terms of minimum JSR to detect the jammer attack, which
was about−10 dB. As for the analyzed classification algorithms, the analysis proved
the effectiveness of the approach, showing classification accuracies of more than 90%
with both algorithms.

Finally, the third objective was to investigate the capabilities of LEO systems as
an alternative in case GNSS is not available (or we cannot rely on the solution it
provides due to interferences), or just as a complementary solution to increase the
capabilities and accuracy of the current MEO GNSS. In this sense, we provided a
feasibility study from two points of view: i) re-using partially or completely existing
(or planned) LEO satellite constellations or ii) providing the basis for a dedicated
LEO-PNT constellation.

On the one hand, in the case of re-using LEO constellations, we performed a fea-
sibility study of ten LEO constellations, namely Astrocast, BlackSky Global, Glob-
alstar, ICEYE, Iridium Next, Kuiper, Myriota, OneWeb, Starlink, and Telesat from
the positioning point of view. We compared these LEO constellations to the existing
MEO GNSS constellations (GPS and Galileo), as they are benchmark for any future
LEO-PNT system. In this study, we found that not all the analyzed constellations
are feasible for positioning.

Some constellations (Astrocast, BlackSky Global, Globalstar, ICEYE, and Myri-
ota) do not provide 4-fold coverage (global coverage with at least 4 satellites-in-view
at any time), which is the minimum coverage needed for positioning since to ob-
tain the PVT solution we need the signal from at least 4 satellites. Therefore, only
the so-called mega-constellations, namely Kuiper, OneWeb, Starlink, and Telesat,
with thousands of satellites each, were able to provide 4-fold coverage. Most of these
constellations were providing hundreds of satellites in view on average. From the
positioning perspective, this is good, since as more references we have to compute
the PVT solution, the more accurate this solution will be. Moreover, we found that,
again, not all the LEO constellations provided a sufficiently low DoP, or at least a
DoP good enough for positioning (with values in the range or lower values than the
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benchmark MEO GNSS).
Although one of the most important outcomes was that, for the mega-constellations,

the DoP values were much lower than those in MEO GNSS. LEO mega-constellations
achieved values even lower than 1, although only for OneWeb and Starlink (which
are the densest constellations with 7808 and 34404 satellites, respectively). The last
analysis comprised link budget computations of the different LEO and MEO con-
stellations. In this analysis we found that, in average, LEO constellation provided
higher C/N0 values up to 30 dB-Hz for both outdoors and indoors scenario, with
respect MEO GNSS constellations.

On the other hand, in the case of developing a completely new and dedicated
LEO-PNT constellation, we provided an initial analysis of the space segment archi-
tecture. We performed an optimization method based on DoP, coverage, received
C/N0, and drag force metrics, to find the optimal altitude for the LEO constellation.
With the found optimal altitude, which was about 600 km (or 500-700 km with 1%
margin error), we were able to determine the minimum number of orbital planes,
the number of satellites, and the minimum orbit inclination with the mathematical
models we developed. By using the mathematical models, we found that with only
216 satellites, distributed in 12 orbital planes, and with a minimum orbit inclination
of 75◦ we were able to provide 4-fold global coverage.

With this analysis we answered the research questions Is LEO satellite-based posi-
tioning a good and feasible complementary or alternative to increase the robustness in
situations when GNSS is strongly affected by interference?? If so, which are the main ad-
vantages it can provide? and Are LEO mega-constellations the answer to future global
positioning using satellite systems?.

As for open research directions to be further considered from the work done
during this thesis, we have identified at least the followings:

• Testing some of the analyzed jamming algorithms also with spoofing signals,
to test to which extent we can also detect spoofing attacks.

• Increasing the training dataset size in jamming classification via machine learn-
ing algorithms with more jamming types and more different signal parameters
to have a better-trained model able to increase even further its accuracy capa-
bilities.

• Expanding the classification methods for jamming (and include as well spoof-
ing) classification with pre-/post-correlation data. Using the full data rather
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than an image would allow performing further and more advanced signal pro-
cessing methods to select which features we want to classify with the machine
learning algorithms.

• Contributing to the signal design on board of a dedicated LEO-PNT satellite is
also an important and yet-unsolved challenge. The selected signal modulation,
coding mechanisms, and multiple access schemes should offer high robustness
to atmospheric effects, multipath, and resilience to high Doppler shifts.

To conclude, in this thesis, we have proved through simulations with synthetic
and in-lab data that jamming detection (and especially for the aviation domain) is pos-
sible even at JSR as low as 0 dB. We have also shown that jamming classification using
machine learning algorithms can efficiently provide jamming classification with ac-
curacies of more than 90%.

Moreover, we have shown that LEO constellations are a feasible option to com-
plement MEO GNSS to provide positioning capabilities when current GNSS is not
available due to interferences or due to a harsh environment. In addition, LEO con-
stellations can definitely benefit the future of satellite navigation systems.
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