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Abstract

This dissertation presents a broad spectrum of physics analyses containing mul-

tiple leptons and b-tagged jets in their final state using data from proton-proton

collisions at a center-of-mass energy of
√
s = 13 TeV recorded by the ATLAS

detector at the Large Hadron Collider (LHC). The full Run 2 dataset is used,

which corresponds to an integrated luminosity of 139 fb−1. The dissertation is

structured along two main axes. The first axis is centred around the measure-

ment of the inclusive and differential cross section of the associated production of

a top-quark pair and a W boson (tt̄W ). This measurement is greatly motivated

due to tt̄W -like tensions in data reported by the ATLAS and CMS experiments.

The theoretical modelling of this process is quite challenging due to non-negligible

higher order corrections, resulting into a great effort to achieve an accurate sim-

ulation of this contribution. The measurement is performed both inclusively and

differentially, where several observables are unfolded at particle level. The tt̄W

prediction is measured to be consistently higher than the SM expectation with an

inclusive signal strength of µtt̄W=1.46 +0.14
−0.13. The second axis focuses on searches

for physics beyond the SM (BSM) and, particularly, on searches for leptoquarks.

Leptoquarks are one of the most favoured BSM scenarios to describe the intrigu-

ing deviations reported in B-meson decays by the LHCb experiments and the B

factories. This thesis is targeting pair-produced leptoquarks with a mass in the

TeV scale each coupling simultaneously into a top quark and a lepton (e, µ, τ -

lepton). This effort is divided in two dedicated searches targeting t`t` and tτ tτ

signatures, respectively. No significant excess is found in both searches, and the

most restrictive to date upper limits are set on the signal cross section and the

branching ratio as a function of the leptoquark mass for several scalar and vector

leptoquark models. In the t`t` search, a scalar leptoquark with a mass about 1.6

TeV is excluded at the 95% confidence level, assuming it decays exclusively into te

or tµ. The most stringent exclusion for a vector leptoquark reaches 2.0 TeV. In the

tτ tτ search, the corresponding exclusions for the same types of scalar and vector

leptoquarks are about 1.4 TeV and 1.8 TeV, respectively. These searches are also

combined with other leptoquark searches in ATLAS, significantly improving the

sensitivity.
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Resumen

Esta disertación presenta un amplio espectro de análisis f́ısicos que contienen

múltiples leptones y jets etiquetados como b-jets en el estado final, usando los

datos de colisiones protón-protón a una enerǵıa del centro de masas de
√
s = 13

TeV registrados por el detector ATLAS del Gran Colisionador de Hadrones (LHC,

por sus siglas en inglés). Se utiliza el conjunto de datos del Run 2 completo, que

corresponde a una luminosidad integrada de 139 fb−1. La disertación se estructura

a lo largo de dos ejes principales. El primer eje se centra en la medición de la sec-

ción eficaz inclusiva y diferencial de la producción asociada de un par de quarks

top y un bosón W (tt̄W ). Esta medida está muy motivada debido a las tensiones

observadas en el análisis de los datos por parte de los experimentos ATLAS y

CMS. El modelado teórico de este proceso representa un gran desaf́ıo debido a

correcciones de orden superior importantes, lo cual requiere un gran esfuerzo para

lograr una simulación precisa de esta contribución. La medición se realiza tanto de

manera inclusiva como diferencial, donde se corrigen por efectos experimentales

varios observables. La sección eficaz de tt̄W se mide consistentemente más alta que

la predicción del Modelo Estándar (SM, por sus siglas en inglés) por un factor de

µtt̄W=1.46 +0,14
−0,13. El segundo eje se centra en la búsqueda de f́ısica más allá del SM

(BSM, por sus siglas en inglés) y, en particular, en la búsqueda de leptoquarks.

Los leptoquarks son uno de los escenarios BSM más favorecidos para describir las

intrigantes desviaciones reportadas en las desintegraciones de mesones B por parte

de los experimentos LHCb y las fábricas de B. Esta tesis tiene como objetivo la

producción de leptoquarks en pares con una masa en la escala del TeV, cada uno

de los cuales se acopla simultáneamente con un quark top y un leptón (e, µ, τ -

leptón). Este esfuerzo se divide en dos búsquedas dedicadas dirigidas a los estados

finales t`t` y tτ tτ , respectivamente. No se encuentra un exceso significativo en

ambas búsquedas, y se establecen los ĺımites superiores más restrictivos hasta la

fecha en la sección eficaz de la señal, aśı como en la fracción de desintegración, en

función de la masa del leptoquark para varios modelos de leptoquarks escalares

y vectoriales. En la búsqueda de t`t`, se excluye un leptoquark escalar con una

masa de aproximadamente 1.6 TeV con un nivel de confianza del 95 %, asumiendo

que decae exclusivamente en te o tµ. La exclusión más estricta para un leptoquark

vector alcanza los 2.0 TeV. En la búsqueda tτ tτ , las exclusiones correspondientes

para los mismos tipos de leptoquarks escalares y vectoriales son de aproximada-

mente 1.4 TeV y 1.8 TeV, respectivamente. Estas búsquedas también se combinan

con otras búsquedas de leptoquarks en ATLAS, mejorando significativamente la

sensibilidad.
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Chapter 1

Introduction

Many attempts have been made over the centuries to understand the interactions

between the most fundamental blocks of matter in the universe and be able to

describe them in a concrete mathematical framework. Our current knowledge is

compiled into a relatively complete theory known as the Standard Model (SM)

of particle physics. The SM has been tested with remarkable precision since its

formulation, providing a detailed description of the fundamental particles as well

as the interactions between them. The missing piece needed to complement this

theory has been discovered in 2012 and it was the so-called Higgs boson. This

discovery has been considered a milestone in high energy physics, and since then

the general interest was focused on trying to measure its properties with ever-

increasing precision.

The precision measurements related to the Higgs boson are more than interesting,

but they can also be centred around other processes like the associated production

of a top-quark pair and a Higgs or a W boson (tt̄H or tt̄W ). The measurement

of the production cross section of the former process is a way to access the top

Yukawa coupling, the only coupling to the Higgs boson that can be accessed di-

rectly. This cross section measurement has been currently delayed due to potential

mismodelling by the state-of-art theoretical predictions of the tt̄W process, one of

the SM processes that constitutes a non-negligible background contribution in the

tt̄H measurement. The modelling of the tt̄W process has been extremely challeng-

ing to theorists due to the need to include higher-order corrections. Therefore, a

detailed measurement of this process is needed to compare to the theoretical pre-

dictions and understand how to improve them. Alternatively, deviations from the

1
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theoretical predictions may reveal potential effects from processes beyond the SM.

The inclusive and differential tt̄W production cross sections are measured for the

first time in ATLAS and the results are discussed in this thesis.

Several physical distributions needed to be unfolded for this purpose for the differ-

ential measurement including tt̄W relative charge asymmetry among others, a key

variable to study the dependence of charge on the cross section and understand if

the tt̄W process is even more asymmetric than expected.

Despite its success, the SM cannot be interpreted as a complete theory of the

physical universe since it does not take into account gravity, one of its fundamental

forces. Apart from this fact there are additional reasons to speculate that SM is

the simplification of a more general theory, yet to be determined. One of these

reasons is that it only accounts for the ordinary matter (and antimatter), which

only constitutes a small fraction of the known universe. The remaining part that

includes the dark matter and dark energy is currently overlooked.

Furthermore, recent findings of the B-physics experiments are pointing to intrigu-

ing deviations from the SM expectation values that manifest themselves through

deviations in the measurements of R(D/D∗) and R(K/K∗) ratios in charged and

neutral current processes respectively. All of the above have led to the develop-

ment of numerous extensions to the SM, which address some of these observations.

Among the most popular extensions are the models involving the existence of lep-

toquarks (LQs), hypothesised particles expected to decay promptly into a quark

and a lepton. The increasing popularity of these models lies on the fact that

they could explain the B-physics anomalies that seem to consolidate themselves

throughout the years.

The ATLAS program of LQ searches is traced back to Run 1 and it has been

severely enriched since then. Some of the most promising final states are the ones

involving third generation quarks (bottom or top) and leptons of all generations.

Especially, final states involving τ -leptons were often overlooked in the past due

to their complexity and poor τ identification. For all these reasons, dedicated

searches had been launched targeting leptoquarks produced in pairs with final

states with top-quarks and leptons (` = e, µ, τ). These searches and the results

obtained are discussed as part of this thesis.

The content of this dissertation is organised as follows. Chapter 2 briefly describes

the theoretical overview, including the physics of the SM and its formulation. It
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provides a summary of the Higgs boson and top-quark properties and it focuses on

the modelling, as well as on the production and decay modes of the tt̄W process

motivating the measurement of its production cross section. Chapter 3 describes

the scenarios Beyond the Standard Model (BSM) that are relative to the con-

tent of the thesis, and focuses on the motivation for the existence of leptoquarks

analysing their phenomenology, as well as their production and decay modes. In

Chapter 4, the Large Hadron Collider (LHC) and ATLAS detector are introduced

and the main components of the ATLAS detector and their functions are detailed.

Chapter 5 describes the electron analysis on the hadronic Tile calorimeter related

to the Phase-II upgrade studies for the ATLAS detector. Chapter 6 presents in

detail the simulation of proton-proton interaction. Chapter 7 lists the physics

objects used in the analysis, explaining the object selection and reconstruction.

Chapter 8 focuses on the common aspects in analyses with multiple leptons and

b-tagged jets. In Chapter 9, the results of the inclusive and differential measure-

ment of the tt̄W production cross section are presented. Chapter 10 contains the

results of the search for scalar LQ pair production in the tτ tτ final state followed

by the search for scalar LQ pair production in the t`t` final state, where ` = e, µ.

The conclusions and future prospects are given in the Chapter 11.

The analyses reported in this thesis are focused on final states containing multiple

leptons and multiple b-tagged jets, a signature extremely powerful at a hadron

collider, since this allows to dramatically reduce backgrounds from multijet pro-

duction.

The work conducted in the context of this dissertation has led to the following

publications and conference notes by the ATLAS Collaboration or are in final

state and are being prepared for submission:

• ATLAS Collaboration, “Search for leptoquark pair production decaying into

t`−t̄`+ in multilepton final states in pp collisions at 13 TeV with the ATLAS

detector”, ATLAS-CONF-2022-052.

• ATLAS Collaboration, “Search for heavy Higgs bosons from a g2HDM in mul-

tilepton plus b-jets final states in pp collisions at 13 TeV with the ATLAS de-

tector.”, ATLAS-CONF-2022-039.

• ATLAS Collaboration, “Search for pair production of third-generation scalar

leptoquarks decaying into a top quark and a τ -lepton in pp collisions at
√
s =

13 TeV with the ATLAS detector.”, JHEP 06 (2021) 179.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-052/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-039/
https://doi.org/10.1007/JHEP06(2021)179
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• ATLAS Collaboration, “Study of energy response and resolution of the ATLAS

Tile Calorimeter to hadrons of energies from 16 to 30 GeV.”, Eur. Phys. J. C

81 (2021) 549.

• ATLAS Collaboration, “Analysis of tt̄H and tt̄W production in multilepton final

states with the ATLAS detector.”, ATLAS-CONF-2019-045.

The author has also made major contributions to the results of the following anal-

yses that are still not public and the work has been documented in the following

internal notes:

• ATLAS Collaboration, “Measurement of the total and differential production

cross sections of tt̄W production at 13 TeV in 139 fb−1 of data with the ATLAS

detector.”, ANA-TOPQ-2019-30-INT1.

Finally, the author has also followed closely and contributed to the internal ATLAS

review of the following analyses:

• ATLAS Collaboration, “Search for new phenomena in three- or four-lepton

events in pp collisions at
√
s = 13 TeV with the ATLAS detector.”, Phys. Lett.

B 824 (2022) 136832.

• ATLAS Collaboration, “Search for a new scalar decaying to two beyond-the-

Standard-Model light bosons and then on to a four-lepton final state with 140

fb−1 at
√
s = 13 TeV.”, ANA-HDBS-2021-13-INT.

https://doi.org/10.1140/epjc/s10052-021-09292-5
https://doi.org/10.1140/epjc/s10052-021-09292-5
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2019-045/
https://cds.cern.ch/record/2712986
https://doi.org/10.1016/j.physletb.2021.136832
https://doi.org/10.1016/j.physletb.2021.136832
https://cds.cern.ch/record/2773055
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Chapter 2

The Standard Model

This chapter serves as a main introduction to the SM of particle physics, the

theory that provides the most accurate description of the fundamental particles

and their interactions up-to-date, being able to incorporate three of the four known

fundamental forces in nature. Starting from a brief description of the SM and its

particle content, and then going deeper into the mathematical formulation of the

SM as a quantum field theory, this chapter will try to set the theoretical basis of

the necessary pieces needed to understand this prevalent theory.

The use of natural units will be adopted throughout this chapter (and the rest of

this dissertation) such that the speed of light (c) and the Planck constant (~) are

both set to unity (c = ~ = 1).

2.1 Fundamental particles

The formulation of the Standard Model (SM) was developed in the early 1970s

summarising our current understanding of how the universe works. Since then the

SM had been tested with remarkable precision and it quickly became the dominant

theory to explain the fundamental particles and the interactions between them.

Its core structure includes the quarks and leptons that fall under a larger group of

fundamental particles called fermions. It suggests that all forces are mediated by

force carrying gauge bosons, and that the interaction with the Higgs boson is the

reason behind how massive fundamental particles acquire their mass. Fermions

6
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Figure 2.1: The elementary particles of the Standard Model (SM): quarks and
leptons together constitute all the matter particles, the gauge bosons mediate
the electromagnetic, weak, and strong forces, and the Higgs boson generates the

mass.

have half integer spin and comply to Fermi-Dirac statistics (or Pauli’s exclusion

principle). Bosons have integer spin and obey Bose-Einstein statistics. Spin stands

for an intrinsic property of the particles which could be interpreted as a different

form of angular momentum.

Fermions

Fermions constitute the buildings blocks of matter and can be classified in two main

categories; quarks and leptons. Each of these groups consists of six particles which

they are in turn divided into three subgroups (the three generations) according to

their properties as shown in Figure 2.1. A free fermion state is generally described

by the Lagrangian of the Dirac equation given by

L = ψ̄(iγµ∂µ−m)ψ, (2.1)



The Standard Model 8

where ψ stands for the fermion state (called spinor).

Despite the profound similarities between quarks and leptons as elementary par-

ticles, there are some striking differences worth spotting.

Starting the discussion with the quarks, the up (u) and down (d) quarks com-

plete the first generation, the charm (c) and strange (s) quarks complete the

second generation and the top (t) and bottom (b) quarks come to complement

the third generation. Each generation corresponds to the order in which they were

discovered, and the grouping is a result of the increasing mass from one genera-

tion to another.1 Quarks carry a fractional electric charge. The upper part of each

quark generation has an electric charge Q = +2/3 and is known as an up-type

quark. The lower part of each generation has an electric charge of Q = -1/3 and

is referred to as a down-type quark. Quarks also carry a colour charge in addition

to the electric one. Every quark exists in one of the three colour states called

red, green and blue. The colour is associated with the way they interact with

each other through strong interaction. Due to colour confinement quarks cannot

in principle exist freely in nature, and are always bound in colourless composite

particles called hadrons. The most common hadron in particle physics is called

proton (p), which is widely used in collision experiments at the LHC at CERN

and inherits its positive electric charge through the combination of two up and

one down quarks (uud). Additionally to these six quark flavours there are six

more quarks that have the same mass, but carry the opposite electric and colour

charges. These are their anti-matter partners that are called anti-quarks and their

symbols are denoted with a bar on top of each letter.

Similar to quarks, leptons are also met in three generations of increasing mass with

the electron (e) and the corresponding electron neutrino (νe) in the first gen-

eration, the muon (µ) and muon neutrino (νµ) in the second generation, and

the tau (τ ) and tau neutrino (ντ ) in the third generation. Leptons can exist

freely in nature and the electron is the most common of them orbiting the nucleus

of an ordinary atom. Muons (∼200 times heavier than electrons) are mostly found

in cosmic ray radiation and can be described as highly penetrating particles. These

heavier versions of the electron have a finite lifetime decaying to electrons, which

are stable. Although muons are not stable, they are still considered elementary

particles due to the lack of inner structure. Neutrinos have a small, finite, non-

zero mass, and their oscillations were currently observed by different experiments

1 The same also applies to lepton generations.
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during their propagation through space. Electron, muon and tau have integer neg-

ative electric charge (Q = -1) and the corresponding neutrinos have zero electric

charge. Additionally, leptons interact with all forces except for the strong force

and, in contrast with quarks, they do not carry colour charge. Leptons have also

their anti-matter partners with equal properties, but opposite electric charge and

lepton number (L). Since neutrino does not carry electric charge the only differ-

ence with its anti-particle is the lepton number (L = -1 for ordinary matter and

L = 1 for anti-matter).

Bosons

The gauge bosons complement the rest of the SM particle content by mediating

three of the fundamental forces of nature: weak, strong and electromagnetic. The

gauge bosons are exchanged between particles that interact via a certain type of

force. Their difference with fermions is that compared to them they have integer

spin. The mediators of the weak force are W± and Z0 bosons (massive spin-1

bosons), which can be also interpreted as resonances with a finite lifetime. The W

boson is electrically charged and changes the flavour of the quarks and leptons that

it interacts with, while the Z boson has no electric charge and leaves their flavour

unchanged. The mediators of the strong force are the eight gluons (g) (massless),

which have no electric charge, but instead they have a “colour charge” that ex-

plains the strong interaction between colour charged particles, or quarks. The

interactions of gluons are described by the theory of quantum chromodynamics

(QCD). The mediator of the electromagnetic interaction is the photon (massless

spin-1 boson). The photon (γ) is a stable particle with no electric charge. The

behaviour of the photon is properly described by the theory of quantum electro-

dynamics (QED) with remarkable precision. Finally, the discovery of the Higgs

boson (massive spin-0 boson) validated the existence of the Higgs field, which ex-

plains the mechanism by which elementary particles acquire their mass through

a process that is called the Higgs mechanism. The natural physics intuition sug-

gests that another boson should exist that would be responsible for mediating the

gravitational force. Although not yet found, a spin-2 boson, the graviton, would

be the perfect candidate for a quantum description of gravity.
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The Lagrangian of a free non-interacting scalar field (given from Equation 2.2)

can be used to describe the behaviour of spin-0 bosons

L =
1

2
(∂µφ)(∂µφ)− 1

2
m2φ2, (2.2)

where φ is a spin-0 field.

If Equation 2.2 is substituted into the Euler-Lagrange equation then it results to

the Klein-Gordon equation for a free scalar field φ

∂µ∂
µφ+m2φ = 0. (2.3)

A massive spin-1 particle (like W and Z) is described by the Proca Lagrangian

L = −1

4
F µνFµν +

1

2
m2AµAµ, (2.4)

where F µν = ∂µAν − ∂νAµ is the field-strength tensor2 and Aµ = (φ,A) is the

electromagnetic vector field.

For a massless spin-1 particle (like the photon) Equation 2.4 is modified to the

simplest form

L = −1

4
F µνFµν . (2.5)

2.2 Lagrangian of the Standard Model

In physics a theory can be acknowledged as valid after its corresponding mathemat-

ical formulation. The SM is a renormalisable quantum field theory and therefore

its mathematical expression is provided in the Lagrangian formalism. Particularly,

the SM Lagrangian is kept invariant under the local gauge group

SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (2.6)

2 An algebraic construct analogous to but more general than a vector, represented by an array
of components that are functions of the coordinates of a space.
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where SU(3)C is the symmetry group for colour, SU(2)L is the group for weak

isospin (denoted by (L) to show that the symmetry applies to left-handed fields),

and U(1)Y is the group for hypercharge (Y = 2(Q − T3)). The first group corre-

sponds to the strong interaction and the rest together to the electroweak (EW)

interaction. The Lagrangian invariance under these transformations results in the

conservation of the three associated quantum numbers (colour - C, weak isospin -

L and hypercharge - Y). Here its worth mentioning that following the spontaneous

symmetry breaking (see Section 2.3) as a result of the Higgs mechanism, the ten-

sor product of SU(2)L ⊗ U(1)Y is reduced to only U(1)Y , which is the symmetry

group of electromagnetism.

The Lagrangian of the SM is given by

LSM = −1

4

∑
gauge

F i
µνF

i,µν −
∑
f=q,l

f̄γµDµf + (Dµφ)†(Dµφ)−µ2φ†φ−λ(φ†φ)2. (2.7)

The first term of Equation 2.7 contains the mathematical encoding to explain all

the interaction particles apart from the Higgs boson (e.g. gluon-gluon, weak-weak

and weak-photon interactions). The second term stands for the kinetic energies

of the fermions and their interactions with the gauge fields. The third term de-

scribes how the interaction particles couple to the Brout-Englert-Higgs field. The

fourth and fifth term form together the Higgs potential, which will be discussed

in Chapter 2.3.

As a result the SM Lagrangian can be written in a more compact way as:

LSM = LEW + LQCD, (2.8)

where LEW is the EW Lagrangian that governs electromagnetic and weak interac-

tions and LQCD is the quantum chromodynamics (QCD) Lagrangian that describes

the strong interaction.

The formulation of each component of Equation 2.8 is discussed in detail below.
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Electroweak theory

In nature a successful theory is the one that can be validated by the experiment.

In physics a strong theory is one that can be invariant under different gauge

transformations. Starting from the Dirac Lagrangian (Equation 2.1) for a fermion

field (ψ) of mass m and charge Q after performing a local U(1) transformation

the fermion field becomes

ψ → ψ′ = e−iQθ(x)ψ, (2.9)

and similarly

ψ̄ → ψ̄′ = ψ̄eiQθ(x), (2.10)

where θ(x) is the arbitrary angle of the rotation and can be a function of space

and time. Inserting these transformed fields into Equation 2.1 we get

L → L′ = ψ̄(iγµ∂µ −m)ψ +Q∂µθ(x)ψ̄γµψ, (2.11)

noticing that the Lagrangian is not invariant under this transformation.

The only way to make it invariant would be to substitute the partial derivative ∂µ

with the covariant derivative Dµ

∂µ → Dµ = ∂µ − iQAµ(x), (2.12)

implying that there is a generic vector field Aµ(x) that could be transformed as

Aµ(x)′ = Aµ(x)− ∂µθ(x). (2.13)

So after this substitution the Dirac Lagrangian is transformed as

L → L′ = ψ̄(iγµDµ −m)ψ

= ψ̄(iγµ∂µ −m)ψ +((((
((((Q∂µθ(x)ψ̄γµψ −(((((

(((Q∂µθ(x)ψ̄γµψ +Qψ̄γµψAµ(x)

= ψ̄(iγµ∂µ −m)ψ + Qψ̄γµψAµ(x) ,

(2.14)

where the last term corresponds to the fermion interaction with the gauge field

Aµ(x).

This corresponds actually to the photon field that emerges from “nothing” and

the above Lagrangian combined with the one from Equation 2.5 results in the
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Lagrangian of Quantum Electrodynamics

LQED = ψ̄(iγµ∂µ −me)ψ + eψ̄γµψAµ(x)− 1

4
F µνFµν , (2.15)

where the fermion could be electron of mass me and electric charge Q = e.

A similar procedure should be followed to prove that the Dirac Lagrangian is

invariant under the SU(2) transformation. Here since the number of generators

for SU(2) symmetry is N2 − 1 = 3 it is assumed that the product of ∂µγ
µ of the

Lagrangian acts on a I3x3 matrix and mass m is multiplied by the same matrix.

So instead of the previous transformation for the fermion field the following one

is used

ψ → ψ′ = e−i
~T · ~θ(x)ψ, (2.16)

where ~T = (T1, T2, T3) is a row- and ~θ(x) =


θ1

θ2

θ3

 is a column-matrix.

The parameters Ti (i = 1, 2, 3) correspond to the generators of SU(2) which can

also be expressed in terms of the three Pauli-matrices as Ti = 1
2
σi, where σi are

the Pauli-matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 − i
i 0

)
, σ3 =

(
1 0

0 − 1

)
, (2.17)

and the parameters θi(x)(i = 1, 2, 3) correspond to the rotation due to the trans-

formation.

Now after the same transformation the Dirac Lagrangian becomes

L → L′ = ψ̄(iγµ∂µ −m)ψ + ψ̄ ei
~T · ~θ(x) γµ ~T ∂µ ~θ(x) e−i

~T · ~θ(x)ψ, (2.18)

where because of the last term the Lagrangian is again not invariant.

Invariance under the local transformation of SU(2) is achieved if we substitute the

partial derivative ∂µ with the covariant derivative Dµ written this time as

∂µ → Dµ = ∂µ − ig ~T ~Aµ(x). (2.19)
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Following similar logic the way to make the Dirac Lagrangian invariant under the

local transformations of the product SU(2)⊗U(1) would be to write the covariant

derivative as

∂µ → Dµ = ∂µ − ig ~T ~Wµ − ig′
Y

2
Bµ, (2.20)

where g, g′ are the coupling constants of the gauge groups SU(2) and U(1) respec-

tively and ~Wµ, Bµ are the gauge fields of the respective symmetry groups defined

as
W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW j
µW

k
ν ,

Bµν = ∂µBν − ∂νBµ.
(2.21)

In the first formula εijk represents the Levi-Civita tensor which gives +1 for even

permutations and -1 for odd permutations of the indices i,j,k, and 0 in the case of

a repeated index.

Making use of Equation 2.20 the Dirac Lagrangian is modified to the Lagrangian

of the electroweak interaction

LEW =
∑
f=q,l

f̄ iγµDµf −
1

4
W i
µνW

µν
i −

1

4
BµνB

µν , (2.22)

where the fermion field f could be either a left-handed doublet or a right-handed

singlet from the options below

doublets :

(
νe

e

)
L

(
νµ

µ

)
L

(
ντ

τ

)
L

(
u

d

)
L

(
c

s

)
L

(
t

b

)
L

singlets : eR µR τR uR, dR cR, sR tR, bR

. (2.23)

Quantum chromodynamics

The theory that describes the strong interaction between quarks and gluons in the

SM is known as Quantum Chromodynamics (QCD). The name originates from

the colour charge, the quantum number associated to them based on which they

can end up in different colour states. QCD could be considered as a more complex

version of QED, where there are eight gluons replacing the single photon, only

that in QCD the gluons are also the charge carriers of the interaction. Another
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complexity arises from the fact that the gluons, unlike photons which are electri-

cally neutral, can interact among themselves since they both carry colour charge.

The underlying symmetry of the strong interaction is represented by the SU(3)

symmetry group. In order to prove that the Lagrangian of a quark field is invari-

ant under unitary colour transformations the global gauge symmetry needs to be

promoted to a local one. Like in QED this is achieved by substituting the partial

derivative with a covariant derivative of the type

∂µ → Dµ = ∂µ − igsTaGa
µ, (2.24)

where gS stands for the coupling of the strong interaction (actually αS = g2
S/4π),

Ta denotes the generators of the SU(3) symmetry group (with a = 1, ..., 8) and Ga
µ

represents the gluon fields. The minus term introduced in the covariant derivative

encapsulates the interactions between quarks and gluons. The number of genera-

tors of the SU(3) symmetry is N2 − 1 = 8 following the aforementioned rule and

in correspondence to QED they can be expressed using the Gell-Mann matrices

T a =
1

2
λa, where λa can be one of the matrices

λ1 =


0 1 0

1 0 0

0 0 0

 , λ2 =


0 −i 0

i 0 0

0 0 0

 , λ3 =


1 0 0

0 −1 0

0 0 0

 ,

λ4 =


0 0 1

0 0 0

1 0 0

 , λ5 =


0 0 −i
0 0 0

i 0 0

 , λ6 =


0 0 0

0 0 1

0 1 0

 ,

λ7 =


0 0 0

0 0 −i
0 i 0

 , λ8 =
1√
3


1 0 0

0 1 0

0 0 −2

 .

(2.25)

After proceeding to the above transformation of the derivative the Dirac La-

grangian is transformed to the QCD Lagrangian, which can be written as

LQCD =
∑
f=q

f̄ iγµDµf −
1

4
Ga
µνG

a µν , (2.26)

where γµ are the Dirac γ-matrices, f is the quark field written as a vector with

three components in the colour space (can be represented as a column-matrix) and
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Ga
µν is the quark field tensor given by

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν . (2.27)

In this form of the tensor the third term is responsible for the non-abelian nature

of SU(3) as it is used to describe the gluon self-interaction. The notation of fabc

in the third term is used to describe the structure constants of SU(3) that are

analogous to the Levi-Civita symbol εijk of SU(2) and are used for the commuta-

tion relationships of the SU(3) generators as [T a, T b] = ifabcT c.

The gluon-gluon self interaction is believed to be responsible for the colour confine-

ment and the asymptotic freedom, two of the main underlying concepts of QCD.

The colour confinement suggests that quarks (or non-zero colour charge objects

in general) cannot exist in isolation, but only form colourless compound objects

(like the hadrons). This is supported by the fact that quarks that propagate as

free particles have not been observed by the experiment. On the other hand, the

asymptotic freedom is the phenomenon that at smaller distances or at higher ener-

gies the strong force becomes asymptotically weaker to the point that two partons

behave freely as they hardly interact with each other.

These two concepts are closely associated to the running of the strong cou-

pling constant. As it has been shown already by multiple experiments the strong

coupling constant (αS) is not constant, but it could be expressed as a function of

the energy scale of the interaction. These experimental results are summarised in

Figure 2.2 and the evolution of αS as a function of Q2 is expressed at a leading

order approximation as

αS(Q2) =
αS(Λ2

QCD)

1 +B αS(Λ2
QCD) ln

(
Q2

Λ2
QCD

) ≈ 12π

(33− 2Nf ) ln

(
Q2

Λ2
QCD

) , (2.28)

where

B =
11NC − 2Nf

12π
, (2.29)

NC = 3 is the number of possible colours, Nf ≤ 6 is the number of the “active

flavour” quarks, and Λ2
QCD is an infrared cut-off scale after which the perturbative

approximation does not hold.
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Figure 2.2: Summary plot of the evolution of the strong coupling constant
αS(Q) as a function of the energy scale Q provided by the ATLAS experiment
[1]. The results are obtained from fits to the transverse energy-energy correla-
tion (TEEC) functions for 13 TeV (solid blue markers), compared to the QCD
prediction of the world’s average (blue dashed band), and to the resulting global
fit (solid yellow band). The world average of αS(Q) is measured at the energy
scale equal to the Z boson mass. Previous results from other experiments like

CMS and D0 are also included.

From the Equation 2.28 it can be inferred that at very high energies (large Q2)

αS(Q2) tends to zero resulting to quarks that propagate as free particles (asymp-

totic freedom), while at very low energies αS starts to increase up to the point

where quarks and gluons are strongly bounded together (colour confinement).

2.3 The Higgs mechanism

The subtlety behind the discussion of Chapter 2.1 is hidden in the fact that the

gauge fields that seem to emerge from the Lagrangians and the fermion fields

themselves appear to be massless. This is something that contradicts the obser-

vation from the experiment after the discovery of W± and Z0 bosons with masses

80.3 GeV and 91.2 GeV, respectively. To make things more complicated the in-

troduction of a mass term in the Lagrangian to account for it would result to the

breaking of the local SU(2) gauge invariance thus making it non-renormalisable.

The solution to solve these inconsistencies is provided by the Brout-Englert-Higgs

(BEH) mechanism. The mechanism describes how particles acquire their mass
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through their interaction with the Higgs field. With this mechanism it could be

shown how mass terms can emerge for a scalar field from a broken symmetry. This

could be shown as a simple example where the mass of a gauge boson can arise

from a broken U(1) local gauge symmetry or in a more complex example which

corresponds to the full Higgs mechanism through the breaking of the SU(2)⊗U(1)

local gauge symmetry of the EW sector. This is often called as Spontaneous Sym-

metry Breaking (SSB) or Electroweak Symmetry Breaking (EWSB).

Spontaneous Symmetry Breaking: Real scalar field

In order to give some perspective the simple case of a real scalar field is being

studied. In this case the Lagrangian that describes it is given by the formula

L = T − V =
1

2
(∂µφ)(∂µφ)︸ ︷︷ ︸

kinetic

−1

2
µ2φ2︸ ︷︷ ︸

mass

−λ
4
φ4︸ ︷︷ ︸

interaction

. (2.30)

Here it is worth noticing that in order to have invariance under the simplest

transformation φ → φ′ = −φ, only even powers of the field φ are accepted. The

interaction term of the potential could be associated to a four-point interaction

vertex with coupling λ/4.

If no prior knowledge on the terms µ2 and λ was available there would be four

possible cases where

i) µ2, λ > 0, ii) µ2, λ < 0, iii) λ > 0 & µ2 < 0 and iv) λ < 0 & µ2 > 0.

Of course case ii) is dismissed since there is no state of minimum energy there and

both cases ii) and iv) are rejected since the potentials are unbounded from below.

Taking the first derivative of the potential equal to zero

dV (φ)

dφ
= µ2φ+ λφ3 = φ(µ2 + λφ2) = 0, (2.31)

it is found that the potential would either have a minimum at φ = 0 or two

minima at the values φ = ±v = ±
√
−µ2

λ
. These solutions correspond to the cases

i) and iii) from above. The point of reference of lowest energy represented by these

solutions is often called vacuum expectation value (VEV) or simply vacuum. It is
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clear that in case i) the lowest energy state occurs at φ = 0 and the field has a zero

vacuum expectation value v, while in case iii) there are two degenerate non-zero

vacuum states possible. The actual vacuum state of the field will be either of these

two resulting in a choice that breaks the symmetry of the Lagrangian.

Supposing that the vacuum state is chosen at φ = +v the excitations of the field

could be described as perturbations around the VEV and the field is written in

the form

φ = v + η(x). (2.32)

The potential after substituting the above definition is expressed as

V (η) =
µ2

2
(v + η)2 +

λ

4
(v + η)4

=
µ2

2
(v2 + η2 + 2vη) +

λ

4
(v4 + η4 + 4v3η + 4vη3 + 6v2η2)

=
µ2v2

2
+
µ2η2

2
+ µ2vη +

λv4

4
+
λη4

4
+ λv3η + λvη3 +

3

2
λv2η2

= −λv
4

2
− 1

2
λv2η2 −���λv3η +

λv4

4
+
λη4

4
+��

�λv3η + λvη3 +
3

2
λv2η2

= λv2η2 + λvη3 +
λη4

4
+ c(v),

(2.33)

where the term c(v) is being considered constant.

The term proportional to η2 is a well-defined mass term and could be compared

to the one of the initial Lagrangian (Equation 2.30). From this comparison it is

deduced that

mη = λv2 =
√
−2µ2 (> 0), (2.34)

and from the comparison of the final form of the Lagrangian to the initial one it

is shown that the potential for the new η field (defined at the VEV of the field φ)

is

V (η) = λv2η2 + λvη3 +
λ

4
η4. (2.35)
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Spontaneous Symmetry Breaking: Complex scalar field

In the SM an additional level of complexity is required such that instead of a real

scalar field a weak isospin doublet of complex scalar fields has to be used. This is

known as the Higgs field and it is introduced as

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
. (2.36)

Since the masses of the three gauge bosons should be generated by the interaction

with the Higgs field and the photon should be massless, one of the scalar compo-

nents should be neutral to account for Z0/γ (which is written here as φ0) and the

other should be charged to account for the longitudinal degrees of freedom of W±

(written here as φ+).

ϕIM

ŷ

ϕRE

x̂

ẑ

ϕIM

ŷ

ϕRE
x̂

ẑ

Figure 2.3: Shape of the Higgs-Englert-Brout potential in the case that (a)
λ > 0 and µ2 > 0, and (b) λ > 0 and µ2 < 0.

The potential of complex scalar fields can be visualised in the 3D plane as shown

in Figure 2.3 where x̂ and ŷ axes represent the real and the imaginary axes of

the complex plane respectively, and the ẑ axis points towards the direction of the

potential.

The associated Higgs potential is now written as

V (φ) = µ2φ†φ+ λ(φ†φ)2, (2.37)
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and therefore the Lagrangian can be written as

L = (∂µφ)†(∂µφ)− V (φ)

= (∂µφ)†(∂µφ)− µ2φ†φ− λ(φ†φ)2,
(2.38)

where the factor 1
2

of the kinetic term has been absorbed into the field definition

and φ† is a row doublet leading to the calculation

φ†φ =
(
φ+∗φ0∗

)(φ+

φ0

)

=
(φ2

1 + φ2
2 + φ2

3 + φ2
4)

2
.

(2.39)

Similarly to the previous example the minimum of the Higgs field is found by the

points where the first derivative is equal zero, namely

dV (φ†φ)

d(φ†φ)
= µ2 + 2λ(φ†φ) = 0

(φ†φ) = −µ
2

2λ
=
v2

2

φ2
1+φ2

2 + φ2
3 + φ2

4 = v2.

(2.40)

At this point a choice of VEV needs to be made and a fitting candidate for that

would be to set φ3 = v, φ1 = φ2 = φ4 = 0. This choice although may seem a

bit arbitrary is motivated from the fact that photon should remain massless after

the symmetry breaking, and as a result the neutral scalar field φ0 should have a

non-zero VEV. After this choice φ0 is written as

φ0 = 〈0|φ|0〉 =
1√
2

(
0

υ

)
. (2.41)

Expanding around the minimum of the potential using a perturbation term to

represent the fluctuations around the vacuum state φ0 becomes

φ(x) =
1√
2

(
0

υ + η(x)

)
. (2.42)
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Substituting this form of φ0 into Equation 2.37 and making use of Equation 2.40

the Higgs potential can be written exactly as in Equation 2.35 and similarly the

Higgs mass is

mH =
√

2λ v. (2.43)

In order the full Lagrangian to be invariant the partial derivative ∂µ in the kinetic

term should be replaced by the covariant derivative Dµ given in Equation 2.20,

which for hypercharge is Y = 1 takes the form

∂µ → Dµ = ∂µ −
1

2

(
ig ~σ · ~Wµ − ig′Bµ

)
. (2.44)

After substituting φ0 the term Dµφ can be written in matrix form as

Dµφ =
1

2
√

2

(
2∂µ + igW 3

µ + ig′Bµ ig(W 1
µ − iW 2

µ)

ig(W 1
µ + iW 2

µ) 2∂µ − igW 3
µ + ig′Bµ

)(
0

v + η(x)

)

=
1

2
√

2

(
ig(W 1

µ − iW 2
µ)[v + η(x)]

(2∂µ − igW 3
µ + ig′Bµ)[v + η(x)].

) (2.45)

Thus taking the hermitian conjugate of the above quantity and substituting both

terms in Equation 2.38 the kinetic term of the Lagrangian can be written as

(Dµφ)(Dµφ) =
1

8

(
−ig(W 1

µ + iW 2
µ) (2∂µ + igW 3

µ − ig′Bµ)
)

(
ig(W 1,µ − iW 2,µ)

(2∂µ − igW 3,µ + ig′Bµ)

)
[v + η(x)]2

=
1

2
(∂µη)(∂µη) +

1

8
g2
(
W 1
µW

1,µ +W 2
µW

2,µ
)

[v + η(x)]2

+
1

8

(
gW 3

µ − g′Bµ

)(
gW 3,µ − g′Bµ

)
[v + η(x)]2.

(2.46)

The constant terms (proportional to v2) obtained by the second term can be

interpreted as mass terms of the W 1 and W 2 fields in the general form

1

2
m2W 1

µW
1,µ,

1

2
m2W 2

µW
2,µ

which means that by comparison the mass of the W boson is given by

mW =
1

2
v g (2.47)



The Standard Model 23

The third term of Equation 2.46 also gives constant terms proportional to v2,

which if isolated can be written in matrix form as

v2

8
(gW 3

µ − g′Bµ)(gW 3,µ − g′Bµ) =

v2

8

(
W 3
µ Bµ

)( g2 −gg′

−gg′ g′ 2

)
︸ ︷︷ ︸

M-matrix

(
W 3,µ

Bµ

)
(2.48)

where the non-diagonal terms of the M-matrix allow W 3 and B fields to mix.

Diagonalising the M-matrix by requiring det(M − αI) = 0 gives the solutions(
g2 −gg′

−gg′ g′ 2

)
−

(
α 0

0 α

)
= 0

(g2 − α)(g′2 − α)− g2g′ 2 = 0

α = 0 or α = g2 + g′ 2 .

(2.49)

This result means that Equation 2.48 can be written in a diagonal basis as

v2

8

(
Aµ Zµ

)(0 0

0 g2 + g′ 2

)(
Aµ

Zµ

)
(2.50)

where Aµ and Zµ are the normalised eigenvectors of the M-matrix defined as

Aµ =
g′W 3

µ + gBµ√
g2 + g′ 2

, Zµ =
gW 3

µ − g′Bµ√
g2 + g′ 2

(2.51)

The letters A and Z were used for the eigenvectors deliberately since they cor-

respond to the massless photon and massive Z fields respectively. This can be

understood by looking into the diagonalised M-matrix where the diagonal values

(together with the multiplicative factor proportional to v2) correspond to the mass

of the fields in quadrature.

By comparison to the standard mass term, the mass of the Aµ and Zµ fields is

found to be

mA = 0 and mZ =
1

2
v
√
g2 + g′ 2 (2.52)

The conclusion at this stage is that the mass terms of the W and Z bosons emerge

from the kinetic term of the initial Lagrangian and they depend on the interaction
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of the boson field through the coupling constant of the SU(2) or/and U(1) gauge

groups with the VEV of the Higgs field, while the photon field is found to be

massless.

Going a bit further, it can be shown that fermions acquire their mass in a similar

way in the SM through the interaction of the Higgs field with the fermion fields.

This is known as Yukawa interaction and it is described by the corresponding

Yukawa Lagrangian

LY = −yd Q̄L φ dR − yu Q̄L φ̄ uR − yl L̄L φ `R + h.c., (2.53)

where φ is the Higgs field given in the complex doublet form of Equation 2.36,

QL, LL and dR, uR, `R are the quark/lepton doublets and singlets respectively

from Equation 2.23 for all generations, and (yd) yu and yl are the Yukawa couplings

for (down-) up-type quarks and charged leptons of these doublets respectively.

This interaction term for the fermions can be added to the previous Lagrangian

and if the Higgs field is written in the extended form by introducing a perturbation

term around the VEV (Equation 2.42) mass terms for fermions emerge in a similar

form as before

mf =
1√
2
v yf , (2.54)

where instead of the gauge group couplings g/g′ the yukawa couplings yf are used.

At this point it should be made clear that the Yukawa couplings yf are free param-

eters in the SM. As a result there cannot be a theoretical prediction of the values of

the fermion masses and these values had to be determined from experiment. After

the measurements of the fermion masses the yukawa couplings yf were computed

for each fermion, which were all different between them.

2.4 Higgs boson and top-quark properties

Higgs boson

From Equation 2.43 it can be inferred that the Higgs mass depends on the pa-

rameter λ and the Higgs VEV (v). The latter can be obtained by comparing
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Equation 2.47 to the formula that relates the weak coupling strength g to the

Fermi constant
GF√

2
=

g2
W

8m2
W

. (2.55)

The Fermi constant could be defined in an independent way through measurements

of the muon lifetime where the Fermi theory can be used (since mµ << mW ) by

making use of the formula

Γ(µ− → e−νµν̄e) =
1

τµ
=
G2
F m

5
µ

192π3
, (2.56)

where mµ ∼ 105.65 MeV is the measured muon mass and τµ ∼ 2.2 × 10−6 s the

measured muon lifetime. Thus the Fermi constant is determined quite precisely

to

GF = 1.16638× 10−5 GeV−2 (2.57)

The above comparison results to the calculation of v as

g2
W

8m2
W

=
GF√

2
=

1

2v2

v =

√ √
2

2GF

≈ 246 GeV

(2.58)

However, the coupling λ is not known a priori and therefore it was not possible

to have a hint about the scale of the Higgs boson mass. This was the case until

its discovery on July 4th in 2012 by both ATLAS and CMS experiments at CERN

with a mass

mH = 125.25± 0.17 GeV, (2.59)

based on the latest PDG report [2].

It was first observed in H → ZZ∗ → 4` and H → γγ decays and later in H →
WW ∗, H → τ+τ− and H → bb̄ decays. The branching ratios of the Higgs boson to

each channel is given in Figure 2.4 based on the value of its mass. These branching

ratios are also given in Table 2.1, for a Higgs boson of mass mH = 125 GeV.

The Higgs boson is a scalar boson associated to the existence of the Higgs field and

it was the missing piece for the establishment of the SM as the nominal theory.

After precise measurements it was proved that it was indeed a neutral CP-even

(spin-0) boson as predicted by the theory. The main production modes of the Higgs
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boson are through gluon-gluon fusion, vector boson fusion (VBF) and associated

production with a vector boson (V H) or with a pair heavy quark-antiquark pair

(tt̄H, bb̄H).

Figure 2.4: Predicted branching ratios of
Higgs boson decay modes for a 10 GeV window
around the measured Higgs mass (mH = 125

GeV) [3].

Decay Branching

channel ratio [%]

H → bb̄ 58.2

H → WW ∗ 21.4

H → gg 8.19

H → τ+τ− 6.27

H → cc̄ 2.89

H → ZZ∗ 2.62

H → γγ 0.227

H → Zγ 0.153

H → µ+µ− 0.022

Table 2.1: Higgs
decay branching
ratios for a Higgs
boson of mass
mH = 125 GeV.
The percentage
were taken from

Ref. [3].

The Higgs coupling-strength modifiers κ are certain parameters introduced in or-

der to study how potential BSM physics scenarios could modify the Higgs bo-

son couplings. They are introduced at tree-level within the κ-framework [3]

such that the Higgs production and decay can be studied by factorising them

as κ2
j = σj/σ

SM
j , where σj stands for the cross section of the corresponding decay

and in the SM scenario it should be κj = 1. There are certain models trying to

measure these coupling modifiers collectively for fermions and bosons considering

that κF = κt = κb = κτ = κµ and κV = κW = κZ . As it is shown in Fig-

ure 2.5a the measured (κV , κF ) values κV = 1.05±0.04 and κF = 1.05±0.09 were

found to agree within 1σ with the SM expectation value. In other measurements

an independent treatment of the coupling-strength modifiers to µ, τ, b, t,W and

Z is demonstrated. One can obtain the reduced coupling modifiers by using the

relationships

yV =

√
κV

gV
2v

=
√
κV

mV

v
, yF = κF

gF√
2

= κF
mF

v
, (2.60)
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where gV , gF are the absolute Higgs couplings to bosons and fermions respectively

and v is the Higgs VEV.

As shown in Figure 2.5b the reduced coupling modifiers are in line with the SM ex-

pectation (indicated by a blue dashed line), while the κµ is still not as constrained

as the rest of the coupling modifiers. The precision measurement of these coupling

modifiers is of outmost importance and a slight deviation from the expected SM

values could point to new physics.

(a)
(b)

Figure 2.5: (a) Measurement of κV and κF in the (κV , κF ) plane from the
ATLAS experiment. The negative log-likelihood 68% (95%) CL contours of the
combined fit are given with the full (dashed) black lines, while results from indi-
vidual Higgs decay modes are also overlaid. The best-fit values are shown with
a cross while the SM expectation value is shown with a star. Any contributions

from invisible or undetected Higgs boson decays are not considered.
(b) Measurement of the reduced coupling-strength modifiers yV and yF for weak
gauge bosons (V = W,Z) and fermions (F = µ, τ, b, t). The black (light grey)
error bars are used to represent the 68% (95%) CL intervals for the measured
parameters. Any contributions from invisible or undetected Higgs boson decays

are not considered. Both figures were taken from Ref. [4].

Top quark

A special mention is attributed to the heaviest quark that has been discovered

so far, the top-quark, which is also the heaviest particle in the SM. It belongs

to the third generation of quarks and it was first discovered in 1995 by the CDF

and D0 experiments at Fermilab. Since then, the measurement of its properties

to ever-increasing precision has been one of the priorities at the Tevatron and the

LHC. The top-quark mass is measured to be 172.69± 0.3 GeV, which constitutes

the world average of all the measurements conducted [2]. The fact that it weights
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more than the Higgs boson itself and about 173 times the mass of the proton

makes it difficult to grasp that it is actually a fundamental particle. Due to its

very short lifetime (5.0 × 10−25 s) there is not enough time for the hadronisation

procedure to take place and the top-quark decays almost immediately to other

particles. This offers the opportunity to directly use its decay products in order

to get the information about its spin undiluted by non-perturbative effects.

Because of its very high mass the top-Higgs Yukawa coupling ends up being very

close to unity since

yt =
√

2
mt

v
≈ 1. (2.61)

This result might be a coincidence, but it seems unnatural that the fermion Yukawa

couplings are of a different order of magnitude (something that boils down to

the mass difference between them). Especially the tiny neutrino masses lead to

Yukawa couplings smaller than 10−12, something that might suggest that they

could be produced with a different mechanism (e.g. seesaw mechanism [5, 6]).

The top-quark can be produced either through gluon-gluon fusion or quark-antiquark

annihilation, with the former mode to be the dominant one at the LHC. It decays

almost exclusively into a bottom-quark and a W boson, where the bottom-quark

hadronises and the W boson decays either hadronically (qq̄) or leptonically (`ν`).

Subsequently since the top-quarks are mainly produced in pairs the most common

tt̄ final state could end up in three channels: fully hadronic (BR: ∼46%), di-lepton

(BR: ∼9%) and single-lepton (BR: ∼45%).

Figure 2.6: Illustrative Feynman diagram depicting the decay of a top-quark
pair into a bottom-quark and a W boson, where the positively-charged W bo-
son is decaying hadronically and the negatively-charged W boson is decaying

leptonically. Figure taken from Ref. [7].
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2.5 Top-quark pair production in association with

a W boson

One of the main parts of this thesis is devoted to the cross-section measurement

of a top quark pair production in association with a W boson (tt̄W ). Therefore, it

is important to introduce its production and decay mechanisms and try to under-

stand the challenges that lie in the modelling of such complex process. The LHC

as a pp collider provides a large number of events containing a pair of top-quarks.

This large production of top-quark pairs allows studies of rarer processes such as

tt̄W .

Production modes

(a) Illustrative tt̄W LO diagrams.

(b) Illustrative tt̄W NLO diagrams. The interaction of diagram on the right
side can also happen with the exchange of a photon or Z boson instead of

a Higgs boson.

Figure 2.7: Illustrative tt̄W LO and NLO diagrams. The diagrams were taken
from Ref. [8].

A W boson can be produced in association with a top-quark pair at leading order

(LO) through Initial State Radiation (ISR) process where it is radiated from one

of the initial state quarks. The Feynman diagrams that describe this process are

shown in Figure 2.7a where the mediator of the interaction for the top-quark pair
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production can be either a gluon through QCD contribution (left) or a photon/Z

boson through EW contribution (right).

At next-to-leading order (NLO) the quark-gluon initiated diagrams open up non-

negligible contributions from tt̄W + j final states with or without an additional

boson in the interaction as shown in Figure 2.7b.

In a proton-antiproton collider the production cross section of tt̄W+ and tt̄W−

would be the same. The preference in the production of positively charged W+

bosons at the LHC is attributed to the proton structure itself, since proton contains

two valence u quarks and one valence d quark. A positively charged W boson is

produced in the initial state when an up-type quark changes into a down-type

quark (or a down-type antiquark changes into an up-type antiquark) and the

opposite happens for a negatively charged W boson. Since the PDF of the u quark

is higher than the one of the d quark, and the PDFs of the ū and d̄ antiquarks are

almost the same at high energies a W+ boson production is more probable.

Thus the latest official inclusive cross-section calculations at NLO that are cur-

rently used by the ATLAS experiment are

σtt̄W+ = 397.6 +12.7%
−11.4% (scale) +2%

−2% (PDF) +2.6%
−2.6% (αS) fb

σtt̄W− = 203.2 +13.3%
−11.7% (scale) +2.1%

−2.1% (PDF) +2.9%
−2.9% (αS) fb

σtt̄W± = 600.8 +12.9%
−11.5% (scale) +2%

−2% (PDF) +2.7%
−2.7% (αS) fb

(2.62)

for the tt̄W+ and tt̄W− processes at
√
s = 13 TeV using a fixed renormalisation

and factorisation scale choice of µ0 = HT/2.

Both ATLAS and CMS experiments were measuring higher tt̄W+ expectation val-

ues than the SM ones and a closer look was required from both theorists and

experimentalists. The modelling of tt̄W+ process was proved to be very chal-

lenging to the theorists mainly because of the higher order corrections and large

uncertainties in the estimations. As seen in Figure 2.8a the NLO corrections at

the QCD level provides a more accurate result result with larger expected cross

section compared to the LO calculation, while in both Figures 2.8a and 2.8b out-

line the importance of the scale choice, which could result in different outcomes

for the cross section.

The complexity of the modelling is further increased as it turns out that the

EW contribution in the tt̄W production diagrams there are additional terms that



The Standard Model 31

(a) (b)

Figure 2.8: tt̄W inclusive cross sections with calculations using different scale
choices at LO and higher orders. Figures taken from Refs. [9] and [10], respec-

tively.

emerge at LO and NLO proportional to α3 and αSα
3 respectively as shown in

Figure 2.9. In particular, the NLO EW term is non-negligible with respect to the

NLO QCD term with an additional negative effect of ∼ 6% [8].

Figure 2.9: The possible coupling combinations contributing to the LO and
NLO tt̄W± cross section. The links indicate how a given NLO order originates
from a corresponding LO order via QCD or EW corrections. The terms crossed
out vanish by color structure. In this study the orders corresponding to the

shaded bubbles are neglected. The figure was taken from Ref. [11].

Decay modes

The decay modes of the top-quark pair produced in association with a W boson

can vary depending on the decay of the W boson. Each top-quark of the top-quark

pair decays into a bottom quark and a W boson. This means that there are three

W bosons at some point in the event (two of them have always the same charge

between them), which they could either decay hadronically into a quark-antiquark

pair or leptonically into lepton and the associated neutrino. Depending on the W
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boson decays final states with multiple leptons and b-jets could exist, making this

process a non-negligible background in many SM and BSM signatures.

The main focus in this dissertation is the final states containing a pair of two light

leptons of the same electric charge (2`SS) or three light leptons (3`), where ` =

e, µ. In the former case one of the W bosons from a top-quark decays hadronically

and the rest two W bosons of the event decay leptonically. This decay mode is

illustrated in Figure 2.10 and it could be written as

tt̄W± →
(
t→ b`±ν`

)(
t→ bqq̄′

)(
W± → `±ν`

)
and the other decay mode as

tt̄W± →
(
t→ b`+ν`

)(
t̄→ b̄`−ν̄`

)(
W± → `±ν`

)
with branching ratios

B(tt̄W → `±`± +X) = (3.18± 0.04)%

B(tt̄W → `±`∓`± +X) = (1.025± 0.015)%.
(2.63)

Figure 2.10: Illustrative Feynman diagram of tt̄W+ production at leading
order with two same-sign leptons in the final state. Each of the top-quarks
decays into a W boson and a b-quark. One of the W bosons from the top-quark
decays hadronically and the other two W bosons of the event decay leptonically.

Despite the fact of the low branching ratios these decay modes are particularly

interesting since there are not many other background processes that contribute

in these experimental signatures and a specific selection based on the number of

light leptons and b-jets could target these tt̄W decays.
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Chapter 3

Beyond the Standard Model

Since the theoretical foundations of the SM have been detailed in Chapter 2,

this chapter will discuss some of the most promising theories beyond the SM

(BSM) that address some of its major shortcomings, which are summarised in

Chapter 3.1. For example, quarks and leptons although they share many physics

properties (charge, spin, etc.) and they both come in three generations in the

SM, they seem to be decoupled from each other. These similarities may hint at a

connection between quarks and leptons through an underlying symmetry, which

could introduce transitions between them through a new quark-lepton coupling.

The mediator of this interaction could be a new particle called leptoquark, a boson

that could couple simultaneously to a quark and a lepton. The presence of lep-

toquarks is predicted in many Grand Unified Theories (GUT) and compositeness

models. Leptoquarks could provide answers in the current flavour physics puzzle,

helping also in the explanation of tensions in B-meson decays and the anomalous

magnetic moment of the muon. The phenomenology of leptoquark models and the

motivation for them are being discussed in more detail in Chapter 3.2.

3.1 Shortcomings of the Standard Model

Grand Unified Theories (GUTs) and gravity

Despite its great success, the SM fails to incorporate the gravitational force in its

renormalisable quantum field theory. Instead, gravity can be described individu-

ally in macroscopic systems by the theory of general relativity. The unification of

34
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the electromagnetic force in a single theory and the further unification of electro-

magnetic and weak forces at higher energies lays the foundation for even greater

unification. In physics a force is described in terms of particle exchange, and in

order to achieve a unified theory of all the fundamental forces their coupling con-

stants should converge eventually at the same point. As shown in Chapter 2.2 the

value of the coupling constants is dependent on the energy scale (running coupling

constants). The strength of gravitational force and its coupling constant (assum-

ing the graviton as the mediator) are both very far from electromagnetic force by

many orders of magnitude, making such unification scenarios highly unlikely.

Figure 3.1: Schematic representation of the running coupling constants in the
scenarios of the SU(5) GUT (left) and the SU(5) GUT with new supersymmet-

ric particles with a mass of 1 TeV (right). Figures taken from Ref. [7].

Even for the other three fundamental forces though, it is concluded that such point

cannot exist in SM even though they have similar strengths. To overcome this issue

a Grand Unified Theory (GUT) was proposed in mid 1970s by Georgi and Glashow

suggesting that a larger SU(5) symmetry group could accommodate the observed

SM gauge theories. At this theory the three coupling constants were found to

become very close at an energy scale of about 1015 GeV as shown in Figure 3.1,

but in the end it was proven that SU(5) is not the correct choice of gauge group for

a GUT.1 Another fitting candidate for this unification would be Supersymmetry

(SUSY) since with the further addition of supersymmetric particles at a scale of

ΛSUSY = 1 TeV the evolution of the U(1), SU(2) and SU(3) couplings would be

modified within the SU(5) group resulting to the convergence of the couplings at a

single value at an energy scale of 1016 GeV. Unfortunately, no such particles have

been observed so far.

1 This is because the predicted and measured value for sin2θW do not agree.
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Dark matter and dark energy

The amount of particles contained in the SM used to create the ordinary matter

sums up only to approximately 5% of the total energy content of the universe.

Around 27% is attributed to dark matter (DM), an unknown kind of matter that

does not interact with the electromagnetic force. The rest ∼ 68% it is speculated

to belong to dark energy.

The hypothesis of dark energy is used to explain the accelerated expansion of the

universe that was first observed in 1998 by cosmologists using type Ia supernovae to

measure this expansion. Dark energy is hypothesised to exert a repulsive negative

pressure opposing gravity and driving this expansion in this period of the universe.

In cosmology, this accelerated expansion is explained with a positive value of the

cosmological constant Λ within the framework of general relativity.

On the other side, the existence of DM is strongly supported by cosmological

observations. To mention a few examples, the most direct evidence comes from

galaxy rotation curves as their stars orbit the galactic centre. According to Ke-

pler’s the rotation velocity of stars and gas clouds should decrease as a function

of the distance to the center of the galaxy, similar to the Solar System. However,

in several galaxies their rotation velocities were found to be almost flat at larger

radius from the center, as shown in Figure 3.2a. That would mean that the content

of visible matter in their outer radius is not sufficient to explain this phenomenon,

leading to the hypothesis of Dark Matter being a form of non-luminous matter.

Another compelling example is through gravitational lensing, a phenomenon ex-

plained by the theory of general relativity. According to it, massive objects (like

galaxy clusters) should act as lenses if they are found between an observer and a

very distant source of light (like a quasar) by bending the light from this source.

The amplitude of the gravitational lensing effect depends on the mass of the in-

termediate object, and the amount of luminous matter in them is not enough to

describe the observed effect.

A more illustrative observation related to DM is known as the bullet cluster. If

visible matter were the only kind of matter in a galaxy cluster its centre of mass

should be the same as the baryonic centre of mass. As shown in Figure 3.2b after

the collision of two galaxy clusters the previous assumption is inconsistent with

observation, where clearly the centres of mass differ.
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Other indications for the existence of DM involve arguments based on cosmic mi-

crowave background (CMB) radiation, early formation of the galaxy structures,

redshift-space distortions, etc.

(a) Figure of galaxy rotation velocities
versus distance from the centre.

(b) Figure of the bullet cluster
effect.

Figure 3.2: Figures from cosmological observations supporting the existence
of dark matter. Figures taken from Refs. [12] and [13].

Matter-antimatter asymmetry

In the very early stages of the universe it is hypothesised that the matter and anti-

matter particles were present on equal amounts. At some point matter dominated

over antimatter ending up in the formation of material structures in the universe.

This asymmetry cannot be explained by the SM. The CP violation observed in

the quark sector is not able to explain the magnitude of this asymmetry. There

were various attempts to explain this phenomenon involving suggestions that a

possible CP violation in the lepton sector during the early stages of the universe

might be responsible or that there could be yet undiscovered CP violating BSM

processes, but there is not yet a clear answer to this question.

Neutrino masses

The current description of neutrinos in the SM as massless particles is disputed

since the observation of neutrino oscillations. Neutrino oscillations are possible

among the three generations if there is a difference in their mass. Neutrino mass

terms could exist in the current SM formulation with the addition of a right-

handed heavy neutrino field. The right-handed chiral neutrino states (νR) of the

SM are not interacting with any of the known bosons, and currently there is no

direct proof of their existence. One of the other scenarios is that neutrinos could

be their own antiparticles by being Majorana particles, but such scenario is also
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not confirmed experimentally.

Hierarchy problem

In a quantum field theory elementary scalars like the Higgs boson are susceptible

to large radiative corrections to their mass, since they are not protected by any

chiral or gauge symmetries like fermions and gauge bosons. As a consequence,

the presence of new particles coupling to the Higgs boson at higher energy scales

such as that of a GUT (ΛGUT ∼ 1016 GeV) or the Planck scale (ΛP ∼ 1018 GeV)

would raise the Higgs boson mass and equivalently its vacuum expectation value

(VEV). That would mean that the masses of W and Z bosons, as well as the

masses of all quark and charged leptons should be raised as well. For example,

one may consider a new Dirac fermion with mass mf interacting with the Higgs

field through a Yukawa term. The mass of the Higgs boson after the virtual

quantum corrections would be

m2
H = m2

H,0 −
|yf |2

16π2

[
2Λ2 +O

(
m2
f ln

(
Λ

mf

))]
(3.1)

where mH,0 is the bare Higgs mass, yf the fermion Yukawa coupling and Λ the

cut-off value of the introduced scale.

The second term of Equation 3.1 describes the quantum corrections introduced

by a fermion quantum loop. Similar corrections can arise from other quantum

loops in the Higgs boson propagator contributing to the Higgs mass including

contributions from a general new massive particle X (as shown in Figure 3.3).

Figure 3.3: Loop quantum corrections to the Higgs boson self-energy.

At large energy scales it is difficult to have the Higgs mass at the electroweak

scale (ΛEW ∼ 102 GeV) since the virtual corrections are quadratic in Λ. This

is known as the Hierarchy problem. It is worth mentioning that the Hierarchy

problem is not a priori a problem of the SM itself, but only arises if additional

BSM particles are assumed at larger energy scales. In this case the square mass

of the Higgs boson could increase up to 30 times compared to the experimentally
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observed value. Therefore the root of the Hierarchy problem could be attributed

to the large discrepancy between the EW scale and the Planck scale.

In the scenario of new particles at large energy scales a fine-tuning process will

need to take place such that large quantum corrections are cancelled by the large

value of the bare Higgs mass resulting to the observed Higgs mass. This cancella-

tion is not forbidden in principle, but since the scales are different by many orders

of magnitude it seems unnatural to the physics community. The above argument

is known as the naturalness issue and there are many extensions proposed to keep

the observed Higgs boson mass at the EW scale in a “natural way”, such as SUSY

and Composite Higgs models.

Fermion mass hierarchy

Over the years the mystery of the different fermion masses was always quite in-

triguing. Currently the SM formulation accommodates the nine fermion masses

using the corresponding Yukawa couplings, but these were always arbitrary param-

eters with values chosen to match the experimental observations. The difference

in the masses of the fermions is not associated to a higher theoretical principle

and it is difficult to explain why the masses of the fundamental particles can range

from the MeV scale (or eV scale if neutrinos are considered) up to the scale of the

top-quark mass (∼173 GeV). This difference is another thing that looks unnatural

and combined with the mixing of quarks and leptons among the three families call

for an explanation via an unified theory at higher energy scales.

3.2 Leptoquarks

Several of the BSM extensions that have been proposed to address some of the

aforementioned open questions in physics involve the existence of leptoquarks

(LQs). LQs are hypothesised particles that decay simultaneously to a quark and a

lepton and they carry fractional electric charge. Since they couple both to quarks

and leptons, LQs are particularly interesting because their discovery would estab-

lish a connection between the two SM sectors as a new fundamental “force” with

LQs as the mediators. The similarities between quarks and leptons are numerous

(as discussed in Chapter 2.1) and the existence of LQs would prove that this fact

is not a coincidence by introducing quark and lepton mixing. The LQ scenario is

realised in several BSM scenarios such as GUTs, RPV SUSY and compositeness
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models, which can be promising candidates for a more fundamental theory. More-

over, LQs are one of the most favoured options to explain the B-physics anomalies

reported by several experiments, which seem to persist in the latest measurements.

In addition, LQs could support the findings of the (g− 2)µ measurement, a recent

hot topic in the physics community. Finally, the existence of LQs is not opposed to

any experimental constraints, which further motivates a search for such particles.

3.2.1 Motivation

3.2.1.1 Appearance of leptoquarks in BSM theories

LQs appear in many BSM theories thus being a very promising candidate with

rich phenomenology. Some examples are given below.

Grand Unified Theories (GUTs): One of the GUTs first LQ model is the

Pati-Salam model. which describes the lepton quantum number (L) as the fourth

“colour” through a SU(4) symmetry. The spontaneous symmetry breaking of

SU(4) leads to massless gluons and massive LQs carrying both baryonic and lep-

tonic quantum numbers that would appear in semileptonic interactions in the

lowest orders of perturbation theory. LQs can also appear within the context of

a SU(5) theory in the Georgi-Glashow model. There the mass range of scalar

LQs can be found within the sub-TeV scale (only if the coupling of a LQ to two

quarks is set to zero), but the masses of vector LQs are supposed to be very large

at the order of the GUT scale to avoid discrepancies with the already established

experimental limits on the proton decay. Thus in this model vector LQs are not

accessible by accelerators. Additional GUTs involving leptoquarks are based on

the SU(15) symmetry or superstring inspired E6 models, which although more

complex allow the addition of U(1) symmetries in the proposed symmetry groups.

Supersymmetry (SUSY with RPV): Supersymmetry is one of the most el-

egant BSM theories since it suggests that for each SM particle contributing to

the Higgs mass with loop quantum correction there would be a supersymmetric

particle (sparticle) contributing with an opposite correction thus cancelling it out

and solving the naturalness problem. In this context the concept of R-parity is

introduced as a quantity that should be conserved. R-parity is defined as

Rp = (−1)3(B−L)+2S, (3.2)
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where B, L and S stand for the baryon, lepton and spin quantum numbers, re-

spectively. Due to this notation each SM particle has positive R-parity (Rp = +1)

and each sparticle has negative R-parity (Rp = -1). However, there are dedicated

RPV SUSY models in which R-parity violation is allowed, where Yukawa-like

couplings could enable two-body decays of a supersymmetric fermion (sfermion)

into SM fermions via baryon (BNV) and/or lepton (LNV) number violation. The

subsequent violation of both quantum numbers is constrained by the limits on

the lifetime of the proton such that sizeable RPV contributions could be met in

either BNV or LNV interactions. In the case of significant LNV interactions su-

persymmetric quarks (squarks) could couple to a quark-lepton pair with identical

interactions as those of scalar LQs, with an expected mass at the sub-TeV or TeV

scale.

Compositeness: The similarities between quarks and leptons have led to com-

positeness models suggesting that the SM fermions (together with the SM gauge

and Higgs bosons in some models) have a common sub-structure and are com-

posite particles made of more fundamental ones that are usually referred to as

preons. Preons are described by a new quantum number called hypercolour with

same properties as the SM colour such that it can ensure their confinement inside

the SM fermions at the Fermi scale (ΛF ∼ 250 GeV). Within these models LQs

are predicted with a mass range of few hundred GeVs that couple preferentially

to third-generation quarks and leptons.

Technicolour: Technicolour models propose a new QCD-like interaction as an

alternative version of the SM electroweak symmetry breaking instead of the Higgs

mechanism. This theory predicts that bound states from technicharged fermion-

antifermion pairs should act as a composite Higgs-like states through which SM

gauge bosons acquire their mass. The so-called technifermions could be either

doublets or singlets, which are in a more general way multiplets of a non-abelian

gauge interaction referred to as technicolour. In this context a fundamental scalar

Higgs is not longer needed and the masses of the W and Z bosons arise from

the breaking of the corresponding global symmetry. In order to account for the

production of the fermion masses extended technicolour (ETC) models have to be

used. In these models LQs appear as leptoquark technimesons that are created

by a techniquark and an anti-technilepton. The coupling of a technimeson lepto-

quark to a SM quark-lepton pair takes place when the leptoquark’s technifermion



Beyond the Standard Model 42

constituents exchange an ETC gauge boson turning it into an ordinary quark and

lepton.

3.2.1.2 Flavour anomalies and muon magnetic moment

Flavour anomalies

The decays of W and Z gauge bosons and the decays of SM mesons involving

leptons in the final state suggest that electrons, muons and tau-leptons should be

produced at equal rates (except for mass effects) since in the SM gauge interac-

tions do not depend on the lepton flavour, a feature known as Lepton Flavour

Universality (LFU). Over the past several years there are intriguing indications of

LFU violation reported by different experiments in charged and neutral-currents

B-meson decays. These indications manifest themselves through deviations from

the SM expectation value in the ratios of B-meson decays to the leptons of the

three families and are referred to as B-physics or flavour anomalies. The flavour

sector was always very interesting and following the aforementioned results the

corresponding theoretical studies to explain these anomalies are more timely than

ever.

Figure 3.4: Illustrative Feynman diagrams of semileptonic B-meson decays
into D-mesons.

The first such measurement was reported by BaBar experiment and it was related

to the RD(∗) ratio

RD(∗) =
B(B → D(∗) τ ν̄)

B(B → D(∗) ` ν̄)
, (3.3)

where ` = e, µ. An excess of about 3.8σ was found with respect to the SM

expectation value due to an excess in the B → D(∗)τ ν̄ decays. The same ratios

were measured also by LHCb and Belle experiments to be

RD = 0.41, RD∗ = 0.31, (3.4)
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compared to the SM values of RSM
D = 0.3 and RSM

D∗ = 0.26. A similar excess of

about 2σ was found by the LHCb experiment when measuring the ratio

RD(∗) =
B(Bc → J/ψ τ ν̄)

B(Bc → J/ ` ν̄)
= 0.71± 0.25. (3.5)

Another LHCb result related to the flavour anomalies involved the measurement

of the RK(∗) ratio in b→ s`+`− neutral currents. This ratio is given by the formula

RK(∗) =
B′(B → K(∗) µ+ µ−)

B′(B → K(∗) e+ e−)
, (3.6)

where B′ stands for the partial branching fraction. The RK(∗) ratio showed a

deviation of 2.5σ compared to the predicted SM values, due to a deficit in the

B → K(∗)µ+µ− decays.

The RK ratio is often determined as the double ratio of the branching fractions

RK =
B(B+ → K+µ+µ−)

B(B+ → K+J/ψ(→ µ+µ−)K+)

/
B(B+ → K+e+e−)

B(B+ → K+J/ψ(→ e+e−)K+)
.

(3.7)

This ratio is normally expected to be RK ∼ 1 due to LFU, but in the latest

measurement from the LHCb experiment shown in Figure 3.6b this ratio is 3.1σ

lower than the SM prediction.

Figure 3.5: Illustrative Feynman diagrams of B-meson decays into kaons
demonstrating the b→ s`+`− decays.

Other measurements that point towards LFU violation involve the branching frac-

tion of the rare B0
S → φµ+µ− decays (Figure 3.7) and in other kinematic variables

of B0 → K0∗µ+µ− decays (e.g. in P ′5 angular observable shown in Figure 3.8).
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Figure 3.6: Summary combination plots of recent measurements of R(D(∗))
(top) as computed by the Heavy Flavour Averaging Group in 2021 [14], R(K)

ratio (middle) [15] and R(K∗0) ratio (bottom) [16].
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Figure 3.7: Differential branch-
ing fraction dB/dq2 overlaid with
SM predictions from the LHCb ex-
periment [17] for integrated lumi-
nosities of 3 fb−1 (gray) and 9 fb−1

(black).

Figure 3.8: The P ′5 angular ob-
servable (right) measured by the
LHCb [18], CMS, Belle and ATLAS
experiments, superimposed to the

SM predictions.

One way to explain some of these anomalies is with the exchange of a leptoquark

at leading order as shown in Figure 3.9.

Figure 3.9: Illustrative Feynman diagrams of B-meson decays into kaons (left)
and D-mesons (right) through a leptoquark.

Anomalous muon magnetic moment

The magnetic moment of electrons and muons is an intrinsic property related to

their spin and electric charge. It is defined by the formula

~µ` = g`
qe

2m`

~s (3.8)

where ` = e, µ, m` stands for their mass, qe for the electric charge, and g` for the

gyromagnetic ratio (also known as g-factor), a quantity defined as g` = 2(1 + aµ)

in units of the Bohr magneton.

Their spins tend to twist in order to align with an existing magnetic field, an effect

that becomes quite macroscopic in the case of electron spins that are precessed

in a ferromagnet. In the microscopic scale their tiny magnetic moment interacts
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with the external magnetic field through the absorption of photons from which

the field is comprised.

According to the Dirac equation the magnetic moment of fermions is predicted to

be precisely e/2m`, meaning that the g-factor should be equal to two in units of

the Bohr magneton (since the amplitude of the spin vector is 1/2 for fermions).

Quantum corrections increase this value by an additional 0.1% that is being ac-

commodated in the g-factor definition as the “anomalous” contribution of the

magnetic moment denoted as aµ.

The magnetic moment of the electron is one of the most precisely calculated quan-

tities in physics and is found to agree with the SM expectation value at the order of

O(10) of quantum electrodynamics (QED). However, the magnetic moment of the

muon shows a tension with respect to the SM prediction, although calculated at a

similar level of precision. This is known as the anomalous muon magnetic moment

puzzle that has consolidated over the years. It was first measured by the E821

experiment at Brookhaven National Laboratory [19], and a confirmation followed

quite recently by the Fermilab Muon g− 2 experiment [20]. The first results from

Fermilab (FNAL) report a value of aµ(FNAL) = 116592040(54)×10−11 which cor-

responds to a deviation of 3.3σ with respect to the SM. This deviation reaches 4.2σ

if combined with the previous Brookhaven result reaching to a combined value of

aµ(Exp) = 116592061(41)×10−11, as shown in Figure 3.10.

Figure 3.10: Measurements of the anomalous muon magnetic moment from
BNL E821 experiment (top), FNAL g − 2 experiment (middle), and their com-
bined average (bottom). The inner tick marks are used to indicate the statistical
contribution to the total uncertainties. The SM value of the g − 2 theory ex-

pectation is also shown for comparison. Figure taken from Ref. [20].



Beyond the Standard Model 47

A LQ model with LQs decaying exclusively into quarks and muons could poten-

tially explain the anomalous muon magnetic moment via the contributions from

the additional diagrams shown in Figure 3.11.

Figure 3.11: Illustrative Feynman diagrams demonstrating the dominant con-
tribution to the muon magnetic moment from scalar LQs.

3.2.2 Leptoquark phenomenology

The Buchmüller-Rückl-Wyler (BRW) model [21] constitutes the benchmark model

for the LQ interpretation offering a general model-independent approach. It relies

on an effective Lagrangian, which is required to be renormalisable and invariant

under the SU(3)C×SU(2)L×U(1)Y transformations. A slightly modified variation

of this model has dominated over the years in the physics analyses known as

minimal Buchmüller-Rückl-Wyler (mBRW) model [22], which is established as

the standard BRW model.

The mBRW model relies on an effective Lagrangian LLQ = Lf|F |=0 +Lf|F |=2, where

Lf|F |=0 =
(
h2,L ūR `L + h2,R q̄L i τ2 eR

)
R2 + h̃2,L d̄R `L R̃2

+
(
h1,L q̄L γ

µ `L + h1,R d̄R γ
µ eR

)
U1,µ

+ h̃1,R ūR γ
µ eR Ũ1,µ + h3,L q̄L ~τ γ

µ `L ~U3,µ + h.c.,

Lf|F |=2 =
(
g1,L q̄

c
L i τ2 `L + g1,R ū

c
R eR

)
S1

+ g̃1,R d̄
c
R eR S̃1 + g3,L q̄

c
L i τ2 ~τ `L ~S3

+
(
g2,L d̄

c
R γ

µ `L + g2,R q̄
c
L γ

µ eR

)
V2,µ

+ g̃2,L ū
c
R γ

µ `L Ṽ2,µ + h.c..

(3.9)

In Equation 3.9 F = 3B + L stands for the fermion quantum number (where B

and L are the baryon and lepton quantum numbers respectively), qL and `L denote
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the left-handed SU(2) quark and lepton doublets respectively, while uR, dR and

eR denote the corresponding right-handed singlets. The relationship f c = Cf̄ T is

applied to obtain the charge conjugated fields shown, and the τi quantities corre-

spond to the Pauli matrices. The hi and gi quantities represent the leptoquark

couplings of leptoquarks with |F | = 0 and |F | = 2 respectively to the different

fields, while their indices are matched to the possible LQ-types of the model cor-

responding to the dimension of their representation under the SU(2) symmetry

group and their chirality.

In general, the model includes both scalar (spin-0) and vector (spin-1) LQs. The

scalar LQs can be of type S or R and the vector LQs can be of type V or U

depending on their fermion number F , while the tilde (∼) symbol is used for

the right-handed LQs in contrast to the left-handed LQs without it. Among

other differences the LQ transverse momentum (pLQ
T ) is known in general to be

“softer” for scalar LQs and “harder” for vector LQs. These possible LQ types

carry fractional electric charge of ±1
3
, ±2

3
, ±4

3
or ±5

3
and they are summarised in

Table 3.1.

LQ type S F SU(3)C SU(2)W U(1)Y Allowed coupling
S1 0 -2 3̄ 1 1/3 q̄cL`L or ūcReR
S̃1 0 -2 3̄ 1 4/3 d̄cReR
~S3 0 -2 3̄ 3 1/3 q̄cL`L
V2 1 -2 3̄ 2 5/6 q̄cLγ

µeR or d̄cRγ
µ`L

Ṽ2 1 -2 3̄ 2 -1/6 ūcRγ
µ`L

R2 0 0 3 2 7/6 q̄LeR or ūR`L
R̃2 0 0 3 2 1/6 d̄R`L
U1 1 0 3 1 2/3 q̄Lγ

µ`L or d̄Rγ
µeR

Ũ1 1 0 3 1 5/3 ūRγ
µeR

~U3 1 0 3 3 2/3 q̄Lγ
µ`L

Table 3.1: Possible LQ types of the mBRW model [22]. The number S denotes
the LQ spin and the number F the fermion quantum number defined as F =
3B+L, where B and L are the baryon and lepton quantum numbers respectively.
The numbers in the fourth and fifth column give the dimension of the LQ
representation under the given symmetry group. The LQ electric charge Q
can be derived from the numbers of the sixth column using the formula of the
hypercharge (Chapter 2.2). qL and `L denote the left-handed quark and lepton
doublets respectively, while uR, dR and eR denote the corresponding right-
handed singlets. The charge conjugate fields satisfy the relationship f c = Cf̄ T .

Table adapted from Ref. [2].
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The LQ types that emerge from the mBRW model have become rather popular

due to the recent B-physics anomalies and the (g− 2)µ results. Of course it is not

straightforward for a specific LQ type to accommodate all the anomalies without

inducing other phenomenological problems. The most prominent LQ candidates

to explain (or alleviate) these anomalies are given in Table 3.2.

LQ type RK(∗) RD(∗) (g − 2)` at 1L
S1 7∗ 3 3

S̃1 (7) (7) 7
~S3 3 7 7

R2 7∗ 3 3

R̃2 7 7 7

U1 3 3 7

Ũ1 3 7 (7)

Table 3.2: Summary of the LQ types which can accommodate RK(∗) (first
column), RD(∗) (second column), and (g − 2)` results (third column) without
inducing other phenomenological problems. In particular the third column in-
dicates whether the LQ type is able to generate one-loop (1L) corrections to
the muon and electron magnetic moments with opposite sign - i.e. the LQ has
mixed-chiral couplings. The symbol 7∗ means that the discrepancy can be al-
leviated, but not fully accommodated. The symbol (7) means that the current
entry for the corresponding LQ type does not appear at all in the original ta-
ble of the publication. The results in the first two columns were obtained by

Ref. [23] and the ones in the last column by Ref. [20].

The mBRW model imposes some additional constraints with respect to its prede-

cessor namely that the LQs should belong to three generations and they should

only couple to fermions of a single generation, so that the flavour changing neutral

currents (FCNC) are forbidden at tree level. The couplings imposed by the mBRW

model respect chirality, and they had very low energy constraints by the time of

the construction of the model suggesting that LQs could be found at masses of

O(100 GeV).

Going a step further, the interactions of LQs with the photon and the Z boson can

also be inserted to the general Lagrangian (as shown in Ref. [24]), which would

take the form LLQ = Lf|F |=0 +Lf|F |=2 +Lγ,Z . This formulation would be more useful

for an electron-positron collider, since it would offer the possibility of probing LQ

pair production from e+e− annihilation with a γ/Z mediator.
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At the LHC the relevant interactions are the ones of a LQ with gluons or fermions

resulting in an effective Lagrangian of the form LLQ = Lf|F |=0 + Lf|F |=2 + LgS + LgV
[25]. Most of the fermionic couplings λ`q are bounded to be very small in the

commonly probed mass range up to O(1 TeV), so the fermionic contributions can

be neglected and terms corresponding to the LQ-gluon interactions are

LgS =
∑
scalar

[(
Dµϕ

)† (
Dµϕ

)
−M2

S ϕ
†ϕ

]

LgV =
∑
vector

{
− 1

2
V †µνV

µν +M2
V ϕ

µ†ϕµ

− igS
[
(1− κG)ϕ†µ T

a ϕν G
µν
a +

λG
M2

V

V †σµ T
a V µ

ν G
νσ
a

]}
,

(3.10)

where the pairs of MS, ϕ and MV , ϕµ correspond to the mass and the field of a

scalar or vector LQ, respectively, gS stands for the strong coupling constant and

T a are the generators of the SU(3) symmetry group. The covariant derivative Dµ

and the LQ field tensor Vµν are defined as

Dµ = ∂µ − igS T aAaµ,

Vµν = Dµϕν −Dνϕµ,
(3.11)

while the gluon field tensor Gµν is the one defined in Equation 2.27.

In Equation 3.10 the parameters κG, λG are related to the anomalous “magnetic”

moment µV and the “electric” quadrupole moment qV of the vector LQ field. They

are assumed to be real numbers given by the relationships

µV,G =
gS

2MV

(2− κG + λG),

qV,G = − gS
M2

V

(1− κG − λG).
(3.12)

This model was used in the context of this thesis for the vector LQ interpretation

by generating type Ũ1 vector LQ signal events for the minimal coupling (min.

coup., κG = 1, λG = 0) and Yang-Mills coupling (YM, κG = λG = 0) options.

For the scalar LQ signal simulation an alternative parametrisation is being used

from a similar model [26], which is also adopted for the results of this thesis. In this

parametrisation the Lagrangians of up-type (Q = 2/3) and down-type (Q = −1/3)
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scalar LQs are

LLQuS
= λ

√
β d̄R `

−
L ϕ

u + λ
√

1− β ūR νL ϕu + h.c.,

LLQdS
= λ

√
β ūR `

+
L ϕ

d + λ
√

1− β d̄R ν̃L ϕd + h.c.,
(3.13)

where λ corresponds to the LQ-lepton-quark coupling and β corresponds to the

branching fraction of a LQ to decay into a quark and an electrically charged

lepton (the branching fraction of a LQ decay into a quark and a neutrino is given

by β′ = 1 − β). In this equation it is chosen that only left-handed leptons will

be involved such that the values of ηL = 1, ηR = 1 − ηL = 0 are assumed for the

charged lepton chirality fractions. The hypothesised LQ production at the LHC

is expected to be insensitive to this parameter. However, this parameter might be

accessible through the top-quark spin, when a third generation LQ couples to a

top-quark.

It is worth mentioning that this model is not very much in line with the mBRW

one, with the core difference that SU(2)W⊗U(1)Y symmetryisnot preserved.

3.2.3 Leptoquark production and decay modes

The main LQ production modes in proton-proton collisions at the LHC are through:

1) pair production: the cross section is dominated by QCD and it is mostly de-

pendent on the LQ mass (doubly-resonant production),

2) single production: the cross section is proportional to λ2,

3) non-resonant production: the cross section is proportional to λ4.

Figure 3.12: Illustrative Feynman diagrams representing the three possible
LQ production modes at the LHC. From left to the right these are: a) pair

production, b) single production and c) non-resonant production.
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In the context of this thesis the studies were focused on the pair production mode,

since also the single production is expected to be quite suppressed at the LHC.

There are two main sub-categories of LQ pair production either through gluon-

gluon (gg) fusion or through quark-antiquark (qq̄) annihilation. At lower LQ

masses at the sub-TeV scale the dominant pair production mode is through gg

fusion. However, at larger masses LQ production through qq̄ annihilation becomes

also important. The leading order Feynman diagrams for LQ pair production are

summarised in Figure 3.13.

Figure 3.13: Illustrative Feynman diagrams for LQ pair production at leading
order. LQ production through gg fusion is the dominant production mode at
the LHC, while at higher LQ masses the production through qq̄ annihilation

becomes also relevant.

The leading order (LO) scalar LQ production cross sections through qq̄ annihila-

tion and gg fusion are given by the equations

σ̂
qq̄→LQSLQS
LO =

2α2
Sπ

27ŝ
ξ3, (3.14)

σ̂
gg→LQSLQS
LO =

α2
Sπ

96ŝ

[
(−31ξ2 + 41)ξ + (−ξ4 + 18ξ2 − 17) log

1 + ξ

1− ξ

]
, (3.15)

where αS the strong interaction coupling constant, ξ =

√
1−

4m2
LQ

ŝ
is the LQ

velocity depending on ŝ and the mass of the LQ (mLQ), and ŝ represents the

square of the centre-of-mass energy of the partonic process.
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Due to the presence of the anomalous couplings κG and λG in the Lagrangian of

vector LQs, the vector LQ production cross sections through the same processes

are more complicated and they are given be the formulas

σ̂
qq̄→LQV LQV
LO =

4α2
Sπ

9mV

5∑
i=0

χqi (κG, λG) G̃i(ŝ, ξ), (3.16)

σ̂
gg→LQV LQV
LO =

α2
Sπ

96mV

14∑
i=0

χgi (κG, λG) F̃i(ŝ, ξ), (3.17)

where the functions χq,gi ,G̃i and F̃i are defined in Ref. [27].

While not very obvious from the previous relationships, in general the cross section

of vector LQ models is higher than the one of scalar LQ models and this is also

illustrated in Figure 3.14.

Figure 3.14: Scalar and vector LQ pair production cross sections at leading
order (LO) corrected to next-to-leading order (NLO) K-factors (same for scalar
and vector for simplicity). The cream band shows possible theoretical lowest
and highest cross-section bounds for different renormalisation scales µ, which

are 0.25σS and 2σV respectively. Figure taken from Ref. [28].

Higher-order perturbative corrections up to next-to-leading order (NLO) in QCD

are usually required for studies with reliable precision. These corrections increase

the LQ production cross section and they were included in the signal MC pro-

duction for scalar LQs in the context of this thesis, since they are already known.

Nowadays next-to-next-to-leading order (NNLO) QCD calculations with soft gluon

resummation of [29] at next-to-next-to-leading logarithmic (NNLL) accuracy are

available making it possible to have even more precise predictions for the total

cross section. These calculations were not included in the signal model generation

of this thesis. However, since the NNLO+NNLL cross sections [30] were recently
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available, the NLO cross sections were eventually scaled-up to the values of their

most accurate successors. The values of σNLO, σNNLO+NNLL cross sections as well

as of the K-factors that were used for the scaling are given in Table 3.3.

LQd mass σNLO σNNLO+NNLL δσNNLO+NNLL K-factor
[GeV] [pb] [pb] %

500 4.19·10−1 6.09·10−1 7.53 1.24
600 1.66·10−1 2.05·10−1 8.12 1.23
700 6.33·10−1 7.83·10−2 8.80 1.24
800 2.63·10−2 3.26·10−2 9.53 1.24
850 1.74·10−2 2.16·10−2 9.93 1.24
900 1.16·10−2 1.45·10−2 10.33 1.25
950 7.96·10−3 9.91·10−3 10.76 1.24
1000 5.46·10−3 6.83·10−3 11.20 1.25
1050 3.79·10−3 4.76·10−3 11.65 1.26
1100 2.66·10−3 3.35·10−3 12.12 1.26
1150 1.88·10−3 2.38·10−3 12.62 1.27
1200 1.35·10−3 1.70·10−3 13.13 1.26
1250 9.67·10−4 1.22·10−3 13.66 1.26
1300 6.99·10−4 8.87·10−4 14.21 1.27
1350 5.06·10−4 6.46·10−4 14.78 1.28
1400 3.69·10−4 4.73·10−4 15.37 1.28
1450 2.70·10−4 3.48·10−4 15.99 1.29
1500 2.01·10−4 2.57·10−4 16.63 1.28
1550 1.47·10−4 1.91·10−4 17.28 1.30
1600 1.10·10−4 1.42·10−4 17.96 1.29
1700 6.13·10−5 7.96·10−5 19.4 1.29
1800 3.41·10−5 4.51·10−5 20.94 1.32
1900 1.94·10−5 2.58·10−5 22.6 1.33

Table 3.3: The signal cross sections at NLO in QCD computed with Mad-
Graph5 aMC@NLO, the higher-order calculations at NNLO+NNLL and their
uncertainties due to QCD scale variations, αs and PDFs. The cross-section val-

ues at NNLO+NNLL are taken from Ref. [30].

On the other hand, vector LQ are LO processes and the cross sections σMC
LO and

σYM
LO that were used in this thesis for the minimal coupling and Yang-Mills coupling

scenarios, respectively, are summarised in Table 3.4.

Both Table 3.3 and Table 3.4 contain also the uncertainties in the NNLO+NNLL

and LO calculations due to QCD scale variations, αS and PDFs. These uncertain-

ties are taken into account in the overall systematic errors of the LQ analyses as

normalisation uncertainties on the theory cross section (see Chapter 10).

Once a LQ is produced it is expected to decay into a quark and a lepton. The

branching ratio of the decay is controlled by the λ parameter, which corresponds
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Ũ1 mass σMC
LO δσMC

LO σYM
LO δσYM

LO

[GeV] [pb] % [pb] %

500 3.340 40.7 13.95 38.6
700 3.192·10−1 42.5 1.5034 40.7
900 4.654·10−2 44.5 2.389·10−1 42.8
1000 1.966·10−2 45.3 1.045·10−1 43.9
1100 0.872·10−2 46.5 4.777·10−2 45.1
1200 4.025·10−3 47.7 2.266·10−2 46.0
1300 1.920·10−3 48.8 1.107·10−2 47.5
1400 0.939·10−3 50.0 5.544·10−3 48.7
1500 4.709·10−4 51.9 2.834·10−3 50.7
1600 2.399·10−4 53.3 1.470·10−3 52.1
1700 1.242·10−4 55.4 7.732·10−4 53.6
1800 6.493·10−5 56.9 4.107·10−4 56.1
1900 3.432·10−5 59.7 2.203·10−4 58.5
2000 1.820·10−5 62.3 1.184·10−4 61.3
2100 9.710·10−6 65.2 6.380·10−5 63.7
2200 5.186·10−6 68.4 3.445·10−5 67.5
2300 2.775·10−6 73.5 1.858·10−5 73.8
2400 1.477·10−6 78.0 9.977·10−6 76.3
2500 7.859·10−7 84.0 5.342·10−6 82.6

Table 3.4: The vector Ũ1 signal cross sections predicted by MadGraph5
aMC@LO, and their uncertainties due to QCD scale variations, αs and PDFs.

to the LQ-lepton-quark coupling. The coupling parameter λ is set to 0.3 in the

LQ models of this thesis resulting to a LQ width of 0.2% of its mass, satisfying

the narrow-width approximation. The general formulas for the decay width of a

scalar or a vector LQ are

Γ(LQS → q`) =λ2β

√
m4

LQ +m4
q +m4

` − 2
(
m2

LQm
2
q +m2

LQm
2
` +m2

qm
2
`

)
16πm3

LQ

× (m2
LQ −m2

q −m2
`),

(3.18)

Γ(LQV → q`) =λ2β

√
m4

LQ +m4
q +m4

` − 2
(
m2

LQm
2
q +m2

LQm
2
` +m2

qm
2
`

)
48πm3

LQ

×
2m4

LQ −m4
q −m4

` −m2
LQm

2
q −m2

LQm
2
` + 2m2

qm
2
`

m2
LQ

,

(3.19)

where q and ` are the quark and lepton produced by the LQ decay and λ is the

coupling of the interaction.

Among the LQ searches presented in Chapter 9 there is a dedicated search in
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tτ tτ final states (β = 1), which mainly includes third-generation down-type scalar

LQs (LQd
3). The search was found to be sensitive to tτbν final states (β = 0.5)

as well, where the result is given in terms of σLQd
3LQd

3
× B, where B stands for

the partial branching ratio to this final state. One might expect the branching

fraction (β) and branching ratio (B) to be identical and that would be correct at

large LQ masses. Since the branching ratio (B) depends on the LQ mass through

the formula B = Γi/Γ the corresponding partial branching ratios B(LQd
3 → tτ)

and B(LQd
3 → bν) are

B(LQd
3 → tτ) =

Γ(LQd
3 → tτ)

Γ(LQd
3 → tτ) + Γ(LQd

3 → bν)
,

B(LQd
3 → bν) =

Γ(LQd
3 → bν)

Γ(LQd
3 → bν) + Γ(LQd

3 → bν)
.

(3.20)

Equation 3.18 can be written into a more compact form if the mass of the lepton m`

is considered negligible. Substituting the short form into the above relationship,

and using the values of λ = 0.3, β = 0.5, mt = 173 GeV and mb = 4.7 GeV, the

above branching ratios can be calculated as a function of LQ mass, as shown in

Figure 3.15.

400 600 800 1000 1200 1400 1600 1800 2000

 [GeV]
3
dLQ

m

0.35

0.4

0.45

0.5

0.55

0.6

0.65

 q
l)

→ 3d
(L

Q
B

)ν b→ 
3

d(LQB

)τ t→ 
3

d(LQB

S. Kazakos PhD Thesis

0.5 = β

Figure 3.15: Branching ratios of a scalar LQd
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3 mass for a model with β = 0.5.
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Chapter 4

The LHC complex and the

ATLAS detector

This chapter provides an overview of the Large Hadron Collider (LHC) complex

and focuses on the ATLAS detector, the detector used by the ATLAS experiment

to record and analyse the proton-proton collision data used for the work of this

dissertation. The LHC is located at CERN (Geneva, Switzerland) and currently

is the only circular accelerator worldwide designed to accelerate protons up to a

centre-of-mass energy of about 14 TeV. After reaching the desired energy the two

protons beams are colliding at certain points of the LHC ring where a detector

has been placed to study the collision products. The four main experiments of

the LHC ring are ATLAS, CMS, LHCb and ALICE, while at the same time there

are many other interesting experiments present (AD/ELENA, ISOLDE, AWAKE,

n TOF, etc.). The proton-beams start from a linear accelerator (LINAC4) at the

ground level as hydrogen atoms having “stripped off” their electron and they start

accelerating first in the proton BOOSTER, then in the Proton-Synchrotron (PS),

afterwards in the Super-Proton-Synchrotron (PS) and finally at the main LHC

ring. In order to create the proper collision conditions a complex magnet system

is unfolded in the LHC and a pretty concise cooling system has been designed

along the magnets in order to maintain these conditions. Prior to the circulation

of the beams the air is removed from the beam pipes in order to create void-like

conditions to avoid the unwanted collisions of the accelerated protons with air

molecules.

58
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4.1 The LHC complex

The LHC is a circular particle accelerator of about 27 km in circumference that

is installed in an underground tunnel around 100 m below the surface. It is

designed for CERN (European Organisation for Nuclear Research1) in Geneva,

Switzerland, and it is located at the borders of Switzerland and France. It is

constructed to produce proton-proton (pp) and lead-ion collisions in comparison

with its predecessor LEP (Large Electron Positron) collider that was installed at

the same tunnel in order to produce electron-positron collisions. The LEP collider

has been decommissioned in 2000, after a successful run of performing collisions at

centre-of-mass energy of
√
s = 209 GeV. The LHC started its operations in 2008

reaching a centre-of-mass energy of
√
s = 8 TeV at the end of Run 1 that was

later increased to
√
s = 13 TeV towards the end the discovery of the Higgs boson

in 2012, a very rich physics program has been in place towards the Run 3, a new

period of operation that started in 2022.

The largest experiments in the LHC ring are ATLAS, CMS, LHCb and ALICE each

one represented by a corresponding detector at an interaction point. While ATLAS

and CMS experiments are designed to fulfil multiple purposes studying a broad

range of physics processes from SM precision measurements to BSM searches,

LHCb is more focused on B-physics processes and ALICE on heavy ion collisions.

Of course, there many other interesting physics experiments at the LHC complex

with colliding beams like TOTEM, MoEDAL, FASER and LHCf, fixed target

experiments like COMPASS and NA61-64 and antimatter related experiments

like ALPHA, AEGIS, GBAR, etc., which are being performed at the Antimatter

Decelerator (AD) and ELENA facilities.

In Run 2 the proton acceleration chain starts from obtaining the protons by hydro-

gen atoms (H2) that have been stripped off their electrons during their acceleration

in LINAC2 up to an energy of about 50 MeV. The protons are then inserted in the

Proton Synchrotron Booster (PSB), an circular accelerator of 157 m in circum-

ference, where they reach an energy of about 1.4 GeV. Afterwards, they enter a

larger circular accelerator of 628 m in circumference, the Proton Synchrotron (PS),

where they reach an energy of 25 GeV, resulting into an even larger ring with a

circumference of 6.9 km that hosts the Super Proton Synchrotron (SPS) designed

to bring the protons to an energy of about 450 GeV. Apart from accelerating the

1 Conseil Européen pour la Recherche Nucléaire.
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protons SPS is also providing beam for scheduled test beams and experiments

conducted in the North area area or other experiments such as AWAKE, etc..

Up to this point the protons are circulating in the same direction, something that

changes after being injected to the Large Hadron Collider (LHC), where they start

circulating in opposite directions (clockwise and anticlockwise). At the LHC the

protons accelerate up to an energy of 6.5 TeV, preparing for the collisions to take

place. Until a full proton fill at the LHC is completed the protons circulate at the

injection energy, and they start accelerating only afterwards reaching the desired

energy in about 15 minutes. The collisions start taking place only if the beams

are found to be stable and they are interrupted when roughly 50% of the beam

luminosity is lost impacting the data collection rate. The beam is then dumped

and a new proton fill takes place. The proton beam is not continuous and it is

divided in 2808 bunches with a 25 ns bunch spacing, each containing about 1011

protons. This bunch spacing corresponds to pp collisions at a rate of 40 MHz.

Figure 4.1: Schematic illustration of the Large Hadron Collider (LHC) ac-
celerator chain at CERN. The position of the four main experiments ATLAS,
CMS, LHCb and ALICE is represented by yellow dots. The light grey arrows
indicate the direction of the protons that are accelerated in the LHC complex.
The proton acceleration chain starts from Linac 3 and ends up with the LHC

ring. Figure taken from Ref. [31].
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In Run 3 there are further improvements in the above procedure that took place

during the Long Shutdown 2 (LS2), boosting the manufacturing specifications.

Some of the most important improvements are that LINAC2 has been replaced by

LINAC4 (able to accelerate protons up to 160 MeV), PSB is capable of accelerating

them to 2 GeV (instead of 1.4 GeV) and the final beam energy at the LHC is about

6.8 TeV.

The LHC consists of 9593 magnets in total that belong in different categories

depending on the task they are designed to perform. There are 1232 supercon-

ducting dipole magnets (15 m long each) built to bend the proton beam and keep

the protons in a circular trajectory. This is achieved by introducing a 8.3 T mag-

netic field perpendicular to their trajectory pointing to the sky, which creates the

Lorentz force towards the centre of the LHC ring that bends the beam towards

the same direction. In the magnet system there are additionally 392 quadrupole

magnets placed in pairs in order to focus the beam. There additional higher order

multipole magnets (such as sextupoles, octapoles and decapoles) designed to fur-

ther focus the beam and suppress any unwanted behaviour of the beams. All the

main magnets are cooled down to 1.9 K, with a superfluid helium cooling system

in order to ensure their proper operation.

The protons are being accelerated in the beam pipes of the LHC in artificial

vacuum conditions to reduce the probability of collision with the air molecules.

The acceleration is accomplished by using 8 radio frequency (RF) cavities per

beam direction operating at a temperature of 4.5 K. The acceleration depends on

the potential difference created by the RF cavities and the proper orientation of

the RF field that is either attractive or repulsive to the beam particles.

4.1.1 Luminosity and pile-up

A useful quantity to determine the performance of a particle accelerator and its

ability to produce a certain number of collisions is called instantaneous luminosity

L and it is defined as

L =
1

σi

dNi

dt
(4.1)

where σi is the cross section and dNi/dt is the event rate of a given physics process

i (such as pp → X). Luminosity L is therefore defined as the integral of the
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instantaneous luminosity delivered within a certain time window as L =
∫
L dt.

It is measured in units of [length]−2[time]−1, usually [cm]−2[s]−1.

In an accelerator where two beams collide by crossing each other at a finite crossing

angle the instantaneous luminosity is expressed as

L = f
NbN1N2

4πσxσy
S, (4.2)

where f is the revolution frequency of the beam, Nb the number of bunches per

beam, N1 and N2 are the number of protons, σx and σy are the horizontal and

vertical widths of the colliding beams respectively assuming a Gaussian beam

profile and same widths for both beams and S is the luminosity reduction factor

due to crossing beams

S =
1√

1 +

(
σx
σs

tan
φ

2

)2
≈ 1√

1 +

(
σx
σs

φ

2

)2
, (4.3)

where σs is the bunch length and φ the crossing angle as indicated in [32]. In the

case of introduced beam offsets Equation 4.2 is transformed to

L′ = L ·W · e
B2

A (4.4)

where

W = e
− (d2−d1)

2

4σ2x , A =
sin2 φ

2
σ2
x

+
cos2 φ

2
σ2
s

, B =
(d2 − d1) sin

φ

2
2σ2

x

, (4.5)

and d1, d2 the induced beam offsets. The parameter W is a luminosity reduction

factor due to the beam offsets and the factor e
B2

A appears only when both beam

offsets and non-zero crossing angle are present.

Run 1 Run 2 Run 3
Parameter / Year 2011 2012 2015 2016 2017 2018 2022
Centre-of-mass energy

√
s [TeV] 7 8 13 13 13 13 13.6

Bunch spacing [ns] 50 50 25 25 25 25 25
Peak instantaneous luminosity L [1034 cm−2s−1] 0.36 0.77 0.5 1.38 2.09 2.1 2.2
Integrated luminosity L [fb−1] 5.5 23.1 4.2 38.5 50.2 63.4 35.4
Average interactions per bunch crossing <µ> 9.1 20.7 13.4 25.1 37.8 36.1 53.0

Table 4.1: Overview of the operation parameters of the LHC during Run 1
and Run 2 [33, 34]. An estimation of these parameters is given for the first year

of Run 3 (2022) based on the corresponding operation report [35].
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Another interesting accelerator related quantity is called pile-up and it represents

the amount of additional pp interactions per bunch crossing. In a single bunch

crossing only the interaction vertex with the largest
∑
p2

T is kept as the most suit-

able candidate to produce interesting physics. This is known as the hard-scatter

vertex and the rest of the interactions consist the pile-up. These additional inter-

actions can either occur at the same bunch crossing (in-time pile-up) or originate

from a different bunch crossing (out-of-time pileup) either from a previous or a

subsequent one. There is a constant effort of keeping pileup levels as low as pos-

sible, a task that gets more difficult at higher luminosity when the number of

interactions is increased. High pileup levels could lead the performance of the

physics detectors to deteriorate, severely impacting the proper identification of

physics objects matched to the hard-scatter vertex and being a continuous chal-

lenge for the proper function of trigger. The mean number of interactions per

bunch crossing (pileup) in ATLAS during Run 2 was < µ >= 33.7 as shown in

Figure 4.2b.
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Figure 4.2: (a) Integrated luminosity as a function of time during stable beams
at
√
s = 13 TeV. ATLAS experiment recorded a great portion (yellow) of the

total luminosity delivered by the LHC (green), while large part of it was useful
for physics studies (blue). (b) Distribution of the observed mean number of
interactions per bunch crossing <µ> during Run 2 (separate periods are also

shown) for pp collisions at
√
s = 13 TeV. Figures taken from Ref. [36].

4.2 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector is a general purpose detector

that is used in the ATLAS experiment. It serves as a solid probe for new physics

checking the validity of the SM at the same time through precision tests at the
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TeV scale. The detector’s length reaches the 44 m, while its diameter is estimated

to 25 m. It is designed to cover a solid angle of nearly 4π steradians around the

interaction point (IP) and its weigh is estimated to 7000 tonnes.

Figure 4.3: Side-view of the ATLAS detector and its sub-systems. Figure
taken from Ref. [37].

The sub-systems of the detector are labelled in Figure 4.3. The ATLAS detector is

a cylindrical structure and consists of an outer solenoid magnet that surrounds the

inner detector. A set of different calorimeters is circled around the inner detector

and three large superconducting toroids (one barrel-shaped and two end-caps) are

located around them.

4.2.1 ATLAS coordinate system

The ATLAS experiment uses a right-handed coordinate system (x,y,z) with respect

to the interaction point in the centre of the detector. The x and y axes define the

transverse plane and the z-axis follows the direction of the beam. The positive

x-axis points to the center of the accelerator ring and the y-axis points upwards.

The positive z-axis points to the side A of the detector, while the side C lies in

the opposite direction. ATLAS also uses frequently a polar system based on the

angles θ and φ. The azimuthal angle φ is measured in the transverse plane from

the positive x-axis to the positive y-axis ranging from -π to π. On experimental
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basis it is computed as

φ = arctan
py
px
, (4.6)

where px, py the particle momentum projection on the x- and y-axis respectively.

The polar angle θ is an angle measured from the positive z-axis to the transverse

plane with running values from 0 to π. It is commonly used to calculate the

transverse plane projections of the fragment trajectories and momentum after

collision. Some of these projected quantities like transverse momentum (pT) and

transverse energy are defined as

pT = p · sin θ =
√
p2
x + p2

y, (4.7)

ET = E · sin θ =
√
m2 + p2

T, (4.8)

and are preferred in particle physics experiments reflecting the lack of knowledge

regarding momenta along the z-axis of the beam.

Another characteristic quantity is rapidity y which is defined as

y =
1

2
ln
E + pz
E − pz

(4.9)

In a hadronic collider it is often more convenient to use the rapidity instead of the

polar angle. The advantage of rapidity is that differences in rapidity are invariant

under lorentz boosts. At the limit of relativistic energies, where the particle mass

can be neglected (E ≈ pc), Equation 4.9 simplifies to

η =
1

2
ln
|p|+ pz
|p| − pz

= − ln

[
tan

(
θ

2

)]
(4.10)

The quantity η is called pseudorapidity and is just a special case of rapidity. It

could be expressed in terms of p and pz as

η = − arctanh
pz
p
, (4.11)

and any shift in pseudorapidity is also invariant under Lorentz boosts along the

z-axis.

The “forward” regions of the detector that are close to the beam axis are often

described in terms of η as high η regions, while η drops down to 0 going closer to

the transverse plane.
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(a) (b)

Figure 4.4: (a) Schematic representation of the ATLAS cartesian and polar
coordinate system. (b) Correspondence between pseudorapidity η and polar

angle θ.

Distances between two particles in the detector region are described by the variable

∆R:

∆R =
√

(∆φ)2 + (∆η)2 (4.12)

One of the notable quantities used in the experiments is called transverse impact

parameter d0 and is defined as the smallest closing perpendicular distance between

the trajectory of a track and its primary vertex in the transverse plane. A similar

definition yields for the definition of the longitudinal impact parameter z0.

4.2.2 Inner detector

The Inner Detector (ID) [38] is the innermost subsystem of the detector that is

closest to the interaction point. The central solenoid surrounding the ID generates

a uniform axial magnetic field of 2 T, which bends the trajectories of the charged

particles. Due to the existence of the Lorentz force v × B, the trajectory of the

charged particle is a helix with a pitch angle λ and a radius of curvature R (shown

in Figure 4.5). Hence, for a charged particle in the detector region (|q| = e) these

quantities are related to its momentum by the formula

p · cosλ = 0.3 · B · R, (4.13)



The LHC complex and the ATLAS detector 67

where p is the momentum of the particle and B is the magnetic flux density. By

determining the parameters of the helical trajectory in the tracking detectors, R

and λ can be obtained leading to the reconstruction of the particle’s momentum.

Figure 4.5: Principles of tracking reconstruction using a silicon tracking de-
tector. The curvature in the xy-plane determines the transverse momentum.

The range of cover in pseudorapidity (|η| < 2.5) in addition to the high granu-

larity and the strong bending power offers high precision tracking and excellent

momentum resolution.

Figure 4.6: Layout of the ATLAS Inner Detector [38].

The precision tracking detectors are arranged in a formation of concentric cylinders

around the beam axis in the barrel region. In the end-cap regions they appear as

disks perpendicular to the direction of the beam axis (Figure 4.5).
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The Inner Detector contains three main complementary sub-detectors: the silicon

Pixel Detector, the Semi-Conductor Tracker (SCT) and the Transition Radiation

Tracker (TRT).

4.2.2.1 Pixel detector

The Pixel Detector is the “heart” of the Inner Detector, as it is the closest part to

the interaction point. Its function is based on semiconductor technology and re-

cently introduced methods using silicon pixels and strips. When a charged particle

traverses an appropriately doped silicon wafer and ionises it, electron-hole pairs

are created, as shown in Figure 4.7. The potential difference is applied across the

silicon and the holes will drift in the direction of the electric field where they can

be collected by p-n junctions. Each time the amount of charge accumulated by

the sensors surpasses a threshold a “hit” is registered.

Figure 4.7: Illustration of the production of current in a silicon tracking sensor
[7].

The sensors are arranged in silicon strips, normally separated by O(25 µm), or in

silicon pixels defining a precise 2D space point. The determination of the exact

hit position is done through charge interpolation over adjacent pixels. The pixel

sensors have a resolution of 10 µm in the transverse plane (R-φ) and a resolution

of 115 µm in the longitudinal plane (z). This provides the required granularity

for charged particles trajectories. The produced signals in a typical silicon wafer

after the crossing of a charged particle are not small and with the appropriate

amplification, the output is a clear signal associated with the strip/pixel on which

the charge was collected. The most urgent issue that is associated with the Pixel

Detector is the damage due to overheating and radiation. To avoid such incidents

the detector is operated at very low temperatures (∼ -5 oC to -10 oC). Pioneer

cooling techniques are currently developed based on liquid nitrogen technology

with the aim to be implemented in the upcoming upgrade.
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Figure 4.8: Overview of the Inner Detector subsystems (barrel region) [39].

4.2.2.2 Semi-conductor tracker

The complementary detector around the Pixel Detector is called Semi-Conductor

Tracker (SCT). It is also a silicon based detector, which is made of thin layers

of silicon “strips” and it is mainly responsible to guarantee excellent track recon-

struction. It uses strips instead of pixels providing reliable information regarding

the vertexing reconstruction, taking advantage of its structure. Particularly, the

SCT focuses on impact parameter measurements along with heavy flavour and

tau-lepton tagging. Each track crosses four space points located on the four cylin-

drical double sensor layers (eight strips) of the SCT. In this way, there is access to

the two-dimensional information taken from the grid that is created. The silicon

strip detector attains a resolution of 17 µm in the transverse plane and 580 µm

along the direction of the z-axis. The SCT suffers from the same weaknesses as

the pixel and as a result they should operate at the same conditions, since they

share the same thermal enclosure.
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4.2.2.3 Transition radiation tracker

The outer part of the Inner Detector is called Transition Radiation Tracker (TRT).

It is comprised of drift tubes which are located both in the barrel region and the

end-cap regions. In the former the tubes are tangent to each other and parallel to

the direction of the beam, while in the latter the tubes are arranged radially on the

caps and vertical to the beam axis. The tubes contain a certain mixture of gasses

composed of 70% Xe, 27% CO2 and 3% O2. The length of the tubes in the end-cap

regions reaches the 37 cm while in the barrel region the tubes are almost 4 times

longer measuring 4 mm in diameter. The angular cover of TRT is restricted to

|η| < 2.0 with a resolution of 130 µm in the transverse (R - φ) plane. Nevertheless,

the notably large number of hits (36 hits on average per track) compensates for

its low accuracy providing an optimal performance given its low price (compared

to the rest of the silicon subsystems). The straw-like structure of the TRT favours

the discrimination between electrons and pions since the detection of transition-

radiation photons contributes to the electron identification. The TRT is designed

to measure the transition radiation which is produced when a charged particle

passes through the straws. The gas inside the straws is ionised and the ions drift

to the tube’s wall. The electrons are driven to a central wire in the centre of the

tube and the generated current is measured. The amount of radiation is higher for

lighter particles and in this way electrons are distinguished over heavier hadrons

such as pions. In addition, the TRT cross-checks and complements the Electro-

magnetic Calorimeter at an energy window below 25 GeV, while contributing to

the reconstruction of track segments from photon conversions.

4.2.3 ATLAS calorimeters

The purpose of the calorimeter system is to deliver precise measurements of the

particle energies while interrupting their course as they are passing through the

detector. The ATLAS Calorimeters are located around the Inner Detector (ID)

and they are arranged in a similar formation of two regions: the barrel region and

the end-cap one.
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Figure 4.9: Inner structure of the ATLAS Calorimeters [37].

4.2.3.1 Electromagnetic calorimeter

The Electromagnetic Calorimeter (EMCal) is designed to stop particles that pro-

duce EM showers such as electrons, positrons and photons and provide information

about some of their properties. It has an angular cover of |η| < 1.475 in the barrel

part and a cover of 1.375 < |η| < 3.2 in the two end-cap parts. The detection

medium of the EMCal is Liquid Argon (LAr) while there are also absorbing plates

made of lead over its whole range. LAr shows remarkable radiation tolerance and

it also provides a fine linear response.

The incident particles pass through the lead plates and create EM showers produc-

ing secondary particles of lower energies. Therefore, the depth and the material

thickness of the EM calorimeter should be carefully considered in order to prevent

shower particles from reaching the muon system. The so-called “punch-through”

of the Muon Spectrometer should be avoided as the EM particles can induce fake

muon rates and disturb the precise measurement of the missing transverse energy

(one of the objectives of the EMCal). The depth of the shower is given in terms

of the critical energy Ec and the radiation length X0 as

X = X0 ln

(
E0

Ec
− 2

)
(4.14)
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The traversing medium interacts with the incoming particles lowering their initial

energy by a factor of 1/e for each radiation length. The material thickness of lead

in the calorimeter is ∼22 X0 in the barrel part and ∼24 X0 in the end-caps. With

this depth the EM calorimeter can accumulate almost all the showers initiated by

particles of energies lower than 1 TeV. In fact, lead thickness is optimised as a

function of pseudorapidity (η), thus it takes different values for different values of

η.

The secondary low energy particles that survive from the showers, mostly elec-

trons and positrons, ionise the liquid argon. The electrons after the ionisation

are collected on electrodes made of cooper, generating a current that is measured.

The energy of the initial particle is proportional to the number of particles ion-

ising the LAr, and so is the measured charge and maximum current. The signal

derived from the electron current is amplified, digitised and recorded. Owing to

its accordion-like shape the EMCal presents fine azimuthal coverage over the full

range of the φ angle without any gaps or cracks. Over the angular region that it

has the same coverage with the ID (|η| < 2.5), the EMCal is divided into three

sections or layers according to their purpose. The first layer has the finest granu-

larity (∆η×∆φ) and it is designed to provide precise η measurements determining

the flight direction of the particles. Its sub-role is to distinguish photons from neu-

tral pions that decay to two photons. The second layer focuses on the absorption

of the radiation from EM showers, which justifies its larger depth compared to

the other layers. The third layer attempts in principle to differentiate EM from

hadronic objects by measuring the remaining energy of the incident particles. The

granularity in the second and third layer, as well as the granularity in the end-caps

is coarser complied with the purpose of each part.

4.2.3.2 Hadronic calorimeters

Unlike electrons and photons, hadrons traverse the EMCal with no energy losses.

The placement of the EM calorimeters prior to hadronic calorimeters is therefore

justified since, in principle, hadronic showers penetrate deeper than EM showers.

The Hadronic Calorimeter (HCal) is separated in different compartments: the

Tile Calorimeter, the Forward Calorimeter and the Hadronic End-Cap Calorime-

ter. Its leading objectives are jet reconstruction, energy measurements, particle

identification and determination of the Emiss
T .
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Figure 4.10: Detailed overview of the EMCal showing its accordion-like design
and the granularity for each part [37].

Tile calorimeter (TileCal)

The hadronic calorimeter that surrounds the EMCal is called Tile Calorimeter.

It is segmented in two parts: the first one consists an extension to the EMCal in

the barrel region with a coverage of |η| < 1.0 and the second is located around

the end-cap wheels to provide additional coverage coping with the angular region

of 0.8 < |η| < 1.7. The development of the TileCal was based on scintillating

tiles panelling absorbing steel plates. As the shower develops through the tiles,

scintillation light is produced. The two sides of the scintillators communicate with

fibres that shift the wavelength of the light to the visible region and transport the

signal to photomultipliers.

LAr hadronic end-Cap calorimeter (HECCal)

The hadronic end-cap calorimeter resembles the EMCal in the end-cap region, with

the difference that it utilises parallel cooper plates as absorbers instead of lead.

LAr is again the active material and flows between the two wheels from which the

HECCal is comprised. It covers the angular region of 1.5 < |η| < 3.2 it shares

the same cryostat as the EMCal in the end-caps. For an optimal performance,
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the HECCal overlaps with the TileCal in the region 1.5 < |η| < 1.7 and with the

FCal in the range 3.1 < |η| < 3.2. The front and back wheels are made up of

copper plates that differ in number and thickness and LAr fills the gaps (8.5 mm)

between the plates.

LAr forward calorimeter (FCal)

The purpose of the forward calorimeter is to tackle the high particle flux and large

energy densities in the forward region. Its coverage is restricted in the range of

3.1 < |η| < 4.9 and its two hadronic components consist a follow-up to the forward

part of the EMCal. The existence of the two hadronic parts is crucial since the

majority of the incident particles that reach the FCal are hadrons. The active

material is LAr and the absorber plates are made of cooper for the EM part,

while for the two subsequent hadronic parts absorbers are made of tungsten. The

plates are vertical to the beam direction and are held together by regularly spaced

rods in a matrix formation. The gaps between the rods are filled with LAr and

the ionisation signal is measured from the rods. Overall, the depth of the FCal

reaches about 10λ2 and the FCal itself still suffers from pile-up issues which are

expected to be amplified in the following runs.

4.2.4 Muon spectrometer

The outermost system of the ATLAS detector is called Muon Spectrometer (MS)

[37]. It is comprised of several subsystems in order to achieve optimal coverage and

performance, while each subsystem is charged with a specific task. The outlying

location of the MS is aptly justified since muons are highly penetrative parti-

cles and they traverse the calorimeters without being interrupted. It is designed

to measure the momentum of muons and identify their charge in the region of

|η| < 2.7 and it has also triggering capabilities in the region of |η| < 2.4. The MS

is imposed with the requirement of precisely determining the muon kinematics up

to the TeV scale achieving a resolution of 10% at 1 TeV. The momentum measure-

ments in the GeV scale are considered more reliable with an average resolution

2 The nuclear interaction length λ is used in hadronic calorimeters and stands for the average
distance travelled by a hadron before interacting with a nucleus.
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of 30% at approximately 200 GeV. The MS performs stand-alone transverse mo-

mentum measurements owing to its separate magnetic field, combining the results

with the track information that utilises from the ID. In principle, the determina-

tion of the momentum is based on the relation Eq.4.13, where R is the radius of

the sagitta formed by the curvature of the muon’s trajectory due to the presence

of the magnetic field B.

Figure 4.11: Cut-away 3-D layout of the ATLAS Muon Spectrometer with its
subsystems labelled. Figure taken from Ref. [37].

The subsystems of the MS which are shown in Figure 4.11 and the performed tasks

are briefly described below:

Monitored drift tubes (MDTs): Chambers located both in the barrel and the

end-cap regions. Typically, there are three to four layers of aluminium tubes filled

with a gas mixture of Ar (93%) and CO2 (7%). By the time a muon traverses

the tubes a trail of electrons is created and drifted to a wire (anode). This con-

stitutes the primary signal which is then amplified and digitalised. The MDTs

are responsible for muon tracking, while each chamber contains innovative sensors

which monitor the temperature and the local magnetic field. The angular coverage

of these chambers scales up to |η| < 2.7.

Cathode strip chambers (CSCs): Respecting the principles of energy and mo-

mentum conservation the muon flux is also expected to be larger in the kinematic
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region of 2.0 < |η| < 2.7. In this forward region the CSCs replaced the MTDs due

to their efficient handling of large fluxes, achieving satisfactory spatial and time

resolutions. CSCs are chambers made of almost orthogonal strips and filled with

a combination of Ar (80%) and CO2 (20%). The CSCs are designed for muon

tracking and their operation is similar to the MTDs. One main advantage of these

chambers is that they combine four layers of anode/cathode wires, thus providing

a four-point precision and four measurements of the φ coordinate per track. This

feature is missing from MTDs, which cannot provide information about the second

coordinate.

Resistive plate chambers (RPCs): Resistive Plate Chambers are designed in

the barrel region to provide complementary measurements of the second coordinate

φ while being engaged in the triggering procedure. RPCs are plate detectors

placed in a parallel direction to the beam axis in altering distances. The 2 mm

gap created by insulating spacers between the electrodes is filled with C2H2F4

(gas), which is ionised. The strips on the two sides of the gap are perpendicular,

providing information for η and φ coordinates. The spatial resolution of RPCs

is ∼10 mm for both coordinates and the timing resolution does not surpass the

threshold of 7 ns, allowing for precise bunch crossing identification.

Thin gap chambers (TGCs): TGCs are introduced as another solution for

triggering and determination of the φ coordinate. The coverage in terms of pseu-

dorapidity is 1.05 < |η| < 2.7 (for triggering it is 1.05 < |η| < 2.4) and they are

placed radially on the end-caps to account for the large muon flux there. The

chambers are filled with a combination of n-C5H12 and CO2 and provide fine time

resolution for most of the tracks, which is 25 ns on average.

4.2.5 Trigger system

The trigger system at the ATLAS detector is designed to perform a primary event

selection on-the-go and its development is itself a challenging task. The system is

responsible to record interesting events at a frequency of approximately 400 Hz,

while the nominal bunch crossing rate is estimated to a frequency of 40 MHz. The

trigger’s combined efficiency is given by the complementary operation of a three-

level system. The system at each level acts as an AND/OR gate making decisions

that comply with the previous levels (if any). The trigger levels are: Level 1 (L1),

Level 2 (L2) and event filter level (EF).
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The L1 is the first trigger level and it is mostly hardware based. It employs the

information from the calorimeters and the muon system to make a choice in less

than 2.5 µs. At this level the trigger focuses on high-pT particles and jets, as well

as on objects with large missing total and transverse energy. The L1 trigger also

sets the Regions of Interest (RoI), which are passed to the next level for further use.

The L2 trigger utilises the previously identified RoIs and advanced reconstruction

algorithms to provide decisions at higher precision. The current level is software-

based and the event processing time at this level is only 40 µs. The triggering

procedure is finalised in the Event Filter (also software-based), where there is

complete event reconstruction incorporating sophisticated algorithms similar to

the ones of the offline analysis.

The events are finally recorded upon passing the EF with an average registration

size of 1.3 MB and are stored for further analysis. The decisions of the three

trigger levels are organised in pre-selected trigger menus which determines the

way the events are classified into physics channels for separated storage. Some

menus require at least one lepton to satisfy certain criteria, while other menus

contain additional selection criteria that are analysis dependent (e.g. increasing

the momentum threshold for triggering).

4.2.6 Luminosity measurement

In order to determine the cross section of an observed physics process a precise

measurement of the beam luminosity is essential. For this purpose there are two

dedicated sub-detectors, LUCID2 (LUminosity measurement using Cherenkov In-

tegrating Detector 2) and BCM (Beam Conditions Monitor) that can check the

beam luminosity bunch-by-bunch during the physics data collection [40].

LUCID is a Cherenkov detector located on each side of interaction point (IP), at

a distance of 17 m corresponding to η = 5.8. It has sixteen mechanically polished

aluminum tubes filled with C4F10 gas around the vacuum chamber.

LUCID2 is a Cherenkov detector located at both sides of the ATLAS detector

(side A and side C) at a distance of z = ±17 m from the IP. There are 16

photomultiplier tubes (PMTs) in the forward region of each side inducing the

production of Cherenkov light. Dedicated luminosity algorithms are used in order

to convert the raw PMT signal to a luminosity measurement. The raw hit counts
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of the PMTs are converted to a visible interaction rate per bunch crossing (µvis),

which is used for to determine the luminosity values through the formula

Lb =
µvisf

σvis
, (4.15)

where σvis is the cross section of a visible interaction and represents the absolute

luminosity calibration constant, f is the revolution frequency and Lb the sum of

luminosity over all colliding bunches.

In BCM the read-out is based on two diamond sensors that are placed symmetri-

cally at each side of the ATLAS detector at a distance of z = ±1.84 m correspond-

ing to η = 4.2 [41]. BCM provides a complementary luminosity measurement to

LUCID2, while at the same time it monitors the stability of the LHC beam to

detect incidents that could cause detector damage.

Apart from the two luminometers above ALFA (Absolute Luminosity For AT-

LAS) sub-detector is used in order to provide secondary luminosity measurements.

ALFA sub-detector is located at a distance of z = ±240 m from the IP and it con-

tains scintillating fibre trackers, which are used to measure the pp collision total

cross section. In more detail, ALFA measures the elastic scattering rate at small

forward angles (3 µrad) in special runs where the beam divergence is low [42].

The elastic scattering rate is connected to the total cross section (σtot) though the

optical theorem

dN

dt
= πL |AC + AN |2 ≈ πL

∣∣∣∣−2α

|t|
+
σtot
4π

(i+ ρ) e
−b|t|

2

∣∣∣∣2 , (4.16)

where AC stands for the Coulomb interaction amplitude, AN stands for the strong

interaction amplitude and α stands for the electromagnetic coupling constant.

Equation 4.16 is fitted with four free parameters that are determined from the

fit. These parameters are the luminosity (L), the total cross section (σtot), the ρ

parameter and the slope parameter b.

Complementary to these measurements there is a network of 16 Medipix-2 (MXP)

silicon pixel devices designed to measure the properties of the radiation field in the

ATLAS detector [43]. The MXP sub-detectors are placed very close to the IP and

they are in charge of performing van der Meer (vdM) high precision calibration

scans. The vdM method [44] is based on a beam displacement technique, where

one of the two beams is displaced independently in the vertical and the horizontal
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directions and the counting rate is expressed with respect to the displacement. The

calibration is performed during specific luminosity scans, where the luminosity L
is given after the displacement by the formula

L = fN1N2

∫ ∫
ρ1(x2 + ∆x, y2 + ∆y) ρ2(x2, y2) dx2 dy2, (4.17)

where the subscripts 1 and 2 refer to the displaced and stationary beam, respec-

tively, and ∆x,∆y is the horizontal and vertical displacement of the beam.

The ATLAS calorimeters (TileCal, LAr, etc.) are also able to provide luminosity

measurements that are not calibrated during vdM scans. TileCal luminosity mea-

surement is instead equalized to LUCID2 or the track measurement in a specific

run, (determining the calibration constant) and in the LAr luminosity measure-

ment the calibration procedure depends on the HV setting.
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Chapter 5

Electron studies on the ATLAS

Tile Calorimeter towards

Phase-II upgrade

This chapter provides a more detailed description of the ATLAS Tile calorimeter

(TileCal) layout and discusses the main plan for the TileCal related developments

towards the Phase-II upgrade. Part of this plan is the validation of new electronics

that will be used in the upgrade through dedicated test beams conducted for that

purpose. The test beam setup is described in detail in Section 5.2. The test

beam data from test beams performed in 2018 and 2021 are being analysed in the

context of this thesis. The main focus lies on the analysis of electron runs for the

precise measurement of the electron response. Electron showers are often created

inside the hadronic ones when pions are traversing the TileCal. The measurement

of the electron response with the new electronics will verify their proper function,

while at the same time it will validate that the electromagnetic (EM) scale has

been set correctly during the cesium calibration. Since hadrons are also being

produced during electron runs a dedicated method has been designed to separate

electrons from hadrons using topological analysis. The electron purity of the beam

is calculated each time and a systematic model has been developed to strengthen

the validity of the separation method. Other parameters of interest are also been

looked into such as the modulations of energy in the electron signal (verifying that

these are indeed electrons), the beam impact parameters, the timing, the pulse

shapes and the energy deposits in the Cherenkov counters.

81
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5.1 ATLAS Tile calorimeter layout and the Phase-

II upgrade

The Tile Calorimeter (TileCal) is one of the main ATLAS hadronic calorimeters

and its layout is shown in Figure 5.3. The TileCal is designed to measure the

energy of the jets running into it capturing effectively about 30% of their total

energy. As secondary objectives TileCal provides useful information about jet sub-

structure, transverse missing-energy, electron isolation (in the hadronic showers),

and triggering (by also exploiting muon related information). It is segmented in

four compartments, LBA and LBC in the long barrel (LB) region, and EBA and

EBC in the extended barrel (EB) region with a radius 2.28 ≤ r ≤ 4.23 m and

lengths of 2.82 m and 2.91 m, respectively, reaching up to 1.6 in rapidity coverage.

Figure 5.1: Side-view of the ATLAS Tile Calorimeter [45]. The four read-out
partitions EBC, LBC, LBA and EBA are shown in green.

Each barrel compartment contains 64 modules vertical to the beam pipe main-

taining a 2π coverage. The modules are made of a succession of a 3 mm thick

scintillator plate followed-up by a 14 mm thick steel plate in a 18 mm period (glue

estimated to be about 1 mm), as shown in Figure 5.2. Each of these modules is

segmented radially in three layers (A-, BC- and D-layer) with interaction lengths

of 1.4, 3.9 and 1.8, respectively, at η = 0 and a granularity of η×φ = 0.1×0.1 [46].

A-layer is closer to the interaction point and it contains 15 cells (A1-A10 in the

LB modules, A12-A16 in the EB modules), BC-layer is the next layer consisted of

14 cells (BC1-BC8 and B9 in the LB modules, B11-B15 in the EB modules) and
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D-layer is the outer layer containing 7 cells (D0-D3 in the LB modules, D4-D6

in the EB modules). Each cell is read out by two photomultiplier tubes (PMTs),

where the signal reaches by the scintillators after a wavelength shift initiated by

dedicated wavelength-shifting (WLS) fibres attached on each side. The A-,BC-,D-

grouping corresponds to a trigger tower providing fast trigger.

Figure 5.2: Tile calorimeter module inner structure [47] focusing on the
pattern of scintillator and steel plates. The light signal is collected by the
wavelength-shifting (WLS) fibres and transferred to the photomultiplier tubes

(PMTs).

Between the LB and EB regions there are additional cells (E1-E4 known as E-cells

and C10), which together with the Minimum Bias Trigger Scintillators (MBTS)

that placed below them are designed to provide electron identification and to

monitor the luminosity values during luminosity scans [46]. The MBTS are also

in charge of determining the minimum-bias event rates and the E3 and E4 cells

contribute to the determination of the energy that is missed by the electromagnetic

calorimeter, restoring the lost resolution for converted electrons and photons in

the 1.2 < y < 1.6 region.

TileCal is also equipped with a reliable front-end and back-end electronics system

performing different actions. The front-end electronics part is designed to sum the

signal from the PMTs, digitise it and integrate the continuous produced current

to determine the event rates for calibration purposes. The data gathered end up

to the back-end electronics system after serialisation.

In order to ensure high precision physics measurements a calibration system is put

in place providing calibrations from three different systems. One of the calibration
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Figure 5.3: ATLAS Tile Calorimeter cells for long and extended barrel regions
in one of the detector’s side (side A) [46]. The pseudorapidity values correspond-
ing to a particle’s track are shown in dash lines providing information on the

cells where the energy was deposited.

constants is taken from the Charge Injection System (CIS), where charge is injected

into the front-end electronics to determine the conversion factor from ADC counts

to pC, a second calibration constant is taken from the Laser System using pulses

and checking the PMT response, and another calibration constant is acquired

by the Cesium System, where a 137Cs source passes through all the calorimeter

scintillators through a tube. All these calibration constants are being used together

for the offline conversion of the signal from ADC raw counts to MeV.

Phase-II upgrade

The general plan for the ATLAS Phase-II upgrade involves a strategy to prepare

the detector to handle the demanding operation conditions of High-Luminosity-

LHC (HL-LHC). The delivered integrated luminosity of the HL-LHC is estimated

to be ten times higher than the luminosity of Run 1 to 3 combined (3000 - 4000

fb−1). This means that the average interactions per bunch crossing <µ> are ex-

pected to be around 200 requiring a peak instantaneous luminosity of about 7.5

times higher than the LHC design value. The upgrade towards HL-LHC brings

forward some of the challenges that need to be overcome such as the proper re-

design of the trigger and data acquisition systems to be able to cope with the very

large trigger rates and the increased pileup. As a great compensation for these

technical challenges the increased statistics are expected to offer the opportunity

for numerous physics searches and measurements. The Higgs boson properties
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Figure 5.4: Timeline of the Phase-II upgrade towards the HL-LHC run [48].

will be calculated at a higher precision through the precision measurements of the

higgs-fermion Yukawa couplings. The HL-LCH era is foreseen to provide further

knowledge on the measurements of the W boson and top-quark masses that con-

stitute a central requirement for the validity and understanding of the Standard

Model (SM). The increased luminosity might also open the window to rare pro-

cesses such as H∗ → HH, which were unreachable before due to low statistics.

In addition to that, the upgrade will certainly lead to a richer physics program

related to searches beyond the SM, since rare low cross-section physics processes

will have increased discovery potential.

The Phase-II upgrade of the ATLAS detector comprises seven core projects. The

most demanding one is related to the replacement of the current Inner Detector

(ID) by the Inner Tracker (ITk), a fully silicon tracker extended in the forward

region to profit from the physics reach of the HL-LHC. The rest of the projects

are focused on the installation of a High-Granularity Timing Detector (HGTD),

providing precise timing and tracking information, or in the upgrade of the muon,

trigger and data acquisition systems. An ambitious program is also in the pipeline

concerning the upgrade of LAr and the scintillating-tile Calorimeters.

The TileCal Phase-II upgrade involves a replacement of the calorimeter on- and

off-detector electronics to an improved version. The large super-drawer (SD),

shown in Figure 5.5, will be superseded by four independent mini-drawers, shown
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in Figure 5.6, each one connected to its own High-Voltage (HV) and monitoring

system.

Figure 5.5: Illustrative sketch of the current electronics configuration used in
Run 2 [46].

Figure 5.6: Illustrative sketch of the new electronics configuration that is
planned for Phase-II upgrade [46].
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This change is expected to reduce power distribution failures observed already in

Run 1 related to the HV or the Low Voltage Power Supply (LVPS) systems. The

PMT signal will reach the off-detector electronics after digitisation from the on-

detector electronics. Off-detector electronics will reconstruct the digitised signal,

store it and then redirect it to the Level 0 (L0) trigger with a 40 MHz rate. This

roadmap is depicted in the bottom sketch of Figure 5.6. The trigger rate will be

significantly increased from its former value (100 kHz), as shown in the bottom

sketch of Figure 5.5, offering the possibility for the use of more sophisticated trigger

algorithms.

5.2 TileCal test beam setup

The updated Tile electronics designed to replace the current ones prior to the HL-

LHC run should improve the quality of data collected, while successfully maintain-

ing a proper functionality track. TileCal should be able to assure a linear response

of the jet energy measurements up to several TeV. It should be also able to identify

single muons depositing at least an energy of 0.4 GeV to its central cells, and be

in place to provide a linear electron response, which is critical to the validation

of the calibration process and the setting of the electromagnetic (EM) scale. The

HV and the LVPS systems need to be tested to ensure voltage stability, and the

PreProcessor (PPr) to ensure proper handling of the high-speed communication

with the front-end electronics.

In order to test the above features dedicated test beams are organised that are

accommodated in H8 beam line in Prévessin (France) North area at CERN. The

Super Proton Synchrotron (SPS) supplies the beam line with secondary proton

beams of an energy around 400 GeV that are colliding into a primary beryllium

target (T4) that is 100 mm thick. These beams are guided into secondary targets

at a distance of 130 m from the T4 target, providing the test beams that are

incident to the scanning table. The beams are mainly composed in hadrons (pions

or protons), while electrons, muons and kaons are also present. The momentum

and charge of the beam particles is determined by bending dipole magnets. The

energy of the beam particles ranges from 10 to 350 GeV, with the beam intensity

dropping rapidly at low energies. The second target varies depending on the

desired composition of the tertiary beams. For a hadron enriched beam a 300 mm

thick secondary target is used made of copper and a 6 mm thick lead absorber is
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being used at a later point to cut out the electrons. For an electron enriched beam

a 400 mm thick secondary target is used made of aluminium with the same lead

absorber stacked immediately after it.

Figure 5.7: Beam line setup used in Tile calorimeter test beams [46]. The
beam pipe and the second beam chamber (BC2) are shown at the bottom left

and bottom right pictures, respectively.

An illustrative representation of the beam line setup is shown in Figure 5.7 (not

drawn to scale). Three Cherenkov counters (Ch1, Ch2, Ch3) are placed after the

secondary target allowing the identification of beam particles. Ch1 and Ch3 are

particularly useful in distinguishing between electrons and hadrons, while Ch2 can

be used to distinguish between kaons and protons. In the current test beams Ch1

and Ch2 were filled with carbon dioxide and Ch3 was filled with helium. The

pressure of the Cherenkov counter impacts the particle separation and there are

several values tested during their tuning. Two scintillating counters (S1, S2) of a

5×5 cm2 active surface each are used in coincidence to fire the trigger and provide

information about the trigger timing. Two wire chambers (BC1, BC2) are used

to monitor the transverse beam profile.

After traversing through the beam line elements the beam is incident to the scan-

ning table, where spare TileCal modules are been placed for testing. There are

three modules present in the setup, two from the the long-barrel (LBA 65, LBC 65)

and one from the extended-barrel (EBC 65). Two super-drawers (M0 A, M0 C) are
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being placed below the LBA 65 and LBC 65 modules, respectively, equipped with

Multi-Anode Photo-Multipliers (MAPMs). The modules are stacked together as

shown in Figure 5.8. The scanning table is able to move vertically to the beam

pipe and also rotate in order to achieve the desired hitting angles of the incident

beam. The most common incident angle during test beams is θinc = 20o, while

particularly useful are the muon scans at θinc = 0o.

Figure 5.8: Configuration setup of test beam modules (left) and view of the
table at an incident angle of θinc = 20o from the x-axis (right).

The configuration of the electronics tested in each module is not constant in every

test beam period, depending on the Phase-II upgrade plan. During the years 2015-

2018 a hybrid demonstrator had been tested at the H8 SPS secondary beam tests

(shown in Figure 5.9a) usually inserted inside the LBC 65 or EBC 65 modules.

(a) (b)

Figure 5.9: (a) Test beam demonstrator prototype [46]. (b) Fully assembled
mini-drawer after version-6 daughterboard upgrade [49].

The demonstrator ensured background compatibility between the new 3-in-1 [46]

and the standard legacy SD systems [46], and have by inserted in the ATLAS

detector in 2019 [50]. In 2018 a configuration of an extended demonstrator was
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tested in EBC 65 module, where the four mini-drawers were replaced by three

mini-drawers and two micro-drawers as shown in Figure 5.10. In 2021 the version-

4 daughterboard of the demonstrator was replaced by the version-6, simplifying

the setup by a lot as it can be placed directly on top of the mainboard without

the intervention of the adder base board as shown in Figure 5.9b.

Figure 5.10: Configuration of mini- and micro-drawers inserted in EBC 65
module for the 2018 test beam [51].

The signal from the daughterboard is transferred to the PPr, which stores the

PMT data of the entire SD in pipelines until it receives a trigger decision from

the trigger tower. When this happens the corresponding data get directed to the

legacy read out driver (ROD). The data are then stored in raw ntuples, one for

each run. The total energy deposited in a cell for each event of the run corresponds

to the sum of the signal from the two PMTs that are matched to this cell.

Figure 5.11: Off-detector electronics of the Tile test beam. The PreProcessor
(left) and the trigger tower (right) are shown.

5.3 Electron identification

Part of the work conducted in this dissertation is related to the analysis of elec-

tron data acquired during the test beam periods of 2018 and 2021. The electrons

originating from the primary vertex (prompt) of the event are stopped in the elec-

tromagnetic calorimeter. Thus the electrons appearing in the hadronic calorimeter

originate in principle from a secondary vertex (non-prompt). Electron showers are
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often created inside the hadronic ones as a result of pair-production from photons

originating from neutral pion (π0) decays. The precise measurement of the elec-

tron response will validate if the new electronics are functioning properly, while it

will be useful in the validation of the Tile calibrations through the setting of the

electromagnetic scale.

The process of distinguishing between electrons and hadrons in electron runs is

a challenging task, since both particle types have very similar beam profiles in

the transverse plane. The electron separation at low energies up to 20 GeV can

be achieved with the use of the Cherenkov counters Ch1 and Ch3. At higher

energies the extraction of electron signal is achieved using topological analysis.

In principle, the hadron signal peaks at around 70% of the electron signal peak.

Since a selection solely based on the energy of the particle would bias the electron

response distribution, two topological variables are defined in the C-space known

as Ctot and Ctot [47]. These shower profile variables exploit the separation in the

energy of the particles trying to reduce the correlation to the response variable.

The Ctot variable is defined as

Ctot =
1∑

c(E
raw
c )α

√√√√ 1

Ncell

∑
c

[
(E raw

c )α −
∑

c(E
raw
c )α

Ncell

]2

, (5.1)

where E raw
c stands for the energy deposited in a cell c and the α-exponent is a

parameter optimised to by Monte Carlo simulation in order to provide the maxi-

mum electron-hadron separation. The optimised value of the α-exponent is found

to be α = 0.6. Ncell = 9 stands for the number of cells used in the calculation of

the sum, a η×φ = 3×3 area around the central A-cell where the beam is incident

to. Since the D-cells cover a larger area than the rest of the cells there are usually

only two of the D-cells close to the central A-cell so it is effectively Ncell = 8 for

each module, or Ncell = 24 for the three modules considered.

The Clong variable is defined as

Clong =
2∑
i=1

3∑
j=1

E raw
ij

Ebeam

, (5.2)

where Ebeam stands for the beam energy. The index i represents the layers of the

module and the index j the number of cells in each layer close to the central cell.

E raw
ij stands for the energy deposited in each cell and the Clong variable in total
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corresponds to the fraction of energy deposited in the first two longitudinal layers

of the module (excluding the D-layer cells from the calculation).

Figure 5.12: Scatter plot of Ctot versus Clong topological variables for a
Ebeam = 20 GeV electron run taken during the 2018 test beam period.

The electron-hadron separation is more effective when these two variables are

being used together as shown in Figure 5.12. The use of the shower variables

is recommended for all electron beam energies and it starts being weaker after

100 GeV, where the electron purity of the beam drops significantly. The muon

separation is achieved with a selection of E raw > Ebeam/8 on the total energy,

cutting out effectively also the pedestal events.

5.4 Electron response determination

The electron signal is extracted based on the shower profile plots (similar to Fig-

ure 5.12) with simultaneous rectangular selection in the C-space (Ctot > Cthres
tot ,

Clong > Cthres
long ). However, at higher energies the hadron and electron distributions

are even more convoluted making the electron signal extraction challenging. A

more concrete approach is developed and adopted in this thesis, where the elec-

tron signal extraction depends on an elliptical selection around the maximum of

the electron distribution in the C-space.

The general equation of a shifted and rotated ellipse is given by the formula[
(x− x0) cos θ + (y − y0) sin θ

a

]2

+

[
(x− x0) sin θ − (y − y0) cos θ

b

]2

= 1, (5.3)
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where x0, y0 are the shifts in the x- and y-axis, respectively, a, b are the semi-axis

values in the x- and y-directions, respectively, and θ is the rotation angle measured

from the x-axis varying between 0 and π.

Ebeam 10 20 50 ≥100

a 0.030 0.025 0.018 0.020
b 0.40 0.30 0.18 0.15

Table 5.1: Nominal values of the semi-axis parameters a and b.

The parameters x0, y0 and θ are determined by the position of the maximum, and

since the Ctot scale is changing versus beam energy the optimised a, b parameters

used are given in Table 5.1.1 The α-exponent of the Ctot definition was further

optimised to α = 0.38 for runs with beam energy higher or equal to 100 GeV,

providing better separation though changing the Ctot scale. The topological selec-

tion is also very effective at low beam energy runs, where it can be enhanced by

a selection based on Cherenkov counters Ch1 and Ch3. The use of convolutional

neural networks would assist further in the electron-hadron separation at higher

beam energies, but such method is left for future studies.

The peak position of the electron signal distribution after the topological selection

is estimated from a Gaussian fit close to the peak, as shown in Figure 5.13. The

mean electron response is estimated as the mean of the electron energy distribution

normalised to the beam energy

R〈E
raw〉 =

〈E raw〉
Ebeam

, (5.4)

and the energy resolution is therefore estimated as the σ raw of the electron distri-

bution normalised to the beam energy

Rσ raw

=
σ raw

Ebeam

. (5.5)

The binning of the electron energy distributions is selected to match the square

root of the total events of the run, since the number of events required to achieve

an acceptable electron purity increases proportionally to the beam energy.

1 The parameters a, b, x0, y0 and θ might require further tuning according to the shower
profile of each run.
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Figure 5.13: Electron response after the elliptical topological selection(right)
of a Ebeam = 10 GeV electron run taken in 2018. The total energy distribution

of the run (left) is shown for comparison.

5.5 Estimation of systematic uncertainties

The electron and hadron shower distributions are convoluted and the method of

the elliptical topological selection can lead to some sort of bias by cutting away the

left and right tails of the distributions in the C-space. A systematic uncertainty

has been derived in order to take this effect into account, by comparing the peak

of the electron signal distribution after the topological selection to the electron

signal distribution prior to any selection. The latter is determined through a two-

Gaussian fit with two Gaussian distributions corresponding to the hadron and

the electron signal, respectively. The beam response is generally described by a

Crystal Ball function, which can be approximated by a Gaussian function close to

its peak.

Figure 5.14: Two-Gaussian fit of the total energy distribution in a Ebeam = 10
GeV electron run taken in 2018. The fit curves corresponding to the total
fit (red), to the hadron signal distribution (blue) and to the electron signal

distribution (pink) are shown.
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Each Gaussian function is first fitted separately close to each peak without going

too low in the distributions. The parameters from these fits are used as initial

parameters to the two-Gaussian fit. The χ2/n.d.f. value is calculate to determine

the goodness of the fit. In electron runs with Ebeam ≥ 100 GeV the electron peak

is difficult to be determined due to the low electron purity of the beam. For this

reason, constrain fits are performed in this case by fixing the standard deviation of

the electron Gaussian function to the values acquired from the first fit close to the

electron peak. The total error on the measurement of the response is calculated

as the quadrature sum of the systematic error derived from this procedure and

the statistical error derived from the fit. The total error is estimated to 1-4%

depending on the cell which the beam is incident to and the beam energy.

Other sources of systematic errors have also looked into including the movement of

the table during the measurement leading to a change in the incident angle. Such

claims cannot be verified experimentally, since no such movement was observed

and the resolution of the incident angle is restricted to δθinc = 1o.

5.6 Energy modulations

The inner structure of the modules in TileCal, containing a series of scintillating

tiles and steel plates perpendicular to the beam pipe, brings forward the depen-

dence of the electron response on the z-axis coordinate of the impact point. This

dependence results in sinusoidal modulations of the electron energy around the

mean response given by the formula [47]

E raw(z) = p0

[
1 + p1 sin

(
2πz

p2

+ p3

)]
, (5.6)

where p0 corresponds to the mean response value, p1 stands for the relative os-

cillation amplitude, p2 represents the “thickness” period and p3 is an arbitrary

phase.

The parameter p0 is useful to the validation of the calibration constant and it

should be close to unity. The parameter p1 is dependent on the beam energy

and decreases at higher beam energies (∼ 1/
√
Ebeam). The parameter p2 is useful

to check the quality of the energy modulations, since it solely depends on the

TileCal period defined by the succession of the material inside the modules. For



Electron studies on the ATLAS Tile Calorimeter towards Phase-II upgrade 96

an incident angle of θinc = 20o and a period of 18 mm the parameter p2 should be

p2 = 18 · cos 20o ≈ 16.9. The parameter p3 should also be about the same in all

the runs targeting a specific cell.

The modulations in the electron response are a useful tool to verify that the

selected particles are indeed electrons as such modulations do not appear in the

hadron signal. A deviation between the expected and experimental values of the

parameters pi (i = 0, ... , 3) might indicate the presence of hadrons in the selected

sample. The periodicity of the electron signal modulations is shown in Figure 5.15.

Figure 5.15: Modulations of electron response for η = 0.35 (θinc = 20o). The
red line corresponds to the fit result of the experimental points to a third degree

polynomial.

5.7 Test beam results

A large number of electron test beam runs taken in 2018 and 2021 has been

analysed in the context of this thesis. In 2018, since the new electronics had been

inserted in the EB most of the runs taken were with an incident beam to EBC 65

module (A-13, A-14, A-15 and A-16 cells) at different values of Ebeam and high

voltage. Electron runs were taken also with an incident beam to the LBC 65

module (A-2 and A-3 cells) at θinc = 20o, since similar runs had been analysed in

the past, in order to compare to the results of the EB runs.

The electron response of these runs was compared to the beam energy and a

discrepancy was observed at the order of ∼4% for the LB runs and ∼6-10% for the

EB runs. A number of studies was performed in order to check the validity of these
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results and to make conclusions on the dependence of the electron response on the

beam energy, the high-voltage (HV) setting and relative time between the runs,

which could have impacted the stability of the high voltage. Modulations on the

electron response confirmed that the hadron contamination of the electron signal

was minimal. The timing of the pulses, the pulse shapes and the beam chamber

profiles were checked for potential unusual behaviour, and no deviations from the

expected results were found. Therefore, since these studies did not reach a certain

conclusion the above discrepancy had been attributed to potential miscalibration

of the beam during the offline reconstruction.

In 2021, there were two test beams conducted in September and November in order

to check the validity of the new electronics (upgrade-0) inserted in the LB module.

For this reason, electron runs were taken with an incident beam to the LB module

(A-1 to A-10 cells) at θinc = 20o. In both test beam periods the averaged mean

electron response R〈E
raw〉 was close to unity, validating the conclusion about the

miscalibration in 2018 data.

The accurate measurement of the electron response in Tile calorimeter is useful

to cross-check that the beam is correctly calibrated with a proper setting of the

electromagnetic (EM) scale. The experimental value of the EM scale constant is

1.050 ± 0.003 pC/GeV with spread of 2.4 ± 0.1%, and since this value was used

in the data reconstruction a deviation of R〈E
raw〉 from unity could mean that the

EM constant needs to be updated. In that case R〈E
raw〉 can also be interpreted

as the correction to EM, corresponding to a potential correction of the EM scale.

Summary plots of R〈E
raw〉 as a function of Ebeam are given for all the runs analysed

in Section 5.7.2.

5.7.1 Electron identification and response

The typical shower profiles, total energy distributions and electron response dis-

tributions for different values of Ebeam are shown in Figure 5.16. The electron

purity is inversely proportional to the Ebeam and the electron-hadron separation

becomes more difficult at higher Ebeam values. In addition, the electron response

distributions are broader for low Ebeam and become narrower at high Ebeam values,

as the resolution deteriorates with Ebeam.
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(a) (b) (c) (d)

Figure 5.16: Test beam results from characteristic electron runs taken during
the test beam period in September 2021. Each row corresponds to a different
run with an incident beam to cell A-3 and beam energies: (a) 10, (b) 20, (c) 50

and (d) 100 GeV, respectively.

The electron response is found to be very close to the Ebeam value and the electron

peak position and the goodness of the two-Gaussian fit are shown in these figures.

Since in the results of the 2018 TB the electron response was systematically lower

than unity the checks that were done to understand the reason of this behaviour

are summarised below.

In Figure 5.17 the averaged mean electron response is shown as a function of the

HV setting. No significant difference is observed at different values of HV setting

with similar dispersion of the averaged electron response.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.17: Averaged mean electron response as a function of the high-
voltage (HV) setting. The Ebeam of the runs corresponds to 10 GeV (orange
circle), 20 GeV (yellow square), 50 GeV (purple triangle), 100 GeV (blue upside-
down triangle). The beam is incident to the cells: (a) A-2, (b) A-3, (c) A-13,

(d) A-14, (e) A-15 and (f) A-16.
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In Figure 5.18 the averaged mean electron response is shown as a function of the

Ebeam. The electron runs with Ebeam = 10 GeV appear to have systematically

lower electron response than the rest of the runs something that was observed also

in the past [46]. The electron response seems to increase as a function of Ebeam for

the runs in few of the cells, while it stays constant (or even decreases) for other

cells.

(a) (b)

(c) (d)

(e) (f)

Figure 5.18: Averaged mean electron response as a function of Ebeam. The
high-voltage (HV) is set to: ×0.5 (red circle), ×1 (green square), ×2 (pink
triangle), and ×5 (blue upside-down triangle) times the nominal ATLAS gain.
The beam is incident to the cells: (a) A-2, (b) A-3, (c) A-13, (d) A-14, (e) A-15

and (f) A-16.
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The above behaviour was speculated to be due to the difference in the order of

changing the Ebeam and HV, while moving from one run to another. For this

reason, the runs are also analysed in “chronological” order as a function of the

relative time between the runs.

(a) (b)

(c) (d)

(e) (f)

Figure 5.19: Averaged mean electron response as a function of the relative
time of the runs. The high-voltage (HV) is set to: ×0.5 (red circle), ×1 (green
square), ×2 (pink triangle), and ×5 (blue upside-down triangle) times the nom-
inal ATLAS gain. The beam is incident to the cells: (a) A-2, (b) A-3, (c) A-13,
(d) A-14, (e) A-15 and (f) A-16. The time difference is calculated from the

moment that the HV becomes stable (red dashed line).

In some of the cells and HV values the runs were recorded in an increasing value of

Ebeam starting from 10 GeV, while in other combination of cells and HV they were
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recorded in a decreasing value of Ebeam starting from 100 GeV. Particular interest

show the Figures 5.19(e) and 5.19(f), where the increase in averaged electron

response is found to be consistent with an increase in the Ebeam and not being

dependent on the time from the HV setting.

5.7.2 Setting of the electromagnetic (EM) scale

The main purpose of the studies in this chapter are to validate that the EM scale

had been set correctly during the Cs calibration. The results from 2018 TB are not

considered due to the potential miscalibration issue. The results from the 2021

September and November TBs are shown in the summary plots of Figure 5.20.

The averaged electron response represents the correction to the EM scale, which

is shown to be very close to unity for almost all runs, confirming the correct EM

scale setting during the TBs.
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Figure 5.20: Correction to the electromagnetic (EM) scale obtained from the
September and November test-beam runs in 2021.

In the 2021 November TB, it was possible to record electron runs at a high Ebeam =

150 GeV with reasonable electron purity. The averaged electron response is found

to be relative stable as a function of Ebeam even at higher values making the

scenario of energy dependence less likely. Lower response is observed consistently

in the Ebeam = 10 GeV runs as expected from previous results.
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Chapter 6

Event simulation

The precision measurements and searches for new physics conducted by the AT-

LAS experiment depend on comparisons of Monte Carlo (MC) simulated data to

the real data recorded. The accurate simulation of physics data is the key el-

ement for the reliable modelling of both signal and background processes upon

which the physics analyses rely to proceed to conclusions. The event simulation

encapsulates all the physics information related to the dynamics of a hard-scatter

process in proton-proton (pp) collisions, while initiated from pseudo-random num-

ber MC generators in order to mimic the probabilistic nature of pp interactions.

The comparison of the MC generated events to the real data takes place after their

interaction with the detector volume, where they get corrected by the reconstruc-

tion and identification efficiencies of the detector.

This chapter provides an outlook of the pp collision simulation process in ATLAS,

explaining the physics interactions that need to be taken into account (Section 6.1).

A description of the common Monte Carlo generators used (Section 6.2) and the

detector simulation in ATLAS (Section 6.3) are also included.

6.1 Simulation of proton-proton interactions

The products of a proton-proton (pp) collision depend on the centre-of-mass energy

of the colliding protons. At low energies, where there is no significant amount of

momentum transfer between the protons, the objects at the final state are the same

as in the initial with some shift in their trajectory. This process is known as elastic

104
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scattering. At higher energies the momentum transfer increases up to a point

where interactions between the inner partons inside the protons start to become

possible. This process is known as deep-inelastic scattering (also mentioned to

as hard scattering) and it can lead to the production of particles that were not

present in the initial state. The hard-scatter process is described by perturbative

QCD and its cross section can be calculated analytically through the probability

density functions (PDFs) of the parton.

Figure 6.1: Illustrative diagram of the simulation of a proton-proton collision.
Figure adapted from Ref. [52].

The physics objects in the final state originate from parton emission either from

the partons of the initial state (initial state radiation) or from the partons created

from the hard-scatter vertex (final state radiation). Both processes are referred to

as parton shower (PS). The energy of quarks and gluons in the shower decreases

with time leading to their recombination into colourless hadrons, a process called

hadronisation. The hadronisation process takes place at the non-QCD regime,

resulting be a challenging part in the event simulation since no analytical solution

is possible to describe it. Sometimes there are more than one pairs of partons

interacting during a pp collision, and these interactions together with the products

constitute the underlying event. In addition to this, interactions from softer QCD
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processes like the ones originating from pile-up should also be considered in an

accurate event simulation.

6.1.1 Factorisation theorem and parton density functions

The event simulation of a pp collision involves processes at different energy scales,

thus amplifying its complexity. The factorisation theorem [53] offers a decent

solution to this problem by allowing the factorisation in subprocesses depending

on their distance from the hard-scatter vertex. It is introduced by the formula

σpp→X =
∑
i,j

∫
dxidxj fi(xi, µ

2
F )fj(xj, µ

2
F ) σ̂ij→X(xipi, xjpj, µ

2
R, µ

2
F ), (6.1)

where the indices i, j correspond to the parton types that participate in the pro-

cess and the sum indicates that all possible parton type combinations are taken

under consideration. The terms fi(xi, µ
2
F ), fj(xj, µ

2
F ) stand for the parton density

functions (PDFs) of each parton type i, j and they represent the probability the

parton to carry a fraction of momentum equal to xi, xj (Bjorken scaling) given a

certain factorisation scale µF . The parameter σ̂ij→X corresponds to the partonic

cross section at a centre-of-mass
√
s of the collision and it also depends on the

factorisation and renormalisation scales µF and µR, respectively.

Figure 6.2: Parton distribution functions at an energy scale of µ2 = 10 GeV2

(left) and µ2 = 104 GeV2 (right) as a function of Bjorken scaling x-variable [54].
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The fractions of momentum xi,j of the interacting partons depend on factorisation

scale µF as shown in Figure . At low energy scales (µ2 = 10 GeV2) the valence

quarks of the proton (uud) carry the largest fraction of the proton’s energy. At

higher energy scales (µ2 = 104 GeV2), while the momentum fraction of the valence

quarks is still significant, the energy of the proton is distributed more evenly to

the partons (quarks and gluons) inside the proton, increasing their probability to

interact. As it can be inferred from the above the centre-of-mass energy
√
s of

the colliding partons during the hard-scatter process is much lower than the one

referred to the total energy of the protons.

The evolution of PDFs as a function of the energy scale µ is given by the Altarelli-

Parisi equations (DGLAP) [55]

∂qi(x, µ
2)

∂µ2
=
α(µ)

2π

∫ 1

x

dp

p

[
qi(p, µ)Pqq

x

p
+ g(p, µ)Pqg

x

p

]
,

∂g(x, µ2)

∂µ2
=
α(µ)

2π

∫ 1

x

dp

p

[
2f∑
i=1

qi(p, µ)Pgq
x

p
+ g(p, µ)Pgg

x

p

]
,

(6.2)

where qi, g stand for the quark and gluon PDFs respectively and x/p corresponds to

the momentum fraction of the parton. The terms Pij are called splitting functions

are used to describe the probability of an outgoing parton j to be emitted by an

initial parton i where i, j can both correspond to quarks and gluons. The sum in

the second equation runs over all the quark and antiquark flavours (i = 1, ..., 2f).

6.1.2 Matrix element

A key aspect in the event simulation is the calculation of the matrix element (or

scattering amplitude) MX+k, a quantity that describes the transition from an

initial to a final state in a parton interaction. The matrix element is used in the

definition of the partonic production cross section of a number of objects X in the

final state, which is given by the formula

σ̂ij→X =
∞∑
k=0

∫
dΦX+k

∣∣∣∣∣
∞∑
l=0

M l
X+k(ΦX+k)

∣∣∣∣∣
2

. (6.3)

In this equation X represents the number of particles produced in the final state

and ΦX+k stands for the available phase space of the interaction resulting in a

X + k final state. The sum over k corresponds to the sum of the additional
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real emissions that can occur, and the sum over l is the sum over the number of

virtual correction loops. The matrix element MX+k is computed as the sum of

the Feynman diagrams resulting in a X + k final state with l loops.

The numbers k, l are used to describe the order of the perturbative calculations

needed for the determination of the partonic cross section. A configuration of

(k = 0, l = 0) means that the inclusive production cross section of a final state

X is performed at leading order (LO), a configuration of (k = n, l = 0) describes

the LO cross-section calculation for a final state of X produced in association with

n jets and a more generic configuration of (k + l ≥ n) stands for a cross-section

calculation of a final state X at NnLO, where the calculations at Nn−1LO for X +

1 jet, Nn−2LO for X + 2 jets, ..., up to LO for X + n jets are also being included.

6.1.3 Parton shower

The analogue of the photon emission from charged particles through bremsstrahlung

radiation1 in QED, is the gluon emission that occurs by coloured-charged partons

in QCD. The gluon emission can take place prior or post to the hard-scatter pro-

cess and it is therefore categorised as initial state radiation (ISR) and final state

radiation (FSR), respectively. The colour charge of the emitted gluons can lead

to the further emission of colour-charged objects (quarks and leptons) creating

what is known as parton shower (PS). In order to ensure a proper emulation of

the final state these parton showers are taken into account in the MC simulations

as higher-order corrections to the hard-scatter process. The simulation of the

quark and gluon emissions is approximate since only the dominant contribution

is considered to each order without including virtual corrections and the parton

emissions are considered independent from each other.

The n+1-parton differential cross section, assuming almost-collinear splitting of a

parton (i) to two partons (j, k) at a given energy scale µ is calculated in pertur-

bation theory by the formula

dσn+1 ≈ dσn
αS
2π

dµ2

µ2
dxPij(x), (6.4)

1 Electromagnetic radiation produced due to the deceleration of a charged particle (usually
an electron), also known as “braking” radiation.
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where αS is the strong coupling constant, dσn represents the n-parton differential

cross section before splitting and Pij stands for the splitting functions described

above.

The three possible processes of QCD emission (splitting) that can occur are: g →
gg, g → qq̄ and q → gq. The shower is developed by the MC simulation algorithms

that generate values for the splitting angles and the momentum fraction transferred

in each splitting through a sequential application of Equation 6.4.

The shower is developed based on the Sudakov form factor

∆i(µ
2
1, µ

2
2) = exp

(
−
∑
j

∫ µ21

µ22

αS
2π

dµ2

µ2

∫ xmax

xmin

Pij(x) dx

)
, (6.5)

where µ2
1, µ2

2 are the energy scales before and after each splitting, respectively.

This factor represents the probability of a parton to not split at all during its

transition from an energy scale µ2
1 to a lower energy scale µ2

2, enclosing in this

way the virtual (quantum loop) corrections at each order that had been neglected

before.

In order to determine the evolution of showers from FSR the equation ∆i(µ
2, µ2

1) =

r1 is being solved numerically, where µ2 is the energy scale of the initial parton,

µ2
1 the scale after the first splitting and r1 ∈ [0, 1] is a random number. In the case

that µ2
1 < µ2 the parton is considered split in two partons (j, k), and the equation

∆p(µ
2
1, µ

2
2) = r2 (where p ∈ {j, k}) is evaluated for each of the partons with a lower

scale (before) after splitting (µ2
1) µ2

2 and a new random number r2. The process

is terminated when µ2
f < µ2

0 ∼ 1 GeV2, where the energy scale of the last parton

µ2
f reaches the hadronisation scale and the progress of the simulation onwards is

based on semi-phenomenological models.

In the case of showers from ISR, among the radiated partons could be the ones

from which the hard-scatter vertex is created. Thus the final energy scale µ2
f of

the shower is in this case the initial energy scale for the hard-scatter interaction.

This condition is incompatible with the approach used by the MC generators for

the showers from FSR. For this reason, a backward evolution is being used in this

case, where the shower from ISR is developed backwards by the MC generators

with each of the partons before the splitting being at a higher energy scale.
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6.1.4 Hadronisation

The evolution of a shower is terminated when the hadronisation scale is being

reached by the radiated partons. In this regime the perturbative QCD calcula-

tions do not hold and phenomenological models are used to describe the hadro-

nisation procedure. At the low parton energies at the hadronisation scale, the

strong coupling constant αS is increasing leading to the colour confinement briefly

discussed in Section 2.2. The partons get bounded together into colourless ob-

jects, the hadrons, which can further decay to other particles. In order to simulate

the hadronisation process there are two main phenomenological models used in

the event generators, the string model [56] and the cluster model [57, 58], both

illustrated in Figure 6.3.

(a) (b)

Figure 6.3: Illustrative diagrams of the string (a) and cluster (b) hadronisation
models [59].

String model

The string model is structured following a linear confinement approach, where

there is a linear increase of the potential energy between two coloured partons

depending on their distance from each other. It is common to refer to it as the

Lund model, since it is the one that has dominated in this category. A gluonic

string is being used to explain the colour force between a quark-antiquark (qq̄)

pair. As the components of the pair start to diverge from each other the string is

stretched leading to an increase of the potential energy. In order to reach a lower

potential energy it is favourable that the string breaks and the two segments form
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qq̄ pairs connected by shorter virtual strings. The process is repeated the initial

potential energy is reduced to the level where the quarks get strongly confined

into hadrons. Radiated gluons are also considered in this process carrying some

fraction of the system’s momentum.

Cluster model

The cluster model is based on the preconfinement property [60] of QCD, where

the partons after the shower are grouped into colourless clusters of finite mass.

The clusters are created by the gluons of the shower that are considered to split

eventually in a qq̄ pair. Heavy clusters are allowed to split to smaller clusters or a

combination of clusters and hadrons. This process is repeated until all the initial

clusters end up to final state hadrons. The mass of the initial colour-singlet clusters

is independent of the energy scale of the hard-scatter process with a distribution

peaking below 1 GeV and a right tail reaching up to 10 GeV.

6.1.5 Underlying event and pile-up

Apart from the two colliding partons participating in the hard-scatter process

there are other soft secondary interactions that can take place initiated by other

partons in the protons. These interactions are known as the underlying event

(UE) and need to be included in the MC simulations for the correct modelling

of the different physics processes. They typically occur at lower energy scales

and closer to the beam axis, not severely affecting the activity in the transverse

plane. Due to their low energy scale nature the description of these interactions

depends on phenomenological models, similar to the case of hadronisation models.

These models contain free parameters that are usually tuned by making use of

experimental data and they include colour-reconnection information relative to

the initial partons.

Unlike the UE interactions originating from the same protons that interacted in

the hard scattering, additional soft QCD interactions can take place from protons

from the same or another bunch crossing. These interactions are known as pile-up

(briefly discussed in Section 4.1.1). The beam parameters need to be considered

for the proper modelling of the interactions in the same bunch crossing (in-time
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pile-up), while the modelling of interactions in other bunch crossings (out-of-time

pile-up) is subject to the readout electronics time response.

6.2 Monte Carlo generators

The event simulation of a physics process relies on Monte Carlo (MC) generators,

software tools embedding dedicated algorithms for each simulation stage. MC gen-

erators are categorised based on their functionality to general purpose, matrix

element and special purpose generators. A summary of the MC generators

used in the context of this thesis and their characteristics is presented below.

General purpose generators

A general purpose generator is able to perform a complete event simulation start-

ing from the matrix element (ME) calculation up to the hadronisation process.

These generators are often used primarily for the parton showering (PS) and the

hadronisation parts, while they are interfaced with other generators specialised in

the ME calculations. Some of the general purpose generators used in the context

of this thesis are summarised below:

• Pythia [61, 62] is a general purpose MC generator that performs ME calcula-

tions for 2→ n (n ≤ 3) physics processes at leading order (LO) accuracy. It is

reliable during the parton shower (PS) simulation providing an accurate descrip-

tion both at high and low energy scale regimes. The PS emissions are ordered

in transverse momentum (pT). Apart from the ME and PS simulation Pythia

is able to perform the hadronisation step following the Lund string model, while

it can also simulate the UE interactions. It is commonly used mainly for the PS

step in combination with other more accurate ME generators.

• Herwig [63] is another general purpose MC generator alternative. It performs

ME calculations at LO for 2 → 2 physics processes. The PS emissions are

ordered with respect to their opening angle and are accurately simulated due

to the full spin correlation information that is included for the emitted par-

tons. In comparison to Pythia, Herwig makes use of the cluster model in the

hadronisation and UE simulations.



Event simulation 113

• Sherpa [64] is a MC generator able to perform multi-leg ME calculations at

LO (for ≤ 4 additional partons) and at NLO (for ≤ 2 additional partons). It

uses a dedicated PS algorithm following the Catani-Seymour dipole formalism

[65], a ME to PS matching algorithm based on the CKKW procedure [66] and

the cluster model for the hadronisation step.

Matrix element generators

A matrix element (ME) generator is specialised in providing accurate ME calcu-

lations and cannot perform the rest of the simulation steps (PS, hadronisation,

etc.). The most common ME generators used in this thesis are summarised below:

• Powheg-Box [67] is a MC event generator that performs ME calculations in

perturbative QCD at NLO. It uses the Powheg method [68] as the standard

procedure for ME to PS to matching and it is usually used together with Pythia

or Herwig, which are responsible for the PS, hadronisation and UE simulations.

• MadGraph5 AMC@NLO [69, 70] is a MC event generator able to produce

ME calculations at LO for 2 → n (n ≤ 6) physics processes and at NLO for

specific processes. The LO calculations depend on user-defined Lagrangians,

while the NLO calculations rely on the MC@NLO method [71] for the ME to

PS matching.

Special purpose generators

Among the several MC generators there are some that are specialised in the im-

provement of the physics description of processes at different stages of the event

simulation. These packages are used after the ME computation, prior to the PS

or at the hadronisation step. Some of these special purpose MC generators are

listed below:

• EvtGen [72] is a MC generator that is used for a more accurate description of

the physics processes involving B- and D-mesons. It includes dedicated al-

gorithms for the modelling of heavy-flavour semileptonic decays and decays

that are CP-violating. The high quality in the simulation of these processes is

achieved with the use of decay amplitudes and the inclusion of spin correlations.

It is often interfaced with Pythia and Herwig after the PS and hadronisation,

replacing their decay chains for the heavy-flavour hadrons.
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• MadSpin [73] is a package used for the modelling of heavy resonance decays

after their ME have been estimated at NLO by MadGraph5. The tool takes

into account the spin-correlations among the decay products and it includes

off-shell corrections, leading to a more accurate description of these processes.

6.3 Detector simulation in ATLAS

The MC generators provide a four-vector list with entries corresponding to each of

the stable particles produced in the final state of the event after the hadronisation.

This output is stored in HepMC format and it can used to study the kinematics

of the collision from the full decay tree. This type of MC simulated data is often

referred to as particle level. In order to compare them to the real data acquired by

the ATLAS detector an additional simulation is required that simulates the inter-

action of the produced particles with the detector. The simulated data acquired

from this procedure correspond to the reconstruction level, and are the ones used

in comparisons with real data in the different physics analyses. An accurate simu-

lation of the ATLAS detector is achieved with Geant4 [74], a detector simulation

software that defines the geometry and the phase space of the detector and models

the detector effects on the particles. The particles interacted with the detector are

known as “hits” and the energy deposits to the detector are digitalised to a raw

data object (RDO) format in order to emulate the detector electronics response.

During this stage the L1 trigger response is simulated depending on the trigger

menu used as input. The raw data are eventually reconstructed into physics ob-

jects, a procedure that is common for both simulated and real data (described in

detail in Chapter 7). The course of simulated data at particle and reconstructed

level from the MC generators to reconstruction is shown in Figure 6.4, compared

to the course of real data from the ATLAS detector to reconstruction.

The full simulation of the ATLAS detector is known as FullSim (FS), and it is

a quite CPU-intensive process requiring significant computer resources and time.

A faster approach is known as ATLFAST-II (AFII) [75] providing a decent qual-

ity result by using the full Geant4 simulation for the inner detector and muon

spectrometer and faster lightweight simulations for others parts of the detectors

such as the calorimeters. The FS-simulated samples are preferred for the mod-

elling of main physics processes since they are more accurate than the AFII ones.

The AFII-simulated samples are often used during the optimisation process of a
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physics analysis or to evaluate the theory systematic uncertainties from an alterna-

tive sample corresponding to the same process. In the context of this dissertation

AFII-simulated samples were used for the signal processes involved in the BSM

searches conducted, while for the rest of the processes FS-simulated samples were

used.

Figure 6.4: Schematic representation of the path from the Monte Carlo event
generation to the event reconstruction during the proton-proton event simula-
tion in ATLAS. The route of the events at particle level (red line), the route
of the fully reconstructed simulated events (blue line) and the route of the real
data recorded and reconstructed by ATLAS (green line) are shown. Original

figure taken from Ref. [76].

The reconstruction of the simulated MC samples is often followed by certain cor-

rections in order to scale their cross section to the highest order available. A

pile-up reweighting procedure takes place, where the simulated pile-up distribu-

tion is matched to the one of real data. Despite these corrections and the high

simulation quality, there could be still detector effects affecting the reconstruction

and identification of particles. To ensure that these effects are taken properly into

account the MC samples are further corrected by applying multiplicative scale

factors (SFs) calculated as

SF =
εdata
εMC

. (6.6)

The terms εdata and εMC stand for the efficiencies in data and MC, respectively,

and are measured in dedicated samples used for calibration. Similar corrections

are also applied to the energy scale and resolution of the simulated particles to be

in agreement with the ones in real data.
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Chapter 7

Object reconstruction

The raw data produced from the MC generators and the real data recorded by the

ATLAS detector are reconstructed into physics objects that are being analysed by

the collaboration. This chapter focuses on the algorithms and techniques used for

the reconstruction, identification and calibration of the physics objects used in this

thesis. These objects are categorised as electrons, muons, jets, hadronically decay-

ing τ -leptons and missing transverse energy. Since the reconstruction procedure is

not perfect these objects are very accurate representations of physics particles, but

they should always be considered as “candidates”, something that also applies to

heavier parent objects from which they may originate. The characteristics of their

interaction with the different ATLAS subdetectors are demonstrated in Figure 7.1.

Figure 7.1: Transverse view of particle interactions with the different layers
of the ATLAS detector. Figure taken from Ref. [77].
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7.1 Tracks and vertices

In order to reconstruct the candidate particles in ATLAS an accurate measurement

of their energy and trajectory is required. The energy deposits at the calorimeters

are primarily used for the energy measurements, while the energy can also be

determined through other techniques (e.g. from their curvature when entering

the magnetic field of the detector in the case of a muon candidate). Objects

with neutral electric charge can be only identified by the energy deposits at the

corresponding subdetectors, since they are agnostic to the magnetic field of the

detector and their trajectory cannot be measured. The trajectory of charged

particle candidates is reconstructed through the “hits” in the different layers of

the ID (mainly in the pixel and SCT subdetectors). The spacial coordinates of

each hit determine points in the detector space that when connected they compose

the track of the particle.

Tracks are described by a perigee approach based on the relative distance to the

primary vertex expressed by a five-parameter notation

(d0, z0, θ, φ, q/p).

The parameters d0, z0 are the transverse and longitudinal impact parameters (de-

fined in Section 4.2.1), the parameters θ, φ correspond to the polar and azimuthal

angle and q/p corresponds to the ratio of the charge to the momentum of the track.

A schematic view of the perigee track representation is shown in Figure 7.2.

Figure 7.2: Illustration of the perigee representation used to describe a recon-
structed track [78].
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Track reconstruction becomes an extremely challenging task especially at high

pile-up events were there are multiple hits in the different ID layers in such dense

environment. Dedicated tracking algorithms based on pattern recognition are

required to solve this complex combinatorial problem aiming to make the tracking

procedure as reliable as possible.

The track reconstruction in ATLAS is typically performed by an algorithm based

on an inside-out approach, starting from track “seeds”1 in the pixel and SCT

layers of the ID and extending them into a complete track by adding hits in the

outer layers of the ID (TRT) that are matched to the expected trajectory. The

additional space points to the track seeds are combined using a Kalman filter [79],

an algorithm that creates multiple possible alternatives per track seed trying to

eliminate the contribution of “fake” tracks created by false combinations. A proba-

bility score is assigned to each track candidate based on the probability to describe

accurately the measured hits. After this score is assigned an additional algorithm

is used to resolve the ambiguity between space points that are overlapping among

the tracks or are incorrectly assigned.

An outside-in algorithm is being used complementary to the inside-out one consid-

ering all the hits not taken into account by the previous algorithm. This sequence

begins with the reconstruction of track segments in the TRT (with seeds from

regions indicated by the EMCal) and extrapolates them backwards into the pixel

and SCT layers. The algorithm is specified in the reconstruction of tracks origi-

nating from secondary vertices that do not satisfy the quality selections imposed

by the inside-out algorithm.
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Figure 7.3: Track reconstruction efficiency as a function of track pT (left) and
η (right) for “Loose” (grey) and “Tight Primary” (red) track working points.
The coloured band corresponds to the total systematic uncertainty. Figure

taken from Ref. [80].

1 Three hits in the silicon detectors are considered as seed.
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The efficiency of the reconstruction algorithms [80] is measured as a function of

track pT and η and can be determined from MC simulated data as

εtrk(pT, η) =
Nmatched

reco (pT, η)

Ngen(pT, η)
. (7.1)

The reconstruction efficiency also depends on the quality selections as shown in

Figure 7.3 for Loose and Tight-Primary tracks.

The interesting tracks in a pp collision are typically the ones originating from the

primary vertex of the event. The primary vertex (PV) is defined as the vertex with

the largest
∑
p2

T of the reconstructed tracks associated to it, and it is considered

the hard-scatter vertex of the event. The PV reconstruction begins with a vertex-

finding algorithm used to identify the PV candidates based on the reconstructed

tracks pointing to them. A subsequent adaptive vertex-fitting algorithm is used to

reconstruct the vertex position and estimate the corresponding uncertainties from

the covariance matrix. In order to improve resolution of the PV spatial position

the tracks need to satisfy certain conditions to be considered in the reconstruction

process. A few of them are that they are required to have track pT > 500 MeV,

to have at least 9 (11) hits in the silicon subdetectors for |η| < 1.65 (|η| > 1.65)

among which at least 1 of them should be in the first two pixel layers [81, 82].

Once the PV is defined the rest of the available vertices are attributed to pile-

up interactions. The vertices that are reconstructed out of the beam collision

region are known as secondary (or displaced) vertices described in more detail in

Section 7.4.4. Secondary vertices provide useful information for the modelling of

non-prompt processes that resemble the signals targeted by the analyses of this

thesis.

7.2 Electrons

Electrons are charged particles that leave a track in the ID and deposit their energy

in the EMCal when traversing the ATLAS detector. The electromagnetic show-

ers that are developed are mainly restricted within the EMCal without reaching

the outer layers of the detector. The electron reconstruction, identification and

calibration procedures are described below.
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7.2.1 Electron reconstruction

The reconstruction of electron candidates begins from pinpointing the energy clus-

ters in the EMCal by using a sliding-window clustering algorithm [83]. This algo-

rithm is scanning the second layer of the calorimeter (largest one in length) with

a 3× 5 granularity in energy towers2 in order to identify the centres of the energy

clusters. The energy clusters are used as seeds and are matched to potential elec-

tron tracks reaching from the ID following loose matching criteria (|∆η| < 0.05

and |∆φ| < 0.05). Loosely matched tracks are re-fitted using a Gaussian Sum

Filter (GSF) algorithm [84] that provides more accurate results compared to the

standard Kalman Filter algorithm by considering electron bremsstrahlung effects

and interactions with the material of the detector. Following the cluster-track

matching the energy clusters are regrouped into superclusters with a larger win-

dow of 3 × 7 (5 × 5) towers in the barrel (end-cap) regions. The grouping into

superclusters can be formed around seed energy clusters with ET > 1 GeV and it

includes energy deposits from secondary showers triggered by the initial electron

candidate.

Figure 7.4: Illustration of an electron track candidate traversing the different
layers of the ATLAS detector that are considered in the electron reconstruction

and identification processes [85].

7.2.2 Electron identification

The electron reconstruction is followed by the electron identification process, which

is performed with a likelihood (LH) based approach. A LH discriminant is been

2 Each tower is defined in units of 0.025× 0.025 in ∆η ×∆φ space as shown in Figure 7.4.
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built to distinguish electrons originating directly from the PV (signal) from non-

prompt3 electron tracks (background). The LH discriminant is defined as

dL =
LS

LS + LB

, (7.2)

where LS,LB are the LH functions for signal and background samples, respec-

tively. The log-transformed shape of the LH discriminant is showed in Figure 7.5.

Figure 7.5: Log-transformed LH discriminant dL
′ used in the electron iden-

tification for tracks with 30 < ET < 35 GeV and |η| < 0.6. Figure taken from
Ref. [85].

The LH is defined as

L (x) =
n∏
i=1

Pi(xi), (7.3)

where P (x) stands for the signal or background probability density functions

(PDFs) and the product runs overs a set of input variables i that demonstrated

promising signal versus background separation, exploiting the information from

ID and EMCal.

The signal PDFs are extracted from Z → e+e− samples at the high-ET region and

J/ψ → e+e− samples at the low-ET region. At the same regions the background

PDFs are extracted from di-jet and minimum bias samples, respectively.

There are three operating points (OPs) that are commonly used in physics anal-

yses and are defined based on the minimum value of the LH discriminant. These

points are known as LooseLH, MediumLH, and TightLH and are ordered in

decreasing identification efficiency with a inversely proportional increase in elec-

tron signal purity. The TightLH identification OP is being used for electrons

3 As non-prompt sources are considered electrons from photon conversions, from hadronic jets
or from heavy flavour hadron decays.
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candidates in the context of this thesis. The identification efficiency of these OPs

in MC samples is shown in Figure 7.6, where it is compared to the corresponding

efficiencies in real data.

(a) (b)

Figure 7.6: Electron identification efficiencies for LooseLH (blue), MediumLH
(red), and TightLH (black) operating points as a function of ET (a) and η (b).
The bottom ratio panel shows the data-to-simulation ratio. Figure taken from

Ref. [86].

7.2.3 Electron isolation

The prompt electrons originating from the PV of the event are in general more

isolated compared to non-prompt electrons since the latter can be closer to tracks

belonging to the other products of heavy flavour hadronic decays or photon conver-

sions. For this reason, multiple OPs are defined in ATLAS based on the calorimeter

and/or track isolation quantities of an electron candidate to further suppress the

non-prompt electron contamination. The calorimeter-based isolation is defined

with the variable Econe20
T /pT, in which the numerator represents the transverse

energy sum of energy clusters within a cone of ∆R = 0.2 around the track-

matched electron cluster. The track-based isolation is defined with the variable

pvarcone20
T /pT, in which the numerator represents the scalar sum of transverse mo-

mentum of tracks within a pT-dependent size cone of ∆R = min(0.2, 10GeV/ET).

The isolation OP used for the event preselection of the analyses in this thesis is

called FCLoose (or “Loose VarRad”) and it corresponds to Econe20
T /pT < 0.2 and

pvarcone20
T /pT < 0.15. In the main event selection of the same analyses two recently
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developed OPs are being used based on a non-prompt electron veto discriminant

trained with several variables as input. The OPs4 are called PLImprovedTight

and PLImprovedVeryTight, and the offer significantly better non-prompt elec-

tron rejection compared to other isolation working points. More details about the

(non-) prompt lepton improved veto (PLIV) are given in Section 9.4.3.

7.2.4 Electron calibration

The efficiencies of the electron reconstruction, identification and isolation are de-

fined respectively as

εe, reco =
N matched

clust

Nclust

, εe, id =
N id OP

trk

N reco
trk

, εe, iso =
N iso OP

trk

N id
trk

. (7.4)

The electron reconstruction efficiency is defined as the fraction of the energy clus-

ters matched to a track compared to the total number of energy clusters in the

EMCal. The electron identification and isolation efficiencies are defined based

on the fraction of tracks satisfying an identification or isolation OP to the total

number of tracks after reconstruction or identification respectively. The total elec-

tron efficiency is defined as the product of the above efficiencies and the trigger

efficiency. The efficiencies in data are estimated using the tag-and-probe method

[87, 88] in Z → e+e− and J/ψ → e+e− decays. This method is a data-driven ap-

proach in which one of the decay products is “tagged” satisfying tight requirements

and the other decay product is “probed” with looser requirements.

The detector simulated samples can only provide approximate results on the above

efficiencies due to the complexity of the simulation process. This leads to correc-

tions derived from real data and applied to the MC simulated samples in the form

of scale factors (SFs) as mentioned in Section 6.3. The SFs are estimated to devi-

ate only by few percent from unity and they are measured both as a function of

ET and η. The combined uncertainties in reconstruction are at the order of ∼1%

for ET < 20 GeV and at the per-mille level for ET ≥ 20 GeV. In identification

these uncertainties can range from 3% (4%) at ET = 4.5 GeV to 0.1% (0.3%) at

ET ≥ 40 GeV at the LooseLH (TightLH) operating points [85].

4 These OPs were first developed and calibrated in the context of the tt̄W cross-section
measurement, which is discussed later in this thesis.
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In addition to the above, there are further corrections applied to real and/or MC

simulated data related to the electron energy scale and resolution [89]. Data-

driven corrections are applied to data to account for the non-uniform effects in

detector response and a calibration derived from MC simulated samples is applied

to both real and simulated MC data to correct for the electron energy losses

before they start traversing the EMCal. The latter is based on a BDT approach

that incorporates the relative information from the calorimeter. Following these

corrections an in-situ calibration is further applied to real data in order to account

for energy scale corrections and a similar calibration is applied to the MC simulated

data in order to correct for the energy resolution effects.

7.3 Muons

Muons are charged particles that are barely interacting with the ATLAS calorime-

ters and they are not stopped by some layer of the detector. Instead they leave

tracks in the ID and the MS, where their reconstruction solely relies. The muon

reconstruction, identification and calibration procedures are described below.

7.3.1 Muon reconstruction

The muon candidate tracks are reconstructed using the combined information from

independent measurements in the ID and MS. The muon track reconstruction

in the ID depends on the same principles discussed in Section 7.1. In the MS

(described in Section 4.2.4) muon track reconstruction begins from the MDT layer,

where the combined “hits” are fitted to a straight line in order to built track

segments. The segments formed in the central MS layers are then acting as seed-

segments that will be extended by nearby hits in the inner and outer MS layers.

Afterwards, the seed-segment search is expanded to the inner and outer MS parts.

A muon candidate track will consist of the combined segments from different MS

layers, with the requirement of at least two matching segments.5 A χ2 fit is

performed to assess the probability the hits associated to each track to really

correspond to it, and based on this χ2 value the track candidate is accepted or

rejected. The RPC and TGC trigger layers are used complementary to determine

5 A high-quality single segment can be accepted in the barrel to end-cap transition region.
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the φ coordinate of the track, while the CSC layer is helpful in the reconstruction

of tracks at |η| > 2.0.

Four reconstructed muon types are defined based on the algorithms and subdetec-

tors used to reconstruct the muon tracks, and they are described below.

Combined muons: The muon candidate tracks of this category are reconstructed

by using the tracking information from both ID and MS subdetectors indepen-

dently in a global fit. In this second fit the track quality can be improved by

the addition or removal of hits in the MS. Typically an outside-in algorithm is

used in this category where the track reconstruction begins in the MS and then

extrapolated to the ID.

Segment-tagged muons: In this category the muon candidate tracks are recon-

structed by combining the ID track with a single MS segment that is the result of

muons falling in lower acceptance regions of the MS or because of their low pT.

Calorimeter-tagged muons: The reconstructed muon candidate tracks of this

category are formed by an ID track pointing to an energy deposit in the calorime-

ter most probably originating from a minimum-ionising particle, without any track

information from MS. The calorimeter-tagged muons are known for their low pu-

rity, but can contribute to recover the acceptance lost for muons falling out of the

MS coverage.

Extrapolated muons: The reconstruction of the muon candidate tracks in this

category is performed based on a MS track satisfying loose quality compatibility

criteria to the IP. The extrapolated muon candidates are useful to recover the

acceptance at high-η regions, where the ID coverage is suboptimal.

7.3.2 Muon identification

In order to discriminate between the prompt and non-prompt6 muon tracks several

identification OPs are defined in ATLAS to match each analysis needs. The quality

criteria for the identification OP definition are subject to the reconstructed muon

type and to certain discriminating variables. In particular, for combined muon

tracks the identification relies on

6 As non-prompt muons are considered the ones originating from semileptonic hadronic de-
cays.
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(i) q/p significance, defined as the absolute value of the difference between charge

to transverse momentum ratios of the ID and MS muon tracks over quadrature

sum of the associated uncertainties

σ(q/p) =
|(q/p)ID − (q/p)MS|√
σ(pID

T )2 + σ(pMS
T )2

, (7.5)

(ii) ρ ′ parameter, defined as the absolute value of the muon transverse momentum

difference in ID and MS over the transverse momentum of the combined muon

ρ ′ =
|pID

T − pMS
T |

pComb
T

, and (7.6)

(iii) the normalised χ2 value of the combined track fit.

The muon identification OPs defined are known as Loose, Medium, Tight and

High-pT, increasing in prompt electron purity, but decreasing in prompt muon

efficiency. The Medium identification OP is being used for the majority of the

analyses in this thesis, while a hybrid High-pT identification OP was required in

one of them used instead of Medium OP for muons with pT > 800 GeV. The

identification efficiencies of the first three OPs over the total reconstructed muon

candidates are estimated as a function of track pT and η, as shown in Figure 7.7.

(a) (b)

Figure 7.7: Muon identification efficiencies for Loose (yellow), Medium (red),
and Tight (blue) operating points as a function of pT (a) and η (b). The bottom

ratio panel shows the data-to-simulation ratio. Figure taken from Ref. [90].
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7.3.3 Muon isolation

Prompt muons (just like prompt electrons) are typically more isolated from other

physics objects than non-prompt muons originating from semileptonic hadronic

decays. Similar isolation quantities to those described in the electron case are

adopted for the definition of isolation OPs for muons targeting at suppressing

non-prompt muon candidates. The FCLoose (or “Loose VarRad”) isolation OP

was used in the event preselection of the analyses in this thesis, which corresponds

to Econe20
T /pT < 0.3 and pvarcone30

T /pT < 0.15. For the main event selection of the

same analyses the PLImprovedVeryTight and PLImprovedVeryTight OPs

were used based on the (non-) prompt lepton improved veto (PLIV) discriminant

that will be discussed more in Section 9.4.3.

7.3.4 Muon calibration

Similar to the case of electron candidates the muon candidate efficiencies are es-

timated with similar relationships to those established in Equation 7.4. The tag-

and-probe method is used for efficiency measurements in data based on Z → µ+µ−

and J/ψ → µ+µ− events.

Figure 7.8: Dimuon invariant mass distribution before (dashed black line) and
after (red line) the momentum correction in Z → µ+µ− MC samples. The light
blue band corresponds to the systematic uncertainties of the correction. Figure

taken from Ref. [90].

A data-driven smearing is applied to the transverse momentum distribution of

the muon candidates from these events in the MC simulated samples such that
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the relative pT resolution, σ(pT)/pT, matches the one from the data. The impact

of this smearing is depicted in the dimuon invariant mass distribution, shown in

Figure 7.8. Additional correction factors are also derived for the muon scale and

resolution separately from the ID and MS measurements.

7.4 Jets

Jets are sprays of collimated hadronic showers that are created from quarks and

gluons, since because of the colour confinement they cannot exist freely in nature.

Jets are in principle halted by the hadronic calorimeters in ATLAS, where they

deposit their energy. The jet reconstruction, cleaning, calibration and tagging

techniques are presented below.

7.4.1 Jet reconstruction

Jet reconstruction relies on the formation of topological clusters (topo-clusters)

[83, 91], three-dimensional clusters that are built based on the jet energy deposition

in the calorimeters. The topo-cluster formation is controlled by the cell signal

significance, σcell, which is defined as the signal-to-noise ratio of the readout signal

from the energy deposition to the electronics noise. A calorimeter cell with σcell ≥ 4

is used as seed and neighbouring cells in the 3D-plane are added to it if they satisfy

the condition σcell ≥ 2. The topo-cluster formation ends when nearby cells with

σcell > 0 surrounding the ones with higher σcell are also included in the cluster. The

energy of the topo-clusters is eventually calibrated based on the electromagnetic

(EM) scale.

The formed topo-clusters are then associated to jets with dedicated jet-finding

algorithms. There is wide variate of jet-finding algorithms depending on the

steps they follow for the topo-cluster grouping. The most common ones are: the

Cambridge-Aachen algorithm [92], the kt algorithm [93], and the anti-kt algorithm

[94]. The anti-kt algorithm is the one most commonly used in ATLAS and conse-

quently the one used for the reconstruction of jets in this dissertation. It relies on

the distance metrics

dij = min

(
1

k2
t,i

,
1

k2
t,j

)
∆R2

ij

R2
, (7.7)
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diB =
1

k2
t,i

, (7.8)

where dij is the distance between two constituents i, j (here topo-clusters) and diB

is the distance of a topo-cluster from the beam axis. In these formulas kt,i,kt,j rep-

resent the transverse momentum of the two topo-clusters compared, ∆Rij stands

for their angular separation defined as ∆Rij = (yi− yj)2 + (φi−φj)2, and R is the

radius parameter that defines the size of the final reconstructed jet.

The parameter dij is calculated iteratively for all the topo-clusters iteratively and

then compared to the diB parameter for each cluster. If dij < diB the contents of

i and j are merged, and the process is repeated until diB ≤ dij, with the merged

cluster to be classified as a jet and be removed by the cluster input list (together

with its subcomponents). The procedure is repeated until all the energy deposits

are clustered into a jet.

(a) (b)

Figure 7.9: (a) Example of clustering with the anti-kt algorithm. (b) Prob-
ability of back-reaction as a function of net transverse momentum change for

various clustering algorithms. Figures taken from Ref. [94].

The anti-kt algorithm is preferred by the other sequential recombination algorithms

for a number of reasons. Apart from being infrared and collinear (IRC) safe,

meaning that the formation of the clustered jet will not change by soft emissions

or additional collinear splitting of its constituents, it also creates circular cone-

shaped jets as shown in Figure 7.9a. This approach offers a more homogenous

shape of the hadronic showers in the detector and this approximation is closer to

their expected shapes. Additionally, this algorithm is shown to be particularly

insensitive to interactions originating from UE and PU an attribute known as

back-reaction. As shown in Figure 7.9b in a high PU event the probability of

back-reaction is reduced in the case of the anti-kt algorithm not because of the
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amount of the effect itself but because of the small change in the net transverse

momentum of the jet.

EMTopo and PFlow jets

The standard approach in jet reconstruction was to rely on the energy deposits

in the calorimeter for the inputs in the clustering algorithm. The calorimeter is

the only part of the detector where there is information about neutral particles,

since they do not leave any sign in the tracker. This category of jets is known as

EMTopo jets and their jet energy resolution is estimated to ∼ 60%/
√
Ereco.

The jets used in the context of this thesis belong to a category known as Particle

Flow PFlow jets. This more recently developed type of jets offers better jet energy

resolution by utilising tracking information of the charged particles from the ID

in the jet reconstruction. In this way the jet energy resolution is improved to

∼ 30%/
√
Ereco together with the accuracy of the jet reconstruction.

Large-R and Re-clustered jets

The jet radius parameter R determines the size of a jet and it can affect the jet

reconstruction as an input to the clustering algorithm. In the analyses of this

thesis small-R jets with R = 0.4 were used as the standard option for the jet

reconstruction. It is possible, however, that the configuration of this jet collection

is suboptimal in topologies with very energetic jets. In these boosted regimes the

jets are usually very collimated and are better described by single jets with larger

radius R = 1.0 known as large-R jets.

A more optimal way to obtain jets with larger radius without changing jet collec-

tions and achieving more reasonable total reconstruction uncertainties is by using

re-clustered (RC) jets [95, 96]. In order to construct these objects the standard

anti-kt R = 0.4 jets are fed to similar jet-finding algorithms as inputs (instead

of the four-vectors that were used for the construction of standard jets). The al-

gorithms merge the small-R jets into jets with larger radius, and as a result the

final RC jets are fully calibrated without any additional corrections required. RC

jets are divided in two categories: the fixed-radius RC jets with R = 1.0 and the

variable-size radius RC (varRC) jets. VarRC jets can be computed for any effec-

tive clustering radius R = ρ/pT ≈ 2m/pT, offering greater flexibility in targeting

the boosted decays of heavier particles like W,Z and Higgs bosons or even top
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quarks. The value of the ρ parameter depends on the mass of the heavy particle

that is being probed such that it is always R = 1.0. VarRC jets were studied in

the context of a LQ search of this thesis in order to verify whether they could be

used as a “pseudo top-tagging” method (m ≥ mt) adding the reconstructed LQ

mass to the list of observables. Since the sensitivity of the varRC jet variables was

not as large as expected the re-clustered jets were not used.

Figure 7.10: Example of anti-kt large-R jets of R = 1.0 (left) and re-clustered
jets of R = 1.0 with anti-kt small-R jets of R = 0.3 as input (right). Figure

taken from Ref. [95].

7.4.2 Jet calibration

The reconstructed jets are being subject to several corrections and calibrations

prior both during and after the reconstruction procedure. A sequence of jet en-

ergy scale (JES) calibrations is applied to the four-vectors of the reconstructed

jets in order to resemble to the scale of the truth jets at particle level. These cor-

rections are summarised in a comprehensive flowchart shown in Figure 7.11 and

they are listed below:

• Origin correction: The jet four-vectors are recalculated on an event-by-event

basis to point to the PV of the event, instead of the center of the detector. The

correction is applied to the topo-clusters entering the clustering algorithms and

the angular jet resolution is improved without a major effect on jet pT.

• Pileup correction: Jet reconstruction in dense environments can be affected

by pile-up interactions that can potentially modify the area and the energy of
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the reconstructed jets. In order to correct for this effect the pT of the redundant

contributions is subtracted from the reconstructed jet pT based on the formula

pcorr
T = preco

T − ρA− α (NPV − 1)− β 〈µ〉 (7.9)

The estimation of the corrected jet pT relies on the number of PV candidates,

an estimate of the pileup contribution in an area A expressed ρA (where ρ is the

pile-up density) and on the derivates α = ∂pT/∂NPV, β = ∂pT/∂ 〈µ〉. The jet

area A is estimated by introducing a number of “ghost” particles of negligible

momentum in a uniform distribution prior to jet reconstruction and checking

the fraction of them that get associated to the jet after the clustering. However,

a residual dependence on the jet pT remains even after the subtraction of the

ρA term since ρ calculation is not accurate enough in some calorimeter regions.7

For this reason, the third and fourth terms of Equation 7.9 are used to correct

for the dependence on the in-time and out-of-time pile-up, respectively.

Applied as a function of
event pile-up pT density

and jet area.

Removes residual pile-up
dependence, as a 

function of μ and NPV.

Reconstructed
jets

Jet finding applied to 
tracking- and/or 

calorimeter-based inputs.

Corrects jet 4-momentum
to the particle-level energy
scale. Both the energy and

direction are calibrated.

Reduces flavour dependence
and energy leakage effects

using calorimeter, track, and
muon-segment variables.

A residual calibration
is applied only to data
to correct for data/MC

differences.

pT-density-based
pile-up correction

Residual pile-up
correction

Absolute MC-based
calibration

Global sequential
calibration

Residual in situ
calibration

Figure 7.11: Flowchart of the jet energy scale (JES) calibration steps. The
corrections are applied to the four-momentum of each jet. Figure taken from

Ref. [97].

• Absolute calibration: The absolute JES and η calibration is derived in order

to correct for the difference of the reconstructed jet energy to the jet energy

at particle level. The difference between the two can be a result of detector

response effects, mismodelling occurred by energy deposits in inactive detector

material regions or inefficiencies in the reconstruction process due to the tran-

sition between regions of different granularity. This calibration is derived from

MC simulated samples with dijet events making use of truth information by

matching the reconstructed jets to jets at truth level with a cone of ∆R ≤ 0.3.

7 Forward region of the calorimeter or regions containing large fraction of high-pT jets.
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Jet energy response is then defined as E reco/E truth and the inverse of this quan-

tity is applied to the reconstructed jets as a correction. Jet energy response is

shown in Figure 7.12 as a function of E reco and ηdet,
8 demonstrating its strong

dependence on these variables. In particular, an additional correction is applied

as a function of |ηdet| in order to account for the bias shown in Figure 7.12c.
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Figure 7.12: Jet energy response as a function of (a) E reco and (b) ηdet for
reconstructed jets with pT > 20 GeV. The signed difference between the truth
and reconstructed jet η (c) is shown as a function of ηdet. Figures taken from

Ref. [97].

• Global sequential calibration: The global sequential calibration (GSC) [98]

is applied on top of the previous calibrations in order to correct JES for residual

dependencies on various other jet variables. For example, strong dependence on

JES is observed based on the origin of the jet, since quark- and gluon-initiated

jets can have differences in the jet shape and particle composition. The flavour

and energy distribution of the jet constituents are additional parameters that

could affect the response of a jet. Therefore, a GSC is applied to the jet four-

vectors with one multiplicative factor per jet observable. Jet energy resolution

8 Defined as the pseudorapidity measured with respect to the center of the detector (and not
with respect to the main PV).
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(JER) is also improved by this process through energy deposit information from

the calorimeter and from muon chambers (in the case of very energetic jets

escaping the calorimeter).

• In-situ calibration: A final calibration is only applied to data in-situ in order

to correct for the differences between the MC simulated samples and the real

data. In order to derive these corrections events with di-jets (produced back-to-

back) are used and the corrections are calculated in η regions where the jet pT

is well-balanced (η-intercalibration). According to that, well-measured central

jets (|η| < 0.8) are used to correct the JES of forward jets (0.8 < |η| < 4.5) by

a multiplicative factor corresponding to the in data-to-simulation ratio of the

jet pT response. On the other hand, the central jet response is calibrated using

other well-measured objects used as a reference such as Z bosons or photons in

Z+jets or γ+jets events, while multi-jet events are used in the calibration of

high-pT jets.
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Figure 7.13: Data-to-simulation ratio of PFlow+JES jet response as a function
of jet pT for Z+jets, γ+jets, and multi-jet events calculated for the in-situ

calibrations. Figure taken from Ref. [97].

The uncertainties originating from the above calibration process in Run 2 (80 fb−1)

are shown in Figure 7.14. The largest part of the uncertainties correspond to the

in-situ final calibration step with 67 uncertainties related to physics modelling,

sample statistics and calibration of other physics objects used to derive these

calibrations. Additionally, there are 13 uncertainties related to pile-up correction,

the flavour composition and the energy distribution of the different jet constituents.

In the most recent configuration this set of systematic uncertainties is reduced

to 30 nuisance parameters (NPs) that are commonly used in physics analyses. A

number of 14 systematic uncertainties attributed to JER is also included in the
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calculations derived by variations of jet pT with respect to the nominal prediction

in MC simulated data.
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Figure 7.14: Impact of different sources of systematic uncertainty correspond-
ing to JES calibration procedure using R = 0.4 anti-kt PFlow jets as a function
of (a) pjet

T and (b) η. (c) Comparison of the total JES uncertainty between
EMTopo and PFlow jets. Figures taken from Ref. [97].

7.4.3 Jet vertex tagger and jet cleaning

In order to distinguish the jets originating from the main PV (PV0) versus the ones

originating from pile-up interactions a multi-variate analysis (MVA) discriminant

is used called jet vertex tagger (JVT). The output of the JVT algorithm (shown

in Figure 7.15) corresponds to the probability of a jet originating from PV0 and a

selection based on this quantity is commonly used in physics analyses.

The JVT discriminant is calculated based on the k-nearest neighbour approach

including as inputs the corrJVF and R pT variables, which correspond to the

corrected jet vertex fraction and the ratio of the pT scalar sum of the tracks
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originating from PV0 to the jet pT. These variables are defined as

corrJVF =

∑
m p

trk
T,m(PV0)∑

m p
trk
T,m(PV0) +

∑
n≥1

∑
l p

trk
T,l(PVn)

nPU
trk · k

, R pT =

∑
m p

trk
T,m(PV0)

pjet
T

(7.10)

The corrJVF variable is a modified version of the JVF variable, which corresponds

to the fraction of pT scalar sum of the tracks associated to PV0 to the pT scalar

sum of all the tracks associated to a PV. The correction lies on the term nPU
trk · k

that was added in order to suppress the rapid increase of the denominator at very

high pile-up events (k = 10−3).

The JVT discriminant is optimised separately for central (|η| < 2.5) and forward

jets (|η| > 2.5). In the forward region a similar discriminant (fJVT) is used as

described in [99]. A systematic uncertainty corresponding to the JVT selection is

added in physics analysis.
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Figure 7.15: JVT discriminant score (a) and R pT distribution (b) distin-
guishing jets originating from the hard-scatter main PV (violet) from jets from
pile-up interactions (green) at the 20 < pjet

T < 30 GeV and |ηjet| < 2.4 region.
The negative JVT entries correspond to jets with no associated track. Figures

taken from Ref. [100].

Apart from the JVT implementation to remove the jets that do not originate

from the main PV, there is a dedicated jet cleaning procedure in order to remove

fake jets not belonging to a pp collision. Typical sources of fake jets are muons

originating from beam losses (“beam-induced” background) or muons from cosmic

radiation. These muons could leave minor energy deposits at the HCal that could
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be interpreted as jets, while a similar effect can also occur from the coherent noise

in the calorimeter.

The presence of fake jets is mitigated by several quality criteria based on tracking

information to reconstruct variables sensitive to this background, the shape of

ionisation signal in LAr calorimeter and the energy ratios at different calorimeter

layers. These criteria led to the definition of two OPs used to distinguish versus

fake jets, BadLoose and BadTight. The efficiency of these OPs is 99.5% and 95%

for 20 < pjet
T < 100 GeV and 99.9% and 99.5% for pjet

T > 100 GeV, respectively.

BadLoose OP is chosen for the studies presented in this thesis.

7.4.4 Jet flavour tagging

The idea of jet flavour tagging relies on the ability to identify jets based on the

initial parton from which they originate. Jets originated from the hadronisation

of b-quarks are referred to as “b-jets”, jets originated from the hadronisation of

c-quarks are referred to as “c-jets”, and jets originated from the hadronisation of

gluons and u- or d-quarks are referred to as light-flavour jets (“light-jets”). The

categorisation of a jet as b-jet is known as b-tagging and it has been of great

importance in physics especially for signatures with large number of b-quarks in

the final state. The study of the top-quark (decaying as t → Wb) is strongly

bound to reliable b-tagging algorithms, while these algorithms could contribute to

Higgs boson studies through H → bb̄ decays.

The algorithms used for b-tagging exploit the characteristic lifetime of B-hadrons

(∼ 1.5 · 10−12 s), that corresponds to a travelled distance of cτ ∼ 4.5 mm inside

the detector before they decay. A secondary vertex is created at their decay point

with large transverse and longitudinal impact parameters d0 and z0, as shown in

Figure 7.16. These attributes are used together with tracking information of jet

associated tracks as input to low-level algorithms. The outputs of the low-level

algorithms are combined in high-level algorithms designed to achieve the highest

possible b-tagging efficiency, while maintaining low mis-tag rates.
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Figure 7.16: Topology of a b-jet emphasising the parameters that are exploited
in b-tagging algorithms.

The low-level algorithms are categorised based on the following attributes

Impact Parameter (IP): The algorithms in this category exploit the large trans-

verse and longitudinal impact parameters (defined in Section 4.2.1) of b-jets com-

pared jets of other flavour. Traditionally, the two algorithms in ATLAS making use

of these parameters are called IP2D and IP3D [101]. The former is making use of

the signed significance of the transverse impact parameter (d0/σd0), and the later

develops a two-dimensional template that additionally includes the significance of

the longitudinal impact parameter (z0 sin θ/σz0 sin θ). These algorithms need to

assume that all tracks are independent, but a more advance method was recently

introduced to take into account track-to-track correlations using a recurrent neural

network.

Secondary Vertex Finding: The algorithms in this category specialise in the

identification of jets with a single secondary vertex compatible to the B-hadron

decay. The most widely known algorithm of this type in ATLAS is called SV1

[101] and is based on a likelihood discriminant exploiting track information. A set

of all two-track vertex candidates is identified and the track pairs most likely to

belong to decays of long-lived particles (KS,Λ), photon conversions or hadronic

interactions with the material of the detector are removed. The rest of the tracks

are used for the secondary vertex reconstruction.

Multi-Vertex Finding: Similarly to the previous category multi-vertex finding

algorithms are used to identify jets with more than one secondary vertices. It is



Object reconstruction 140

quite common a B-hadron to subsequently decay into a D-hadron corresponding

to the decay of a b- into a c-quark. This additional secondary vertex is often

very close to the first one and the low resolution does not allow the individual

reconstruction of the two vertices. A dedicated algorithm called JetFitter (JF)

[102] is used for this reason aiming to reconstruct the full decay chain of a B-

hadron using a modified Kalman filter and assuming that all the vertices lie on

the same axis.

High-level b-tagging algorithms

The outputs of the low-level algorithms described above are included as inputs

in high-level b-tagging algorithms that are either using MVA techniques or deep

neural networks (DNNs) to classify the probability of a jet originating from a b-,c-

or light-quark. There is a constant development in the high-level algorithms used

in ATLAS and the recommendations for physics analyses are evolving rapidly. The

most common high-level b-tagging algorithms in ATLAS are described below.

MV2c10: The MV2c10 algorithm [103] relies on MVA techniques using boosted

decision trees (BDTs) for the discrimination between b-, c- and light-jets. It is

trained on tt̄ MC simulated events providing a final discriminant with a score

corresponding to the probability of a jet to originate from a b-quark. The difference

of the MV2c10 algorithm with the rest of the MV2 algorithms is the dedicated

treatment of c-jets, with the number in the name indicating the approximate c-jet

fraction included in the background sample used in the training (here the exact

number is 7%). MV2c10 algorithm was the recommended one in ATLAS for a

large part of Run 2, but it is currently mentioned only for historical reasons since

most of the current analyses have already moved to b-tagging algorithms from the

DL1 family.

DL1(r): The DL1 algorithm [101] uses a DNN approach providing a multi-

dimensional discriminant as output that corresponds to the three probabilities of a

jet to originate from a b-, c- or light-quark, respectively. The DL1 algorithm makes

use of the same input variables as the MV2 algorithms, with tha additional input

from the Soft Muon Tagger (SMT) [104] and complementary c-tagging related

variables from JF. The increased performance and the great separation achieved

in the case of the DL1 algorithms is demonstrated in Figure 7.17, where the DL1

discriminant is compared to the MV2 one. A more recent version of this algorithm,
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known as DL1r, is developed in a similar way. Its only difference is that it includes

an additional input from an advanced IP estimation algorithm that uses a recur-

rent neural network (RNNIP) [105]. As shown in the left column of Figure 7.18

in general the DL1r algorithm provides largest c- and light-jet rejection compared

to the DL1 and MV2 ones as a function of jet pT.
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Figure 7.17: MV2c10 (a) and DL1 (b) discriminants used for b-tagging com-
puted in tt̄ simulated events and split based on truth jet flavour to b- (blue), c-

(green) and light-jets (red). Figures taken from Ref. [104].

The analyses presented in this thesis are using one of the DL1 or DL1r algorithms,

according to the recommendations at each time. OPs are defined based on these

taggers targeting a specific b-jet acceptance efficiency that is inversely proportional

to the mis-tag probability. These OPs correspond to 60%, 70%, 77% and 85%

b-tagging efficiency, respectively, with the 60% being the tightest and the 85%

being the loosest. Different OP is being used in each of the analysis in this thesis

according to sensitivity results from optimisation studies.

b -tagging calibration and uncertainties

In order to derive the b -tagging efficiencies the corresponding taggers need to be

trained on MC simulated datasets in order to have access to truth information

concerning the flavour of a jet. Therefore, multiplicative SFs need to be applied

to the simulated data in order to address potential differences with real data.

These SFs are defined as SFb−tag = εdata/εMC and they are derived together with

their corresponding uncertainties.
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Figure 7.18: Identification efficiency (left) and scale factors (right) for b-jets
(a). Rejection rate (left) and mis-tag rate (right) for c-jets (b) and light-jets

(c). Figures taken from Refs. [106, 107].
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The calibration of b -jet events is derived in tt̄ samples requiring two leptons of

opposite charge (2`OS) in the final state, making it enriched in b -jets. The effi-

ciency SFs and jet flavour composition are derived using a combinatorial likelihood

approach in a range of 20 < pjet
T < 600 GeV, while an extrapolation needs to be

made for jets with pjet
T > 600 GeV. These SFs are shown for all the b-tagging OPs

in Figure 7.19b together with their total uncertainties that range from 1% to 8%

at high- and low-pjet
T regions, respectively.
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Figure 7.19: (a) Probability scale factors (SFs) and (b) efficiency SFs for
various b-tagging operating points defined based on the DL1 discriminant [104].

In the calibration procedure it should be taken into account the b -tagger algorithm

could mistag c- or light-jets as b-jets. As a result a proper calibration needs to be

derived for the mistag efficiencies as well. The calibration of c-jet events [108] is

performed by estimating the c-jet mistag rate using a likelihood fit approach in

semi-leptonic tt̄ events to exploit the hadronic W decay originating from one of the

top-quarks. The derived SFs are shown for DL1r tagger at the 70% efficiency OP

in Figure 7.18b (right), together with their total associated uncertainties ranging

from 3% to 17% at high- and low-pjet
T regions, respectively.

The calibration of light-jet events is performed with two methods [109]. The

most established one is known as the negative-tag method and it is based on

similar discriminating variables as in b-tagging, but with reversed signs. This

method is based on the assumption that the signed IP distribution of light-jets

should be more symmetrical around zero compared to the one from b-jets. The

same tagging criteria are being applied for the estimation of the mistag rate,

which is defined as the negative-tag efficiency. The second method is known as

the adjusted-MC method, where MC simulated events are modified to match the

tracking performance in data and the mistag rate SFs are given as the ratio of the
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efficiency in the MC-adjusted samples to the efficiency of the initial MC samples.

The mistag rates are derived from multi-jet events and they are shown for the

negative-tag method at the DL1r 70% OP in Figure 7.18c (right), together with

their corresponding total uncertainties. The uncertainties can range from 18% to

39% for this OP at high- and low-pjet
T regions, respectively.

In the studies of this thesis there are 60 systematic uncertainties taken into account

corresponding to b-tagging (20), and mistag rates from c-jets (20) and light-jets

(20).

7.5 Hadronically decaying tau leptons

7.5.1 Hadronic tau reconstruction

Tau leptons are charged particles that can decay either leptonically (35%) or

hadronically (65%). Due to their short decay length (87 µm) they mostly de-

cay before reaching the pixel subdetector in the ID, and they are detected by their

decay products. Since the leptonic tau lepton decays result in light leptons and

have a smaller branching ratio, the interest is focused mainly on the hadronic tau

lepton decays that are discussed in this section. Among the hadronic tau lepton

decay products there are typically one (72%) or three (22%) charged pions, which

can be produced together with one or more neutral pions (68%). Due to this signa-

ture, the hadronic tau leptons are identified in the detector as narrow jets with one

(one-prong) or three (three-prong) tracks associated to them. The reconstruction

of hadronic tau leptons is based on the sum of all visible decay products (since

the neutrinos of the decay cannot be reconstructed), and they are referred to as

τhad−vis or τhad.

The reconstruction of τhad−vis candidates begins from energy deposits in the calorime-

ter that are used as seeds for jets. The topo-clusters associated to these energy

deposits are calibrated with a local hadronic calibration and are used as inputs in

the anti-kt jet algorithm to form jets with R = 0.4. Only central jets (|η| < 2.5)

with pT > 10 GeV are considered in this process. The barycentre of the topo-

clusters involved is used to define the seed jet axis, which points to a PV in the

event. In the case of τhad−vis candidates with high pT this PV coincides with the
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main PV of the event (PV0) with tracks of pT > 500 MeV within a cone of ∆R <

0.2 around the jet axis [110, 111].

Tracks are categorised as core and isolation with a BDT approach depending on

their pT, the number of hits in the tracking detectors and their impact parameters

(d0, z0). Core tracks are characterised as the ones within a cone of ∆R < 0.2

around the jet axis, while the isolation tracks cover a region of 0.2 < ∆R < 0.4

around it. Core tracks are the only ones considered in the τhad−vis reconstruction,

while isolation tracks are used for the definition of variables used in the identifi-

cation of τhad−vis candidates. The τhad−vis tracks in both categories are required

to have pT > 1 GeV, at least two associated hits in the pixel subdetector of ID,

and a total of at least seven hits in the pixel and the SCT subdetectors. The

tracks are also required to have |d0| < 1.0 mm and |z0 · sin θ| < 1.5 mm. The

reconstruction efficiency of the τhad−vis pT remains almost constant in the high-pT

region for 1-prong candidates and it deteriorates a bit for 3-prong candidates, as

shown in Figure 7.22
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Figure 7.20: Reconstruction efficiency as a function of τhad−vis pT for one-
(black dashed line) and three-prong (blue solid line) candidates. Figure taken

from Ref. [112].

7.5.2 Hadronic tau identification

A recurrent neural network (RNN) approach is used in ATLAS for the identifica-

tion of τhad−vis candidates that replaced the previous BDT approach due to the

significant gain in performance achieved with the RNN algorithm. Various low-

level variables related to tracks and clusters are used in the RNN training together
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with high-level variables calculated from track and calorimeter quantities. In par-

ticular, the low-level variables make use of the cluster moments and transverse

energy, the track momentum and impact parameters, the angular distances ∆η

and ∆φ and the number of track hits in the different subdetector layers. The

high-level variables rely on more complex quantities such as the transverse flight

path significance (Sflight
T ), central energy fraction (fcent), maximum track ∆R, track

momentum, mass of core and isolation tracks, and so forth [111].
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Figure 7.21: ROC curves comparing the fake τhad−vis rejection as a func-
tion of real τhad−vis efficiency obtained from the BDT- (dashed line) and RNN
(solid line) approaches for one- (red) and three-prong (blue) τhad−vis candidates.

Figure taken from Ref. [111].

The RNN training is based on Z/γ∗ → ττ simulated events that are required

to decay hadronically. The challenging purpose of the RNN τhad−vis ID is to

successfully identify the real τhad−vis candidates by rejecting fake τhad−vis candidates

originating from quark- or gluon-initiated jets. There are four OPs recommended

for RNN τhad−vis ID labelled as VeryLoose, Loose, Medium, and Tight, based

on the signal efficiency and fake τhad−vis rejection. The Loose and Medium ID OPs

are used in the LQLQ→ tτ tτ analysis described in this thesis. The ROC curves

demonstrating the higher fake τhad−vis rejection at the same true τhad−vis efficiency

of the RNN versus the older BDT approach are shown for these four OPs and

separately for one- and three-prong τhad−viss in Figure 7.21.

In the RNN approach the rejection power is improved at higher values of τhad−vis

pT as shown for the Medium OP in Figure 7.22. The RNN method improved

significantly the τhad−vis ID in ATLAS allowing for dedicated studies including

hadronically decaying tau leptons, which were overlooked in the past.
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Figure 7.22: Comparison of fake τhad−vis rejection as a function of recon-
structed τhad−vis pT for the Medium identification operating point obtained from
the BDT- (blue) and RNN (red) approaches for (a) one- and (b) three-prong

τhad−vis candidates. Figure taken from Ref. [111].

7.5.3 Hadronic tau calibration

Following the identification of the τhad−vis candidates, their measured energy is

corrected for detector effects by a dedicated calibration procedure [112]. The lim-

ited acceptance and efficiency of the detector are the main sources of the detector

effects, which are reduced due to inactive detector material regions, incomplete

coverage and non-uniformity of the detector. There are two calibrations avail-

able in ATLAS: the baseline calibration and the Boosted Regression Tree (BRT)

calibration.

The calibration process begins with a standard local calibration (LC), which is

applied to all jet-like objects. The calibration is further improved by using in-

formation from the tracker for a more precise result. This process becomes com-

plicated due to the nature of the tau decay involving neutral pions. The energy

deposits of these particles with zero electric charge can overlap with the deposits

of the charged pions, and it is often difficult to distinguish between the two since

neutral pions do not leave any track when traversing the ID. Moreover, the cal-

ibration process takes into account that there could be tracks associated to the

tau decay that are found outside of the core region, resulting to underestimation

of the τhad−vis energy. In addition to this, tracks from pile-up (PU) interactions or

from the underlying event (UE) can also interfere in the measurement, as shown

in Figure 7.23.
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Figure 7.23: Illustration of a hadronic tau lepton decay, where the core and
isolation regions are highlighted. Potential tracks from pile-up interactions and

the underlying event are also overlaid.

Therefore, the correction on the τhad−vis energy is estimated using the formula

Ecalib. =
ELC − EPU

R(ELC − EPU, |η|, np)
, (7.11)

where ELC corresponds to the sum of τhad−vis energy in the core region (∆R <0.2)

after the LC, EPU is the sum of the energy originating from PU and UE, np is the

number of associated tracks (one or three) and R stands for the detector response

calibration. R is defined as the Gaussian mean of the (ELC−EPU)/Evis
true distribu-

tion, where Evis
true corresponds to energy of the generated τhad−vis. EPU is expressed

as a function of number of primary vertices (NPV), |η| and np, demonstrating a

linear increase proportional to the increase in NPV. EPU is therefore estimated by

the formula

EPU(NPV, |η|, np) = A(|η|, np) · (NPV − 〈NPV〉), (7.12)

where A is a linear coefficient extracted from a fit to simulated data.

The baseline calibration is sufficient for τhad−vis candidates with high pT, while the

resolution begins to degrade at low pT. Therefore, in analyses with less energetic

τhad−vis candidates the BRT calibration is selected. The BRT multivariate method

is an improved version of the baseline calibration that additionally includes Tau

Particle Flow (TPF) [113] information, together with calorimeter and tracking

information. The precise tracking information on the measurement of charged

pions significantly improves the resolution of τhad−vis candidates at low pT, as

shown in Figure 7.24.
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Figure 7.24: Comparison of the τhad−vis energy resolution between the baseline
and BRT calibration as a function of pT(τhad−vis). Figure taken from Ref. [114].

Further corrections are applied based on the difference of real and simulated data

by an in-situ measurement of the Tau Energy Scale (TES). The energy of the

τhad−vis candidates is recalculated as ET → (1 + α)ET, where α is a correction

factor estimated by a χ2 minimisation. The uncertainty on the TES correction

factor is estimated to (2%) 3% for (one-) three-prong τhad−vis candidates. The tag-

and-probe method is used to evaluate the performance of the energy calibrations

and the efficiency of the identification algorithms. The efficiency SFs are close

to unity with an uncertainty of about (5%) 6% for (one-) three-prong τhad−vis

candidates [112, 114].

Finally, there are additional corrections applied related to the tau trigger identi-

fication efficiency and the misidentification probability of an electron as a decay

product of a hadronic tau lepton. The former is measured with an uncertainty of

3-8% for pT(τhad−vis) < 100 GeV and 8-14% for 100 < pT(τhad−vis) < 300 GeV,

and the latter with an uncertainty of 3-14%, with a dependence on the |η| of the

τhad−vis.

7.6 Missing transverse energy

Some of the particles produced in a pp collision are very weakly interacting with

matter and as a result they do not leave any tracks or energy deposits in the
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detector space. Since the reconstruction of these particles is not possible explic-

itly their presence is detected through the energy imbalance that occurs in the

corresponding events. This imbalance is observed at the transverse plane, where

due to momentum conservation the vector sum of the transverse momentum of all

particles in the event should be equal to zero. It is expressed as a variable called

missing transverse energy, Emiss
T , calculated by the formula

~Emiss
T = −

∑
~p e

T −
∑

~p µ
T −

∑
~p τ

T −
∑

~p jets
T −

∑
~p γ

T −
∑

~p soft−terms
T . (7.13)

Emiss
T is defined as the negative vector sum of the pT of all physics objects such as

electrons, muons, jets, photons and hadronically decaying tau-leptons (hard term)

together with the negative sum of all the tracks not used in the reconstruction of

a physics object but associated to the PV (soft term). It is commonly attributed

to the transverse momentum of a neutrino in the event, but it can also serve as

a probe for BSM physics that can manifest as weakly interacting particles not

predicted by the SM.
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Chapter 8

Common aspects in signatures

with multiple leptons & b-jets

This chapter provides an overview of the commonalities in the datasets, region

categorisation, background modelling, object and event selection, and template fit

method that are used in the analyses of this thesis involving multiple leptons and

b-jets in their final states. It focuses on the techniques used for the background

estimation and suppression, while there is an extensive discussion about the sys-

tematic uncertainties used in the corresponding studies. Moreover, the statistic

analysis formalisation is introduced explaining the methods used for the statisti-

cal interpretation of the physics results. The analyses that are studied involve LQ

searches in t`t` and tτ tτ final states and the cross-section measurement of the tt̄W

process. Despite their common characteristics there are subtle differences among

them, which will be stressed below if needed.

8.1 Data and simulated samples

Collision dataset

In the studies of this thesis the full Run 2 dataset is used corresponding to 139

fb−1 of pp collision data at
√
s = 13 TeV, collected by the ATLAS experiment

during the period 2015-2018 with a bunch crossing of 25 ns. The data considered

152
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correspond only to the periods when all detector subsystems were operational and

there were stable beam conditions during data taking.

From the total amount of data collected, only a portion of it is suitable for physics

analysis. These events are specified in the Good Run List (GRL) that corresponds

to each period of data taking. The GRL files considered are summarised below.

• 2015: data15 13TeV.periodAllYear DetStatus-v89-pro21-02 Unknown PHYS

StandardGRL All Good 25ns.xml

• 2016: data16 13TeV.periodAllYear DetStatus-v89-pro21-01 DQDefects-00-02

-04 PHYS StandardGRL All Good 25ns.xml

• 2017: data17 13TeV.periodAllYear DetStatus-v99-pro22-01 Unknown PHYS

StandardGRL All Good 25ns Triggerno17e33prim.xml

• 2018: data18 13TeV.periodAllYear DetStatus-v102-pro22-04 Unknown PHYS

StandardGRL All Good 25ns Triggerno17e33prim.xml

After the GRL selection there are additional cleaning requirements that need to be

satisfied. The problematic events are removed by using predefined flags, avoiding

in this way to discard the whole luminosity block.

Simulated MC samples

The estimation of most of the background processes is performed using simulated

MC samples. Most of them are produced in full simulation (FS) going though the

complete ATLAS detector simulation based on Geant4, and only a minor fraction

of them is produced in fast simulation (AF2), namely the samples corresponding

to tWH, tHqb and rare top-quark decay processes. The signal samples used in

the LQ analyses are also produced in AF2. A comparison between the FS and

AF2 simulated samples showed that the difference in the targeted observables is

minor. The in- and out-of-time pileup effects are modelled from the simulation of

an additional set of pp collisions generated with Pythia-8, to simulate pp collisions

in the same and nearby bunch crossings. The pileup distribution acquired by this

procedure is reweighed to reflect the average number of pileup interactions in data.

The produced simulated events have been corrected in order to match the object

reconstruction and identification efficiencies, energy scales and energy resolutions

from real data, as explained in Chapter 7. An overview of the background processes
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used in the analyses of this thesis is shown in Table 8.1, corresponding to the most

up-to-date versions used (tt̄W analysis). Due to the earliest time scale of the

LQLQ→ tτ tτ analysis older generator versions might have been used for some

processes. Note that in the tt̄W measurement the tt̄W process in this table is

treated as signal.

Process Generator Parton Shower PDF Tune
(alternative) (alternative)

LQd
3LQ

d

3 MadGraph5 aMC@NLO Pythia-8 NNPDF 3.0 NLO A14

LQd
mix LQ

d

mix MadGraph5 aMC@NLO Pythia-8.230 NNPDF 3.0 NLO A14

Ũ1
¯̃U1 MadGraph5 aMC@NLO Pythia-8.244 NNPDF 2.3 LO A14

tt̄W Sherpa-2.2.10 Sherpa-2.2.10 NNPDF 3.0 NNLO Sherpa default
(MadGraph5 aMC@NLO) (Pythia-8)

tt̄H Powheg-BOX Pythia-8 NNPDF 3.0 NLO A14
NNPDF 2.3 LO

tt̄tt̄ MadGraph5 aMC@NLO Pythia-8 NNPDF 3.0 NNLO A14
tt̄Z MadGraph5 aMC@NLO Pythia-8 NNPDF 3.0 NNLO A14

(Sherpa-2.2.10) (Sherpa-2.2.10) NNPDF 3.0 NNLO Sherpa default
tt̄γ MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
Rare top MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
tt̄ Powheg-Box Pythia-8 NNPDF 2.3 LO A14

(Powheg-Box) (Herwig)
(MadGraph5 aMC@NLO) (Pythia-8)
(aMC@NLO) (Herwig)

Single-top Powheg-Box Pythia-8 NNPDF 2.3 LO A14
(s-/t-channels)
tW Powheg-Box Pythia-8 NNPDF 2.3 LO A14
tt̄WW MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
tZq MadGraph5 aMC@NLO Pythia-8 NNPDF 3.0 NLO A14
tWZ MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
tWH MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
tHqb MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
ttt MadGraph5 aMC@NLO Pythia-8 NNPDF 2.3 LO A14
V V Sherpa-2.2.2 Sherpa-2.2.2 NNPDF 3.0 NNLO Sherpa default
V V V Sherpa-2.2.2 Sherpa-2.2.2 NNPDF 3.0 NNLO Sherpa default
ggV V Sherpa-2.2.2 Sherpa-2.2.2 NNPDF 3.0 NNLO Sherpa default
V + jets Sherpa-2.2.1 Sherpa-2.2.1 NNPDF 3.0 NNLO Sherpa default
V H Pythia-8 Pythia-8 NNPDF 2.3 LO A14
V γ Sherpa-2.2.8 Sherpa-2.2.8 NNPDF 3.0 NNLO Sherpa default

Table 8.1: Overview of MC samples used to simulate the different signal and
background processes. The alternative samples used for the derivation of the
systematic uncertainties are shown in the same entries. Information on the

generator and parton shower is also included.

Apart from differences in the generator version it is worth mentioning that in

the LQ analyses the nominal tt̄Z sample was the one produced from Sherpa

due to its better kinematic modelling, while in the tt̄W analysis the MadGraph

tt̄Z sample was selected as the nominal due to its better supported systematics

modelling incorporated from the tt̄Z related measurement. An older MadGraph
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version was used for the simulation of the nominal tt̄W sample in the LQLQ→ tτ tτ

analysis, while also some minor background contributions such as tWH, tHqb and

V γ were not included.

8.2 Background modelling

In this section the modelling of the major background samples is discussed. There

is no specific order in the discussion of the samples since the main background

process are analysis and channel dependent.

8.2.1 tt̄W production

The theoretical modelling of the tt̄W process is very challenging due to higher

order effects in the strong QCD coupling (αS) and the electroweak coupling (α)

becoming critical for this process, as discussed in Section 2.5. The modelling of

this process has been studied through its production by different MC generators.

These samples are generated in general in two components (for QCD and EW

contributions respectively) and are detailed below:

• A Sherpa-2.2.10 sample (QCD), which includes additional weights accounting

for the subleading EW interference effects.

• A standalone LO Sherpa-2.2.10 sample (EW).

• MadGraph5 aMC@NLO sample (QCD) with improved FxFx merging scheme.

• MadGraph5 aMC@NLO sample (QCD) with FxFx merging scheme.

• Inclusive NLO MadGraph5 aMC@NLO sample (QCD) without including

any information about subleading EW interference effects.

• A LO MadGraph5 aMC@NLO sample (EW).

• Powheg-Box + Pythia-8 samples (QCD) and subleading EWK corrections

• Powheg-Box + Herwig-7 samples (QCD) and subleading EWK corrections

The Sherpa sample was decided to be the nominal sample due to its better

modelling, and some of the rest were used for the derivation of the modelling
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systematic uncertainties. In particular, shower related systematics are derived

though a comparison of the Pythia versus Herwig Powheg-Box samples. The

generator related systematics are derived though a comparison of the nominal

Sherpa sample versus the main alternative from MadGraph5 aMC@NLO with

the improved FxFx merging scheme. Both comparisons are performed once the

cross sections of the alternative samples have been normalised to the one from the

nominal.

The reference cross-section for tt̄W QCD production is 597 fb before the applica-

tion of the EW related weights. After these EW internal weights are applied in

order to account for normalisation and shape effects, the reference cross-section is

reduced by ∼4% to 573.68 fb. A reference cross section of 42.1 fb is used for the

tt̄W EW component. All tt̄W alternative samples are normalised to these cross

sections according to their component (QCD or EW).

The renormalisation and factorisation scales (µR, µF ) of the nominal Sherpa sam-

ple are set to µR = µF = HT/2, where the HT variable is defined as

HT =
∑
i

mT,i =
∑
i

√
m2
i + p2

T,i , (8.1)

with the sum running over all outgoing partons i in the matrix element (ME)

calculation.

The sample is generated at NLO ME accuracy for up to 1j and at LO accuracy for

up to 2j. The additional partons are matched and merged with the Sherpa par-

ton shower based on Catani-Seymour dipole factorisation using the MEPS@NLO

prescription with CKKW merging scale of 30 GeV. The virtual QCD correction

for matrix elements at NLO accuracy are provided by the OpenLoops2 library.

Samples are generated using the NNPDF 3.0 NNLO PDF set.

The alternative tt̄W FxFx samples have the same precision as the nominal Sherpa

sample ensuring a fair comparison for the derivation of the corresponding uncer-

tainty.

8.2.2 tt̄H production

The samples simulating the tt̄H background process are generated by Powheg-

Box generator at NLO accuracy and with a NNPDF 3.0 NLO PDF set. The
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hdamp parameter1 for this sample is set to 3/4 (mt +mt̄ +mH) = 325 GeV.

The systematic uncertainties due to the initial- and final-state radiation (ISR and

FSR) are estimated using weights in the ME and in the PS. The scales µR snd

µF are varied by a factor of 0.5 (2.0) to simulate higher (lower) parton radia-

tion, using the var3c up (down) variation of the A14 tune (varRF systematics).

The systematic uncertainties concerning the ME and PS modelling are estimated

though comparisons with the corresponding alternative samples.

8.2.3 tt̄Z/γ∗ production

In the tt̄W measurement the tt̄Z background process is modelled with simulated

samples using the MadGraph5 aMC@NLO generator at NLO accuracy with

the NNPDF 3.0 NLO PDF set. Top-quark mass is set to 172.5 GeV and top-

quark decays are generated at LO using MadSpin to preserve spin correlations.

Pythia-8 generator is being used for the PS and the hadronisation procedure

using the NNPDF 2.3 LO PDF set and the A14 tune. Hadronic decays into b- and

c-quarks are simulated using the EvtGen package.

The modelling systematic uncertainties of the tt̄Z process include the production

of tt̄Z alternative samples interfaced with Herwig instead of Pythia in order to

account for the difference in the PS and UE modelling. There are also alternative

samples available still interfaced with Pythia, but with different A14 tune vari-

ations in order to account for this effect. Finally, the scales µR snd µF are varied

similarly to the tt̄W process to account for the ISR and FSR related uncertainties.

In the LQ analyses the nominal tt̄Z sample is generated with Sherpa both for

the ME and the PS calculations, using the NNPDF 3.0 NNLO PDF set and the

default Sherpa tune. This sample is generated at higher precision compared to

the MadGraph one, and it also demonstrates better modelling at a large number

of kinematic variables. In these analyses, the MadGraph sample is used as the

alternative sample to account for the differences due to generator choice, and the

varRF systematics are included as already discussed.

1 Controls the transverse momentum (pT) of the first additional emission beyond the LO
Feynman diagram in the PS and therefore regulates the high-pT emission against which the
tt̄ system recoils.
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The nominal tt̄Z samples are produced for m`+`− > 5 GeV, where m`+`− corre-

sponds to the dilepton Z-boson mass. Dedicated samples are generated to model

the rare top-quark radiative decays t→ Wbγ∗(→ `+`−) and tt̄→ W+bW−b̄`+`−,

using a ME calculation at LO accuracy and requiring m`+`− > 1 GeV. These sam-

ples are “stitched” together during the physics analysis, so that the rare top-quark

decays only cover the phase space of 1 < m`+`− < 5 GeV. The combined contri-

bution of the above processes is often denoted in the next chapters as tt̄Z/γ∗ or

tt̄Z/γ∗(highmass).

The additional contribution from internal photon conversions (γ∗ → `+`−) is mod-

elled in a dedicated inclusive Z+jets sample representing the QED multiphoton

radiation via PS for m`+`− < 1 GeV, and it is denoted as tt̄γ∗ (low mass or LM).

Dedicated Z+jets samples are also generated to simulate the events containing

electrons from material photon conversion (γ∗ → e+e−) at the same m`+`− region,

a contribution denoted as “Mat Conv”.

8.2.4 tt̄ and single-top production

The tt̄ process is modelled by simulated samples generated using the Powheg-

Box package with a NLO ME calculation, and interfaced with Pythia-8 for the

PS (A14 tune). The NNPDF 3.0 NLO PDF and NNPDF 2.3 LO PDF sets are

used for the ME and PS, respectively. The hdamp parameter is set to 1.5 ·mt.

Alternative tt̄ MC samples are generated to account for differences in the shower

concerning the HF fake background estimate and extrapolation uncertainties be-

tween the control and signal regions. The Powheg-Box +Herwig-7.1.3 and

Sherpa-2.2.10 samples are used for this comparison. Further details about the

systematics model based on these contributions is given in Section 8.5.

The contribution of the single top-quark process is modelled in the s- and t-

channels using the same generators as in tt̄ production (Powheg-Box +Pythia-

8). The tW process is modelled separately with the same generator configuration.



Common aspects in signatures with multiple leptons & b-jets 159

8.2.5 Diboson production

Diboson production is modelled with simulated samples generated with Sherpa

and using the NNPDF 3.0 NNLO PDF set. The simulated samples include con-

tributions from ZZ, WZ and WW production resulting in different final states.

The varRF systematics are derived in a similar way as in the other processes by

varying up and down the µR and µF scales.

8.2.6 V+jets production

The V+jets processes are modelled with simulated samples from Sherpa-2.2.1

generator, which combines the Comix [115] and OpenLoops [116] packages for the

ME computation and merges the output with the PS process using the CKKW

prescription [117, 118]. There are separate samples produced for Z+jets and

W+jets accounting also for their different final states.

8.3 Object reconstruction and selection

8.3.1 Framework and derivations

The event preselection and object reconstruction, cleaning and calibration are per-

formed using “GroupFramework 1” (GFW1) [119], a derivation framework based

on AnalysisTop and its standard object containers. This framework is used to

produce common root files for each physics process from different derivations.

TOPQ1 derivations are used in the LQLQ→ tτ tτ analysis processed with Anal-

ysisTop version 21.2.96, while HIGG8D1 derivations are used in the rest of the

analyses included in this thesis, which were processes with AnalysisBase version

21.2.196 (no need to setup AnalysisTop separately any more). The GFW1 output

is processed by “GroupFramework 2” (GFW2) [120], where an event-level selection

is performed and further useful analysis variables are defined.

The statistical analysis is performed based on the GFW2 output using the TREx-

Fitter framework [121, 122].
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8.3.2 Object and event preselection

Event preselection

The event preselection starts from the primary vertex finding based on the highest∑
p2

T of the associated tracks, where the sum runs over all the associated tracks

with transverse momentum pT > 0.5 GeV as described in Section 7.1. Events with

significant noise in the calorimeters or data corruption are removed by using the

corresponding flags about LAr or Tile errors.

Trigger selection

Trigger selection information is saved at the preselection level for all single- and

di-lepton triggers (SLT and DLT) making the combination of them easier at the

late stages of the analysis chain if needed. Di-lepton triggers are used in the tt̄W

measurement, a choice supported by relevant sensitivity studies, while a logical

OR of single- and di-lepton triggers is used in the LQ analyses in order to boost

the signal acceptance.

In the DLT case the events are required to satisfy the lowest-pT threshold un-

prescaled trigger chains for ee, eµ and µµ events as shown in Table 8.2.

Dilepton triggers (2015)
µµ (asymm.) HLT mu18 mu8noL1 pT,HLT ≥ 18 and 8 GeV
ee (symm.) HLT 2e12 lhloose L12EM10VH pT,HLT ≥ 12 GeV (both)

eµ, µe (∼symm.) HLT e17 lhloose mu14 pT,HLT ≥ 17 (e) and 14 (µ) GeV
Dilepton triggers (2016)

µµ (asymm.) HLT mu22 mu8noL1 pT,HLT ≥ 22 and 8 GeV
ee (symm.) HLT 2e17 lhvloose nod0 pT,HLT ≥ 17 GeV (both)

eµ, µe (∼symm.) HLT e17 lhloose nod0 mu14 pT,HLT ≥ 17 (e) and 14 (µ) GeV
Dilepton triggers (2017 and 2018)

µµ (asymm.) HLT mu22 mu8noL1 pT,HLT ≥ 22 and 8 GeV
ee (symm.) HLT 2e24 lhvloose nod0 pT,HLT ≥ 17 GeV (both)

eµ, µe (∼symm.) HLT e17 lhloose nod0 mu14 pT,HLT ≥ 17 (e) and 14 (µ) GeV

Table 8.2: List of lowest pT-threshold, un-prescaled di-lepton triggers used in
the different Run 2 data taking periods.

In the SLT OR DLT case the events are required to either satisfy the lowest-pT

threshold un-prescaled di-lepton triggers defined above or satisfy the corresponding

single-lepton triggers shown in Table 8.3.
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Single lepton triggers (2015)
µ HLT mu20 iloose L1MU15, HLT mu50
e HLT e24 lhmedium L1EM20VH, HLT e60 lhmedium, HLT e120 lhloose

Single lepton triggers (2016)
µ HLT mu26 ivarmedium, HLT mu50

e
HLT e26 lhtight nod0 ivarloose, HLT e60 lhmedium nod0,

HLT e140 lhloose nod0
Single lepton triggers (2017 and 2018)

µ HLT mu26 ivarmedium, HLT mu50

e
HLT e26 lhtight nod0 ivarloose, HLT e60 lhmedium nod0,

HLT e140 lhloose nod0

Table 8.3: List of lowest pT-threshold, un-prescaled single-lepton triggers used
in the different Run 2 data taking periods.

While the prescaled triggers are useful to keep the trigger rates constant during a

full LHC fill, for high-pT analyses the un-prescaled triggers are a better choice.

Object preselection

The loosest set of physics objects stored in the GFW2 output root files (“ntuples”)

is often known as preselection.

The electron candidates kept at preselection level are reconstructed from EMCal

energy clusters associated with tracks of charged particles reconstructed in the

ID. The preselected electron candidates are required to have pT > 10 GeV and

|ηcluster| < 2.47, while candidates in the transition calorimeter region, 1.37 <

|ηcluster| < 1.52, are rejected. The LooseAndBLayerLH ID operating point

(OP) and the FCLoose isolation OP are used. The electron candidate tracks are

required to originate from the PV, while the standard impact parameter selections

|d0|/σd0 > 5 and |∆z0 sinθ`| < 0.5 mm are required.

The muon candidates kept at preselection level are reconstructed by combining

tracks ID with track segments or full tracks in the MS. The candidates in the

|η| < 0.1 region are reconstructed from ID tracks matched to energy deposits

in the calorimeters corresponding to a minimum-ionising particle due to the low

coverage of the MS there. The preselected muon candidates are required to have

pT > 10 GeV and |η| < 2.5. The Loose ID OP and the FCLoose isolation OP

are used. The muon candidate tracks are also required to satisfy the standard

impact parameter selections |d0|/σd0 > 3 and |∆z0 sinθ`| < 0.5 mm.
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8.3.3 Object selection

Electrons and muons

On top of the preselection criteria a tighter set of electron candidates is used

certain analysis regions in order to reduce the fake and non-prompt lepton con-

tributions. They are required to satisfy the TightLH ID OP combined with the

electron/photon ambiguity bit set to 0 ensuring the tightest ambiguity selection.

The electron candidates should also pass the vetoes used to reject candidates from

photon conversion and charge misassignment. The candidates failing the conver-

sion vetoes are used to define the conversion control regions (CRs) in the analyses.

These vetoes are based either on reconstructed variables or on BDT discriminants,

and are further discussed in Section 9.4.

A similar tighter approach is followed for muon candidates to reduce the fake and

non-prompt lepton contributions. They are required to satisfy the Medium ID

OP, except in the LQ analyses where a hybrid High-pT ID OP is being used

(Medium ID OP for pµT < 800 GeV, High-pT ID OP for pµT > 800 GeV).

(a) (b)

Figure 8.1: Muon q/p resolution as a function of true muon pT for High-pT

(blue) and Medium (red) operating points for barrel (a) and end-cap (b) muons.
Figure taken from Ref. [90].

Jets

The AntiKt4EMPFlowJets jet collection is used for the studies in this thesis. In this

set the jets are formed from particle flow jet constituents and are reconstructed

using the anti-kT algorithm for R = 0.4. The jets are required to satisfy the
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selections pT > 25 GeV and η < 2.5, while forward jets (2.5 < η < 4.5) are

not considered. The jets satisfying the above requirements are the ones entering

the overlap removal procedure (discussed later in this section). The final jets are

required to pass the Medium JVT OP (default), which corresponds to a selection

of JVT > 0.59.

b-tagged jets

Jets originating from B-hadrons (b-tagged or b-jets) are flagged using different

MVA discriminants of the DL1 family (according to the analysis) combining the

impact parameter information of displaced tracks associated with secondary ver-

tices. In the LQLQ → tτ tτ analysis the DL1 discriminant was used with an OP

corresponding to 77% efficiency. In the LQLQ→ t`t` analysis the DL1r discrimi-

nant was used with OPs corresponding to 85% efficiency. In the tt̄W measurement

the DL1r discriminant was also used, but in a pseudo-continuous way with most

of the regions using either the 77% efficiency OP or a hybrid b-tagging OP corre-

sponding to a logical OR of the 60% OP for events with exactly one b-jet and the

77% OP for events with at least two b-jets.

Missing transverse energy

The use of missing transverse energy (Emiss
T ) is primarily used to define certain

additional selections for the validation of background modelling in the control

regions, while it is also contained in the definition of the main discriminating

variable used in the LQ analyses. The missing transverse energy is reconstructed

as described in Section 7.6 with the default settings of AnalysisTop. The Emiss
T

calculation includes τ -leptons in the case of the LQLQ → tτ tτ analysis, while it

is agnostic to them in the other two analyses covered in this thesis.

Overlap removal

The procedure of overlap removal (OR) is critical in a physics analysis, as the

objects that overlap during reconstruction are evaluated based on certain criteria

ensuring that only one of them is kept according to the analysis needs. In this
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way a potential double counting of physics objects is avoided. A b-jet aware OR

is used in the LQLQ→ t`t` and tt̄W analyses, same as the one commonly used in

SUSY analyses [123]. OR is performed using the loosest set of physics objects in

each category. The steps and the order in which the b-jet aware OR is performed

are summarised below:

• e/µ: OR if the electron and muon candidates overlap between a ∆R(e, µ) <

0.01 cone. The muon candidate is removed if it is calo-tagged, otherwise the

electron candidate is removed.

• e/j: OR if the electron and jet candidates overlap between a ∆R(jet, e) < 0.2

cone. The jet is removed if it is not b-tagged.

• µ/j: OR if the muon and jet candidates overlap between a ∆R(jet, µ) < 0.4

cone. The jet is removed if the muon is “ghost-matched” and the jet is not

b-tagged with less than three tracks. Otherwise the muons is removed.

• j/e,µ: OR if a jet overlaps with a light lepton candidate in a cone with radius

from R = 0.04 + 10 GeV/pT,` up to R = 0.4, the light-lepton is removed.

In the LQLQ→ tτ tτ analysis a different OR procedure to the above is used that

takes into account hadronically decaying tau-leptons (τhad). Loose RNN ID τhads

are used in the OR, which is summarised in Table 8.4.

Reject Against Criteria

Electron Muon ∆R < 0.1
Jet Electron ∆R < 0.2
Jet Muon ∆R < 0.2
Tau Electron ∆R < 0.2
Tau Muon ∆R < 0.2
Jet Tau ∆R < 0.2

Table 8.4: Summary of the overlap removal procedure between electrons,
muons, hadronically decaying tau-leptons, and jets.

Hadronically decaying tau leptons

This section is specific to the LQLQ → tτ tτ search, since it is the only one

including hadronically decaying τ -lepton candidates (τhad). These physics objects

are reconstructed from energy clusters in the calorimeters and associated tracks
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from the ID. The candidates are required to have either one or three associated

tracks with a total charge of ±1, categorised as one- and three-prong respectively.

The candidates are required to have pT > 25 GeV and |η| < 2.5, while candidates in

the transition EMCal region (crack region) are not considered. A recurrent neural

network (RNN) discriminant is used based on calorimeter and tracking related

variables in order to identify the τhad candidates and reject other jet backgrounds.

There are two identification OPs used in this analysis. The Loose ID OP with

efficiency of 85% (75%) for one- (three-)prong decays is used to define a loose

set of τhads, which is used in the OR and in the definition of CRs and VRs. The

Medium ID OP, corresponding to efficiencies of 75% (60%) for one- (three-)prong

τhad decays is used in the SRs and some of the CRs. Each τhad candidate is required

to originate from the main PV of the event in order to reduce the contribution

of pileup jets. The ambiguity with other physics objects is resolved with the OR

procedure discussed before, in which muons are rejected within a cone of ∆R = 0.2

if they are calo-tagged and have pT > 2 GeV. A BDT approach is used especially

for the rejection against electron candidates trained on Z → e+e− events. An

OP of 95% real τhad efficiency is used, with a rejection factor between 30 and 100

depending on τhad pT and |η|.

8.4 Analysis strategy principles

8.4.1 Region categorisation

The definition of the various regions used in physics analyses is driven by the need

to check the modelling of the different backgrounds that mimic the signature of the

signal, and the necessity to find this region of phase space where the analysis signal

is significant. These regions are defined in general by applying certain selection

criteria on different kinematic variables or objects of the event.

The first category of analysis regions defined is known as signal regions (SRs),

which are designed to be enriched in the targeted signal. These are the regions

where the BSM signal is expected to “live” in a BSM search and they basically

determine the sensitivity of a search. In a measurement they are used as the regions

where a SM signal is unfolded aiming to the measurement of its differential cross

section versus a set of kinematic variables. Increasing the number bins in a SR
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distribution is expected to increase the sensitivity in general or reduce the total

uncertainty in a cross-section measurement, but the final decision is usually bound

to technical limitations or other parameters like the shape of the signal, etc.

The second category of analysis regions are known as control regions (CRs),

which are signal-depleted regions are enriched with events from targeted back-

ground processes. The aim of these regions is to ensure that the modelling of the

main backgrounds is reasonable, and in the results of this thesis they are also used

for the estimation of these backgrounds through the template fit method.

Both SRs and CRs are entering the final fit of real to simulated data. Apart

from these two categories, there is an additional one in which a set of validation

regions (VRs) is defined. These regions are not used in the fit, but are useful

to validate the background modelling in regions close to SRs. This is achieved by

inverting one or more of the SR selections or looking into the data/MC agreement

in other variables than the one used in the fit. Of course in the case that these

regions are not totally signal depleted a blinding strategy needs to be put in place

that will determine which of the bins are safe to look into. All the above regions are

usually orthogonal to each other, something especially important for the regions

used in the fit in order to avoid duplicate events.

8.4.2 Discriminating variables

This section is mostly relevant to the BSM searches covered in this thesis, and it

refers to the main variables/observables used in the analysis in order to discrimi-

nate a BSM signal from the SM background. The definition of these variables relies

on the signal kinematics and the one demonstrating the largest separation between

signal and background is chosen to be included in the fit. After performing the

relevant studies in the LQ analyses the most sensitive variable was found to be

the effective mass, meff , defined as the sum of transverse momentum of all physics

objects added to the missing transverse energy, Emiss
T , of the event. Hadronically

decaying τ -leptons are included in the meff definition in the LQLQ→ tτ tτ , but are

excluded in the LQLQ→ t`t` analysis. Thus the meff definition for both analyses

is

meff =
∑

e, µ, j, τhad

pT + Emiss
T and meff =

∑
e, µ, j

pT + Emiss
T , (8.2)
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respectively. The meff distribution for LQ signal events is known to peak at around

two times the LQ mass, providing a very strong signal to background separation.

Additionally, it is also known as a mass-sensitive variable, an attribute very useful

in a search especially when the invariant mass of the LQ cannot be reconstructed

(e.g. in tτ tτ final states).

8.4.3 Blinding strategy

Prior to looking into real data in the SRs, a blinding strategy needs to be de-

termined ensuring that the physics analysis strategy is constructed without being

subject to any bias from the analysers. The blinding strategy in the two LQ anal-

yses is defined based on the S/B ratio of the meff variable. In the LQLQ → tτ tτ

analysis meff bins were allowed to be unblinded if this ratio was S/B< 10% of the

benchmark LQ signal at mLQ = 900 GeV, a decision motivated by previous upper

limits in this final state from the CMS experiment [124]. In the LQLQ → t`t`

analysis meff bins were allowed to be unblinded if this ratio was S/B< 5% of the

benchmark LQ signal at mLQ = 1500 GeV, also motivated by previous limits. The

blinding strategy in the tt̄W measurement was initially to not look into real data

at all, and then as an intermediate step before the unblinding to look into data

versus MC comparisons, but without looking at the fitted normalisation factor for

tt̄W . All analyses included in this thesis have unblinded, at the time of the thesis

writing.

8.5 Systematic uncertainties

A summary of systematic uncertainties is given in this section covering theoretical

and instrumental systematics, including those related to background modelling.

The default smoothing algorithm is used for all theoretical and instrumental sys-

tematics in order to mitigate the impact of low statistics on the systematics. This

algorithm follows the MaxVariation approach, which is based on the rebinning of

the distribution until the relative MC statistical uncertainty gets below a prede-

fined threshold of tolerance. A two-sided symmetrisation is used for all instru-

mental uncertainties, while an one-sided symmetrisation is used for most of the

theoretical uncertainties. A pruning procedure is applied to the systematic uncer-

tainties based on their shape and normalisation effects, which should be at least
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1% for each uncertainty to be included in the fit. All these uncertainties are used

in the fit as separate nuisance parameters.

The signal modelling uncertainties are discussed separately for each analysis at

the corresponding chapters, since they are analysis specific. The same applies to

the uncertainties related to hadronic τ -leptons, which are discussed in Chapter 9.

Most of the systematic uncertainties related to data-driven corrections, the TF

method and the physics objects themselves were already discussed in the previous

sections/chapters, but will also be listed here for consistency.

8.5.1 Instrumental systematics

The instrumental systematic uncertainties considered in the analyses presented in

this thesis are related to the trigger efficiency, lepton reconstruction and identifi-

cation, jet calibration, b-tagging, and the global event activity. The recommenda-

tions for these uncertainties are provided by ATLAS performance groups, which

suggest a proper treatment for each uncertainty. Instrumental uncertainties are

applied as event weights or as a rescaling in the energy and momentum of a physics

object.

Instrumental systematics on b-jets
Type Origin Systematics name

b-tagging
Scale Factors DL1/DL1r b-tagger eff.

on b-originated jets
weight bTagSF DL1r Continuous FT EFF Eigen B[0-19]

DL1 FixedCutBEff 77 EventWeight B[0-8]

DL1/DL1r b-tagger eff.
on c-originated jets

weight bTagSF DL1r Continuous FT EFF Eigen C[0-19]

DL1 FixedCutBEff 77 EventWeight C[0-4]

DL1/DL1r b-tagger eff.
on light-flavoured jets

weight bTagSF DL1r Continuous FT EFF Eigen Light[0-19]

DL1 FixedCutBEff 77 EventWeight Light[0-5]

DL1 b-tagger extr. eff. DL1 FixedCutBEff 77 EventWeight extrapolation
DL1 FixedCutBEff 77 EventWeight extrapolation from charm

Pile-up reweighting
Pile-up rew. weight pileup

Table 8.5: Overview of instrumental systematics related to the DL1(r) b-
tagging algorithms, used in multi-lepton analyses. The entries in gray corre-

spond to the related uncertainties used in the LQLQ→ tτtτ analysis.

The “CategoryReduction” scheme is used for the implementation of the JES un-

certainties, while the “FullJER” scheme is selected for the JER uncertainties. To
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reduce the JES flavour composition and response uncertainties, dedicated gluon

composition maps were derived.

The lists of the different types of instrumental uncertainties are summarised in

Tables 8.5, 8.6 and 8.7. The uncertainty on the luminosity measurement corre-

sponding to the full ATLAS Run 2 dataset is estimated to 1.7% and it is also

defined as a separate nuisance parameter in the fit.

Instrumental systematics on leptons
Type Description Systematics name Application

Trigger
Scale Factors Ele./Muon custTrigSF TightElMediumMuID Event weight

Trigger Eff FCLooseIso DLT
Muons

Efficiencies Reconstruction
and identification

MU SF ID [STAT,SYST] Event weight

Reconstruction
and Identification
(low pT)

MU SF ID [STAT,SYST] LOWPT Event weight

Isolation MU SF Isol [STAT,SYST] Event weight
Track-to-vertex
association

MU SF TTVA [STAT,SYST] Event weight

pTScale pTScale MUONS SCALE pTcorrection

Resolution ID Momentum
Resol.

MUONS ID [STAT,SYST] pTcorrection

MS Momentum
Resol.

MUONS MS pTcorrection

Sagitta corr. MUONS SAGITTA [RHO,RESBIAS] pTcorrection
(charge dep.) (RHO part deprecated; removed in new

analyses)
Electrons

Efficiencies Reconstruction EL SF Reco Event weight
Identification EL SF ID Event weight
Isolation EL SF Isol Event weight

Scale Factor Energy Scale EG SCALE ALL Energy correction

Resolution Energy Resolu-
tion

EG RESOLUTION ALL Energy correction

Table 8.6: Overview of instrumental systematics used in multi-lepton analyses
related to muon and electron candidates.
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Instrumental systematics on jets and MET
Type Origin Systematics name Application

Jets
Jet Vertex Tagger JVT Event weight

Energy Scale Calibration Method JET EffectiveNP Detector1 pTcorrection
JET EffectiveNP Mixed[1,3] pTcorrection

JET EffectiveNP Modelling[1,4] pTcorrection
JET EffectiveNP Statistical[1,6] pTcorrection

η inter-calibration JET EtaIntercalibration Modelling pTcorrection
JET EtaIntercalibration NonClosure (×4) pTcorrection

JET EtaIntercalibration TotalStat pTcorrection

High pTjets JET SingleParticle HighPt pTcorrection

Pile-Up JET Pileup OffsetNPV pTcorrection
JET Pileup OffsetMu pTcorrection
JET Pileup PtTerm pTcorrection

JET Pileup RhoTopology pTcorrection

Non Closure JET PunchThrough MC16 pTcorrection

Flavour JET Flavor Response pTcorrection
JET BJES Response pTcorrection

JET Flavor Composition pTcorrection

Resolution JET JER pTcorrection

MET
Soft Tracks Terms Resolution MET SoftTrk ResoPerp pTcorrection

Resolution MET SoftTrk ResoPara pTcorrection
Scale MET SoftTrk Scale pTcorrection

Table 8.7: Overview of instrumental systematics considered in multi-lepton
analyses related to jets and missing transverse energy. Jet systematics take into
account effects of jets calibration method (e.g. in situ), η inter-calibration, high-
pT jets, pile-up, non closure and flavour response. They are all diagonalised into

effective parameters.

8.5.2 Theoretical modelling systematics

Concerning the theoretical modelling systematics used in the covered analyses,

the list starts with systematic uncertainties related to the cross section of different

processes. These uncertainties are motivated by recent physics results and ATLAS

recommendations, and are only applied to processes whose normalisation is not

free-floated in the TF. Systematic uncertainties concerning the renormalisation

and factorisation scale choices are introduced in most of the irreducible background

processes by corresponding variations (called “varRF”). The tt̄W and tt̄Z +HF



Common aspects in signatures with multiple leptons & b-jets 171

cross-section uncertainties are only used in the cases where these contributions are

not left free-floated.

The thorough systematics model of the tt̄W and tt̄Z processes including various

generator comparisons and PDF uncertainties for tt̄W is only used in the tt̄W

measurement, while a simpler version is preferred in the LQ analyses. The un-

certainties on the tt̄W PDF modelling include different sets varying the nominal

αs = 0.118 to αs = 0.117 and αs = 0.119 (PDF αs), while a two-sided uncertainty

is assigned to the PDF set itself (PDF alternate).

An overview of the theoretical modelling systematics is shown in Table 8.8.

Process Cross-section Theoretical systematic uncertainty type
(default) uncertainty

ME (gen. comp. with MadGraph5 aMC@NLO +Pythia-8 FxFx sample)
tt̄W (± 50% / ± 13%, PS (gen. comp. between Powheg-Box +Pythia-8 and

(QCD, EW) ± 20%) Powheg-Box + Herwig-7.1.3; effect propagated to nominal)
EW fraction (difference of EW fraction in Sherpa & MadGraph)
PDF αS, PDF alternate, varRF
PS (gen. comp. with MadGraph5 aMC@NLO +Herwig-7)

tt̄Z + {l, c/b} −, (± 50%) var3c (varying Pythia A14 tune)
varRF
ME (gen. comp. with MadGraph5 aMC@NLO + Pythia-8),

tt̄H ± 11% PS (gen. comp. with Powheg-Box + Herwig-7.1.3),
varRF

tt̄ − PS (gen. comp. with Powheg-Box + Herwig-7.1.3)×(e, µ)
V V + {l, c/b} (± 2%), − varRF

V V V ± 30% / ± 50% −
V H ± 50% −
ttt ± 50% −
tt̄tt̄ ± 30% −

tt̄WW ± 50% −
tZ ± 5% / ± 15% −
tWZ ± 50% −

Table 8.8: Overview of theoretical uncertainties considered for the MC expec-
tation value of different processes. The parentheses in the second column denote
that the uncertainties are used if the contribution is not free-floated in the fit.
The entries in grey correspond to the choice made in LQLQ→ tτtτ analysis if

it is different.

8.6 Statistical analysis formalisation

Due to the probabilistic nature of quantum field theory the outcome of a pp col-

lision is not deterministic. This is exploited already by the MC generators in the

event generation, and it is evident that a proper statistical treatment is needed for

the interpretation of the results in order to conclude on quantitative statements
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about the observed data. The purpose of this section is not to elaborate on the def-

initions used in statistics, but to provide some basic understanding to the reader

concerning the statistical methods used in this thesis for parameter estimation,

hypothesis testing and limit setting.

There are two well-established and equivalent approaches for the definition of

probability in statistics: the bayesian approach and the frequentist approach.

According to the bayesian approach, probability represents the degree of belief on

a certain hypothesis and it is defined by the Bayes theorem, which can be written

in a particle physics notation as

P (model | data) =
P (data |model) · P (model)

P (data)
(8.3)

In this formula the probability of a given model to describe the observed data,

P (model | data), depends on the probability of a predicted number of data to

be observed under a certain model, P (data |model), the probability to observe a

number of data regardless of the assumed model, P (data), and the probability

that the model correctly describes the data prior to the measurement, P (model)

(often referred to as prior probability). While there are many use-cases where

Bayes theorem can be used in particle physics, the natural argument against it is

that the prior probability of the model cannot be known until the experiment is

performed.

In the frequentist approach, which is more commonly used in particle physics ex-

periments, the probability Pmodel is defined as the fraction of favourable outcomes

of a repeatable experiment assuming that it is repeated infinite number of times

or that the number of repetitions tends to infinity

Pmodel = lim
Ntot→∞

Nmodel

Ntot

. (8.4)

8.6.1 The Likelihood function

A simple example of the frequentist approach in particle physics is the Poisson

model, describing the outcome of a counting experiment where

P (k |λ) =
λk · e−λ

k!
(8.5)
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is the probability to observe k events when λ events are expected on average.

Poisson distributions describe a large number of physics processes such as the

radioactive decays and can be used for any counting experiment in particle physics.

Therefore, the Poisson distribution is used for the construction of likelihood models,

where likelihood L corresponds to the Poisson probability defined as

L = P (Nobs |Nexp) =
N Nobs

exp · e−Nexp

Nobs!
(8.6)

In this formula Nobs corresponds to the number of observed events in the exper-

iment and Nexp corresponds to the number of expected events that relies on the

assumed physics model. In a physics analysis Nexp is equal to the sum of the

number of the expected signal (µs) and background (b) events, Nexp = µs + b.

The parameter µ is known as signal strength and it is a multiplicative factor to

the cross section of the corresponding process. Since the probability density func-

tions (pdfs) of the signal and background are not always known a priori, a binned

likelihood approach is used where the combined likelihood takes the form

L (µ) =

n∏
i=1

(µsi + bi)
Nobs, i

Nobs, i !
e−(µsi+bi), (8.7)

with index i running over the total number of bins and si, bi the signal and

background yield in each bin, respectively.

The above likelihood model does not include the statistical and systematic uncer-

tainties that can affect the number of expected events in a measurement. These un-

certainties can be modelled as a set of nuisance parameters (NPs), ~θ = (θ1, . . . , θj),

which enter the likelihood as additional multiplicative terms ρ(~θ ) often referred

to as penalty terms on θ. The consideration of the NP terms affects the signal

and background pdfs such that their expectation values become a function of the

NPs, s(~θs) and b(~θb), where ~θs and ~θb are two subsets of the total NP set.

Each ρ(θ) term represents the pdf of a single NP and it is determined beforehand

in subsidiary measurements aiming to constrain it. Since these subsidiary mea-

surements could happen in an independent sample of events compared to the one

used in the analysis from a constructed histogram with m bins, Equation 8.7 takes
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the form

L (µ, ~θ ) =

n∏
i=1

[
µsi(~θs ) + bi(~θb )

]Nobs, i

Nobs, i !
e
−
[
µsi(~θs ) + bi(~θb )

] l∏
k=1

ρk(~θ ). (8.8)

The ρ(θ) terms in the above formula are described by one of the following distri-

butions for the parameter θ.

Poisson: Also referred to as “gamma” constrain since the posterior of a Poisson

distributed parameter is a Gamma function. It is usually used to describe the MC

statistical uncertainties in the fit, with the determination of the multiplicative γ

terms for each bin with nominal value set to 1.

Log-normal: Used mostly to describe the uncertainties originating from normal-

isation factors, exploiting its property that result is bounded to positive values. It

is defined as

ρ(θ) =
1√

2π lnσ
exp

[
− ln2(θ/θ̂)

2 ln2σ

]
1

θ
. (8.9)

Gaussian: Normally used for the rest of the systematic uncertainties and it is

defined as

ρ(θ) =
1√
2πσ

exp

[
−(θ − θ̂)2

2σ2

]
, (8.10)

resulting to Gaussian terms centred around 0 and with a standard deviation equal

to 1.

8.6.2 Parameter estimation and the maximum likelihood

method

The formalisation of the likelihood function offers a powerful tool to the estimation

of the signal strength value that is more probable by the observed data. This is

achieved with a method of maximum likelihood (ML). According to it, the µ value

is estimated at the point where the likelihood function is maximised. For complex

likelihood expressions like the ones in Equation 8.8 it is often more straightforward

to minimise the quantity − lnL instead since each product in the equation is

turned into a sum. Therefore in the absence of any NPs the estimation of µ is
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given by the formula

−∂ ln L (µ)

∂µ

∣∣∣∣
µ = µ̂

= 0 (8.11)

The µ̂ notation is being used to declare that this is just an estimation of the

parameter µ that might not coincide with its true value. If µ̂ = 1 (or close) the

conclusion is that the observed data favour the existence of signal, while if µ̂ = 0

(or close) it means that the background only scenario is favoured.

The ML method is preferred for the minimisation (e.g. compared to the χ2

method) since ML estimators are invariant and mostly unbiased, and the method

itself has faster convergence, increased accuracy and it is efficient and consistent

even for low number of observed events. In the more realistic case that there is

a set of NPs present in the likelihood model the − lnλ(µ) quantity is minimised

instead, where λ(µ) is known as profile likelihood ratio defined as

λ(µ) =
L (µ,

ˆ̂
~θ )

L (µ̂, ~̂θ )
(8.12)

Since the minimisation of − lnλ(µ) is performed in a multidimensional space the

notation of Equation 8.12 is explained as follows. The denominator represents

the global maximum of the likelihood for specific µ̂ and ~̂θ estimators, while the

numerator (thus the
ˆ̂
~θ notation) represents the local maxima of the likelihood,

where ~θ is the value that maximises it for a specific value of µ.

8.6.3 Hypothesis testing

In particle physics a statistical test is required in order to exclude a new physics

model or claim the discovery of new particles suggested by it. The statistical test

relies on two hypotheses, one based on the established physics processes, and one

including new physics in addition to them. In particular, in a physics search the

two competing hypotheses are often defined as:

• Null hypothesis (H0): representing the SM hypothesis (µ = 0). It is usually

referred to as the background-only (B-only) hypothesis.
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• Alternative (or test) hypothesis (H1): representing the BSM hypothesis

with the inclusion of a BSM signal (µ > 0). It is often referred to as the

signal-plus-background (S+B) hypothesis.

The two hypotheses are tested versus each other and their compatibility with the

observed data is quantified with a test statistic t. A test statistic defined based

on a likelihood ratio is proved to demonstrate the highest statistical power. For

this reason, the profile likelihood ratio defined in Equation 8.12 is being used to

define a test statistic as

tµ = −2 lnλ(µ) (8.13)

A p-value is defined based on this test statistic that corresponds to the probability

of getting a higher value for the observed t, tobs, compared to the current one if

the experiment is repeated. It is defined as

pµ =

∫ ∞
tµ,obs

f(tµ |µ) dt, (8.14)

If the p-value computed for the test hypothesis is lower than a predefined threshold,

the test hypothesis is excluded up to a certain confidence level (CL). In particle

physics this threshold is set to 0.05, which corresponds to 95% CL exclusion.
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Figure 8.2: Visual representation of the p-value computed in a t-test.

The test statistic that is used for discovery provides the estimation of the proba-

bility to reject the BSM hypothesis (H1) if it is correct. This is often known as

p0 and very low values of this quantity indicate the existence of new physics. The

figure of merit to exclude or not the H0 hypothesis is called significance and it
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is defined as

Z = Φ−1(1− p0), (8.15)

where Φ−1 corresponds to the inverse of the cumulative distribution function

(CDF) of the standard normal distribution.

The significance corresponding to p0 = 0.05 is Z = 1.68 (or 1.68σ), which is

in general a not so tight restriction. Therefore, by convention the threshold in

significance to exclude the H0 hypothesis and declare a discovery is set to 5σ,

which corresponds to a p-value of p0 = 2.9 · 10−7. A precursor of the discovery is

usually a computed significance around 3σ that indicates evidence for new physics.

8.6.4 Limit setting and the CLs method

In the case of no significant excess over the SM expectation value after the fit, an

one-sided profile-likelihood test statistic qµ is defined as

qµ =

−2 lnλ(µ) µ̂ ≤ µ,

0 µ̂ > µ,
(8.16)

which is the most common test statistic used for limit setting.

In order to set upper limits on the signal strength, µ, the above definition for the

test statistic is being used in the CLs method [125]. The figure of merit in this

method is defined as

CLs =
CLs+b
CLb

=
ps+b

1− pb
, (8.17)

where

ps+b = P (qµ ≥ qµ,obs|H1) =

∫ ∞
qµ,obs

f(qµ|H1) dqµ,

pb = P (qµ ≤ qµ,obs|H0) =

∫ qµ,obs

0

f(qµ|H0) dqµ,

(8.18)

with qµ,obs being common between the two hypotheses.

The CLs method solves a long standing issue of excluding parameter values that

are limited by low sensitivity [125] meaning that the distributions of the test

statistics for the two hypotheses are very close. A µ value is excluded at 95% CL

by requiring that CLs ≤ 0.05. The highest µ value that can be excluded by this

criterion is known as upper limit on µ, µup. This upper limit is computed both for
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real and simulated MC data and it is known as expected and observed upper

limit, respectively. In the case of simulated MC data, it is possible to calculate the

associated confidence integrals (CIs) on µup populated by all the potential values

that µup can take if the experiment is repeated, and for which the H0 hypothesis

cannot be rejected. The boundaries of the CIs, µ±1σ
up and µ±2σ

up , are found at the

±1σ and ±2σ points of the f(µup |H0) distribution and are used to construct the

±1σ and ±2σ bands in the limit plots shown in Chapter 9. This procedure is

repeated for all available signal mass points in a search, where an observed limit

would correspond to a disagreement with H0 hypothesis.

A graphical representation of the upper limit estimation is shown in Figure 8.3(a),

where the upper limits were calculated using the asymptotic approximation [126].

This approximation is based on Wilk’s theorem, according to which the pdf of the

test statistic follows a χ2 distribution at the large sample limit. This assumption

is particularly useful since the pdfs of the test statistic under both hypotheses are

not known, and the asymptotic formula offers a quick and reliable computation.

(a) (b)

Figure 8.3: Graphical illustration of the upper limit estimation with the CLs
method using the asymptotic approximation (a) and the Toy MC approaches

(b) at mLQ = 800 GeV.

There are some cases though that in certain regions of phase space there is very

small number of background events predicted under the H0 hypothesis, and at

these regions the approximation does not hold. In such circumstances, the pdfs of

the test statistic are estimated by generating a number of pseudoexperiments,

which is referred to as the Toy MC method. This was the standard method used

for limit setting in particle physics experiments in the past, and it is known as a

very computationally intensive procedure. The Toy MC method is used to validate

the results for the upper limits calculated for the analyses of this thesis with the
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asymptotic approximation, since the background expectation in some of the signal

regions is rather small. In particular, in the LQLQ→ t`t` search the upper limits

could differ up to ∼ 30%, making the use of the Toy MC method necessary for

more accurate results. As shown in Figure 8.3(b), in the limit estimation with

toys the interval bands are less smoother and more asymmetric compared to the

ones from the asymptotic approximation.
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Chapter 9

Inclusive and differential

measurements of the tt̄W

production cross section

9.1 Introduction

The associated production of a top-antitop quark pair and a W -boson, tt̄W , is

one of the most interesting SM signatures that can be measured at the LHC. This

process was first observed during Run 2, due to its relative low cross section and

since then there is an undiminished interest in precise measurements of such a rare

process with the full Run 2 dataset.

The understanding of the tt̄W production mechanisms is also important since tt̄W

process is one of the main background contributions of several physics analyses, as

a source of irreducible background with two leptons of same-charge (2`SS) or three

leptons 3`. These signatures are commonly used in searches for BSM physics as

in SUSY and Exotics analyses [127–130]. The tt̄W background is also relevant in

measurements of other rare processes, where a top-quark pair is produced in asso-

ciation with other particles such as in the tt̄H [131] and tt̄tt̄ [132] measurements.

In particular, the tt̄H measurement is a unique probe for the determination of the

top-Higgs Yukawa coupling, which governs the interaction of the top quark with

the Higgs boson. A precise measurement of the tt̄W production cross section is

additionally motivated by tensions over the SM expectation value reported by the

181
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above analyses, as well as in tt̄W measurements already conducted by ATLAS and

CMS experiments at
√
s = 13 TeV [133–136].

The most challenging factor in a precise tt̄W measurement is the accurate mod-

elling of the process. The tt̄W contribution is known as a charge-asymmetric

process with unusually complex higher order corrections in the QCD and EW

production modes. The production and decay modes of this process are already

discussed in Section 2.5, while the modelling of this process is detailed in Sec-

tion 8.2.

This chapter discusses the inclusive and differential measurement of the tt̄W pro-

duction cross section, explaining the methods used for the background estimation

and suppression in this complex analysis. In the case of the differential mea-

surement the tt̄W contribution is unfolded at particle level in several observables

proposed by theorists, and further motivated by experiment. The relative charge

asymmetry distribution is also being unfolded for all these observables, as a key

variable to understand if the tt̄W contribution is more asymmetric than expected.

The Profile Likelihood Unfolding method is used for the differential measurement,

which is also explained in this chapter together with the optimisation procedure

that preceded. The results from the inclusive and differential measurements are

given in Sections 9.6 and 9.7.5, and they are found to be in good agreement and

consistent with each other.

9.2 Object selection

The selection of physics objects (electrons, muons, jets, b-jets) and the definition

of overlap removal described in Section 8.3.3 is applied to the events of this anal-

ysis. Additionally to the tighter definitions on electrons defined in Section 8.3.3,

this “tight” electron candidate set is further split according to PromptLeptonIm-

provedVeto (PLIV) inclusive and exclusive OPs in order to be used for proper fake

estimation through the template fit method (discussed in Section 9.4.4). The tight-

est PLIV OP is used for the definition of the analysis signal regions. Additional

information about the PLIV discriminant is given in Section 9.4.3.

Similar to electron candidates, muon candidates are further split according to

PLIV inclusive and exclusive OPs with the tightest PLIV OP is used for the
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definition of the analysis signal regions. The light-lepton candidate definitions in-

volving the splitting according to PLIV OPs together with the rest of the selections

are shown in Table 9.1.

e / µ

Lepton definition [Linc] [L] [Minc] [M] [T]

FCLoose isolation Yes

Non-prompt lepton No PLIV < 0 and Tight Tight-not- VeryTight

BDT (PLIV) not-Tight VeryTight

Identification Loose Tight / Medium

Charge misassignment — / NA > 0.7 / NA

BDT (ECIDS)

Conversion vetoes — / NA Yes (except in conversion CRs) / NA

Transverse impact

parameter significance < 5 / < 3

|d0|/σd0
Longitudinal impact < 0.5 mm

parameter |z0 sin θ|

Table 9.1: Loose inclusive [Linc], Loose exclusive [L], Medium inclusive [Minc],
Medium exclusive [M], and Tight [T] light-lepton definitions.

9.3 Event categorisation and region definitions

The events of this analysis are selected by using dilepton triggers as described

in Section 8.3.2. A loose preselection is applied to the events passing the trigger

selection, where the leptons of the event should be trigger-matched and at least one

PV is required in each event. The events at this stage are categorised according

to their lepton multiplicity and charge to events with two light leptons of same

charge (2`SS) and three light leptons (3`). In the 3` channel the first lepton, `0,

is required to have opposite charge (OS) with respect to the other two leptons

(SS pair). The categorisation at this stage into 2`SS and 3` channels, where the

light leptons are following the [Linc] definition of Table 9.1, is preferred in order

to minimise the migration effects due to restricted reconstruction efficiencies from

the 3` channel into the 2`SS channel.
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Following the channel categorisation, control (CRs), validation (VRs) and signal

regions (SRs) are defined that are orthogonal to each other. The CRs and VRs

are used for background estimation and validation, while the SRs are chosen in a

phase space with high purity in tt̄W signal events to ensure a precise result in the

measurement.

The SR definition contains events from both 2`SS and 3` channels. The 2`SS

events in the SR are required to have two SS leptons of pT > 20 GeV (pT ordered)

following the [T] lepton definition of Table 9.1. The events are additionally re-

quired to have at least two jets and at least one b-jet at 60% efficiency DL1r OP

or at least two b-jets at 77% efficiency DL1r OP. The same b-tagging requirement

applies to the events in the 3` channel, where at least one jet is required. The OS

lepton (`0) is required to be defined as [Linc] and have pT > 10 GeV, while the

leptons of the SS pair (`1 and `2) are required to follow the [T] definition and have

pT > 20 GeV. The 3` events are additionally required to satisfy the “Z-vetoes”

both in the dilepton (|mOS−SF
`+`− −mZ | > 10 GeV) and trilepton (|m``` −mZ | > 10

GeV) mass. The dilepton of the SS pair is also required to be higher than 12 GeV

to suppress quarkonia decays (J/ψ, Υ, etc.).

Both events in 2`SS and 3` channels are split by total lepton charge to positive

and negative.

Signal regions 2`SS 3`

Lepton definition [TT] [LincTT]

Lepton pT [GeV] (> 20, > 20) (> 10, > 20, > 20)

mOS−SF
`+`− [GeV] — >12

|mOS−SF
`+`− −mZ | [GeV] — >10

|m``` −mZ | [GeV] — >10

Njets ≥ 2 ≥ 1

Nb−jets ≥ 1 (60% DL1r) OR ≥ 2 (77% DL1r)

Region split (`+
0 `

+
1 , `

−
0 `
−
1 ) (`−0 `

+
1 `

+
2 , `

+
0 `
−
1 `
−
2 )

× { [0], [1], [2] OS-SF lepton pairs}

Table 9.2: Overview of event categorisation in 2`SS and 3` signal regions. The
lepton definitions are defined in Table 9.1.

In the differential measurement the 3` SRs are further split according to the num-

ber of opposite-charge (OS) same-flavour (SF) pairs they contain a splitting that

exploits the difference between the shapes of tt̄W and tt̄Z (leading background in
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the 3` channel) contributions leading to a more precise measurement by reducing

the total uncertainty on the signal strength. The 2`SS and 3` SRs are combined in

a single region by “stitching” together all the bins by placing the one region next

to each other for all the observables considered, and the tt̄W sample is unfolded

in this region.

In the inclusive measurement these SRs are further categorised in single bins ac-

cording to lepton flavour, and the multiplicity of jets and b-jets, where the number

of events is fitted. The categorisation used in the inclusive measurement is sum-

marised in Table 9.3, resulting in 48 (8) bins in the 2`SS (3`) channel. This

categorisation aims at the reduction of the total systematic uncertainty in the

final tt̄W cross section.

Signal regions (incl.) 2`SS 3`

Lepton charge split (`+
0 `

+
1 , `

−
0 `
−
1 ) (`−0 `

+
1 `

+
2 , `

+
0 `
−
1 `
−
2 )

Lepton flavour split (µµ, eµ, µe, ee) —

Jet multiplicity split (3, 4, ≥ 5) (2, ≥ 3)

b-jet multiplicity split (1, ≥ 2) (1, ≥ 2)

Total number of bins 48 8

Table 9.3: Overview of the additional 2`SS and 3` channel categorisation used
in the inclusive measurement.

The CRs of this analysis are enriched in some of the leading backgrounds in order

to be used to constrain their normalisation by letting it free-floated in a template

fit (see Section 9.4.4). There are 6 CRs defined in the 2`SS channel targeting

events with non-prompt leptons from heavy flavour (HF) decays. The leptons of

the events in these CRs are required to follow different combinations of [T] and

[M] lepton definitions apart from the [TT] selection, which is reserved for the SRs

and ensures the orthogonality among the regions. These events are further split

based on the subleading lepton flavour to ee/µe (electron “fakes”) and µµ/eµ

(muon “fakes”). An additional selection of mT(`0, Emiss
T ) < 250 GeV is applied in

these CRs in order to reduce the tt̄W contamination, where mT(`0, Emiss
T ) is the

transverse mass of the leading lepton and the missing transverse energy defined as

mT(`0, Emiss
T )=

√
2Emiss

T pT,`0(1− cos(φmiss − φ`0)).

There are 4 CRs defined in the 3` channel. Two of them, 3`IntC and 3`MatC,

are enriched in events with electrons from photon conversions (either internal



Inclusive and differential measurements of the tt̄W production cross section 186

or material) from Z → µµγ∗(→ ee) decays. In these regions an inverse Z-veto

is applied on the trilepton mass to select these events, while the lepton flavour

combination in them is required to be µµe (with the leading lepton in pT being

a muon). These regions are defined inclusively across the whole number of jets

spectrum, and are required to have exactly zero b-jets at 77% efficiency b-tagging

OP.

The rest of the 3` CRs, 3`VV and 3`ttZ, are enriched in either diboson or tt̄Z

backgrounds defined with an inverse Z-lepton veto on the OS dilepton mass with

different requirements in the number of jets and b-jets. An overview of the CR

selections is shown in Table 9.4.

Control regions Non-prompt HFe/µ Conversions V V tt̄Z

Njets ≥ 2 ≥ 0 2 or 3 ≥ 4

Nb−jets 1 (77% DL1r) 0 (77% DL1r) 1 (60% DL1r) ≥ 1 (60% DL1r)

OR ≥ 2 (77% DL1r)

Lepton requirement 2`SS µµe∗ 3`

Lepton definition {[TM], [MT], [MM]} [LincMincMinc]

Lepton pT [GeV] (> 20, > 20) (> 10, > 20, > 20)

mOS−SF
`+`− [GeV] — > 12

|mOS−SF
`+`− −mZ | [GeV] — > 10 < 10

|m``` −mZ | [GeV] — < 10 —

mT(`0, Emiss
T ) [GeV] < 250 {[TM], [MT]} —

Region split subleading e/µ × internal / material — —

{[TM], [MT], [MM]}

Table 9.4: Overview of event categorisation in 2`SS and 3` control regions.
The lepton definitions are defined in Table 9.1.

9.3.1 Fiducial-volume definition

Since the unfolding of the tt̄W signal in the differential measurement is performed

at particle level, the particle-level fiducial phase space should be defined as close

as possible to the reconstruction-level one in order to suppress the extrapolation

uncertainties that may arise otherwise. The simulated events at particle level

contain physics objects obtained from pp collisions, which are selected after the

hadronisation procedure, and prior to their interaction with the detector parts.

The pile-up effects are not considered in this selection. An overview of the object

definition and selection, as well as the overlap removal used in the particle-level

selection is shown in Table 9.5.
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Objects

e pT ≥ 10 GeV and |η| < 2.47 (excluding the LAr crack region at 1.37 < |η| < 1.52)

µ pT ≥ 10 GeV and |η| < 2.5

jets anti-kT R = 0.4 jets with pT ≥ 25 GeV and |η| < 4.5 (with Njets restricted to |η| < 2.5)

b-jets tagged if jet originates from a ghost-matched B-hadron with pT > 5 GeV

Emiss
T vector sum of pT(ν) for all neutrinos in the event (apart from the ones from hadron decays)

Overlap removal

e/jet jet is removed if ∆R(e, jet) < 0.2 (excluding b-jets with pT > 200 GeV)

jet/e, µ lepton is removed if ∆R(`, jet) < min(0.4, 0.04 + 10 GeV/pT,`)

Selections

exactly two SS leptons

2` pT ≥ 20 GeV

Njets ≥ 2, Nb−jets ≥ 1

exactly three leptons with total charge of ±1e

pT ≥ 20 GeV (SS lepton pair)

3` Njets ≥ 1, Nb−jets ≥ 1

mOS−SF
`+`− > 12 GeV and |mOS−SF

`+`− −mZ | > 10 GeV

|m``` −mZ | > 10 GeV

Table 9.5: Object definitions and selections used for the fiducial phase space
definition.

9.4 Background estimation and suppression

9.4.1 Estimation of events with charge misassigned leptons

The estimation of the number of events containing leptons with misassigned charge

is based on a data-driven approach in the 2`SS channel. These charge-flipped

leptons originate mainly for tt̄ events and populate the ee and eµ regions. They

are the result of hard bremsstrahlung radiation and an asymmetric conversion

(e±→ e±γ∗→ e±e+e−) or the result of a wrongly measured track curvature. The

fraction of events with charge-flipped muon candidates is negligible in the pT range

of the current analyses. The contribution of these events is often denoted as

“QMisID” in the results discussed in Sections 9.6 and 9.7.

A dedicated ElectronChargeIdentificationSelector (ECIDS) tool is used to

suppress this background based on a BDT discriminant. The most up-to-date

version of this discriminant showed worse performance than the one that was

previously used in other analyses. This effect is only observed in the region of

phase space where the prompt lepton improved veto (PLIV) OPs is applied, and
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it is more likely to originate from the choice to train it on real instead of simulated

MC data. A double-peak structure is also seen in the distribution of prompt

electron in the discriminant of the recent version, amplifying the motivation to

switch to the previous one. A comparison of the two versions is done using tt̄

events, by requiring 2`SS eµ events with a threshold in lepton pT of pT > 20 GeV.

The distribution of the ECIDS discriminant and the corresponding ROC curves

for central electrons is shown in Figure 9.1 for both versions after the Tight PLIV

OP is applied. Based on these findings the selection of ECIDS BDT > 0.7 is

applied in the tight electron definition.
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Figure 9.1: Comparison of the ECIDS discriminants and ROC curves between
the new (a) and the retrained older (b) ECIDS version. The figures correspond

to 2`SS eµ events with leptons of pT > 20 GeV and central electrons.

The events with charge misassigned electrons that survive the selection criteria

of the above tool are estimated using a data driven method. The event rates are

estimated from Z → e+e− events, using a likelihood-based method. The rates are

derived as a function of electron η and pT (Figure 9.2) for electrons in the internal

and material conversion CRs and in the SRs using the tight electron definition.
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(a) (b) (c)

Figure 9.2: Electron charge misassignment rates as a function of |η|, and
parameterised in pT for internal-conversion (a), external-conversion (b) and
prompt candidates (c). The rates are extracted from data using the likelihood
method and the Tight electron definition at the VeryTight PLIV operating

point.

There are four sources of systematic uncertainty related to the estimation of

QMisID rates that are combined in a single nuisance parameter defined as the

quadratic sum of these contributions. These sources of uncertainty are:

• the statistical uncertainty from the likelihood maximisation depending on the

sample size in the regions where the rates are extracted,

• the difference between the rates measured with the likelihood method and those

obtained by truth-matching with simulated Z → ee events,

• the variation of the rates based on the mZ window, and

• the difference between the rates of electrons and positrons.

9.4.2 Data-driven corrections

The data-driven corrections mentioned in this section are used to correct the ex-

pectation value of various background processes known to be mismodelled.

9.4.2.1 Diboson Njets dependent correction

An inclusive dedicated region enriched in diboson events is defined in order to

derive a diboson correction as a function of number of jets. The so-called “VV00”

region uses the same selections as in the definition of the diboson CR, apart from
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the selection on number of jets and b-jets, where at least one jet and exactly zero b-

jets at 85% b-tagging OP are required. The selection in the number of b-jets serves

as a way to suppress the tt̄Z background contribution, which is non-negligible at

high number of jets.

(a)

(b) (c)

Figure 9.3: (a) Result of a polynomial fit to the ratio of non-diboson back-
ground subtracted data over the diboson MC expectation. The number of jets
distribution in VV00 region is shown before (b) and after (c) the data-driven

correction.

The diboson sample is additionally split by flavour into the heavy-flavour (HF) part

corresponding to diboson contributions from b- and c-quark originated hadrons

(VV+HF), and light flavour part (VV+LF). Even though the VV00 region is

dominated by the VV+LF part, the correction is assumed to be independent of

the flavour of the extra jet(s). The correction is derived by fitting the ratio of the

non-diboson background subtracted data over the diboson MC contribution per

number of jets. The polynomial used to fit the ratio is

f(x) =
(2c b− a)

(2c − 1)
+

(b− a) · 2c

(2c − 1)xc
, (9.1)
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which is actually a re-parametrisation of the function

f(x) = a+
b

xc
, (9.2)

used to reduce correlations between the parameters a, b and c.

After a χ2 fit to the polynomial above the parameters are found to be

a = −0.693± 0.012, b = −0.563± 0.014, and c = 0.246± 0.018

The fit result is shown in Figure 9.3(a) and the number of jets distribution in

the VV00 is shown before and after the correction in Figures 9.3(b) and 9.3(c),

respectively. The derived correction is applied to the flavour-inclusive diboson MC

contribution in the V V CR.

A systematic uncertainty is derived related to this correction accounting for the

different functions that could have been used, by taking into account the correla-

tions between the three fit parameters. For this reason, the chosen fit function is

studied in the eigen space, where it is characterised by three independent variations

(fA, fB, fC). Each variation in the eigen space would move all three parameters

up/down by different amounts. The largest 1σ effect among the three independent

variations belongs to the fC variation. A conservative 3σ shape-only uncertainty

based on the effect of the “fC” variation is derived, which is correlated between

LF and HF contributions. A comparison of the 1, 2 and 3σ systematic variations

are shown in Figure 9.4.

Figure 9.4: Comparison of 1, 2 and 3σ systematic variations related to the
diboson Njets dependent correction.
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9.4.2.2 tt̄ +HF correction

Due to the known mismodelling of the tt̄ +≥ 1b jets background (see tt̄H (bb)

[131] and 4tops 1`/OS [132] analyses), the associated contribution from fakes is

scaled up by a factor of 1.3 following the measured NFs in the aforementioned

analyses.

9.4.2.3 Non-prompt lepton HF Nb−jets correction

The mismodelling in the Nb−jets observed in the [TL] VRs (following the same

selection as the one in 2`SS CRs, but with different lepton definitions) is corrected

with a data-driven correction derived as a function of Nb−jets from the ratio of

non-fake lepton background subtracted data over the fake lepton MC contribution.

These VRs are fitted separately together with the rest of the CRs and this ratio is

obtain by the post-fit distribution after the previous tt̄ +HF correction is applied.

The ratio is multiplied per Nb−jets bin to all fake-lepton contributions in MC in all

analysis regions prior to the final TF to data, resulting in an improved agreement

between real and simulated MC data. The post-fit distributions of the [TL] VRs,

where this correction is derived are shown in Figure 9.5 separately for the electron

and muon channel. The derived correction is shown for both channels in Figure 9.6.

The statistical uncertainty associated with this correction is added as a nuisance

parameter in the final fit.
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Figure 9.5: Post-fit data/MC agreement in the Nb−jets distribution in [TL]
VRs for the electron (left) and muon (right) channels.
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Figure 9.6: Data-driven correction derived for fake-lepton contributions as a
function of Nb−jets bin for the electron (left) and muon (right) [TL] VRs.

9.4.3 Improved (non-) prompt lepton veto

PromptLeptonImprovedVeto (PLIV) (introduced in Ref. [137]) is a MVA

discriminant developed within ATLAS. This discriminant is a more recent version

of the PromptLeptonVeto (PLV), which was first developed to be used in the

tt̄H [131] and tt̄tt̄ [132] cross-section measurements in the multilepton final state.

The purpose of the PLIV is to discriminate between the prompt and non-prompt

leptons in an event, and reject the latter, making it essentially a non-prompt lepton

veto.

Non-prompt leptons originate from semi-leptonic decays from hadrons containing

b− or c−quarks. Non-prompt leptons often fail the isolation selection criteria, but

a small fraction of them can pass this selection. The PLIV discriminant is trained

based on jet associated track information and the information about the secondary

vertices of the jet.
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Figure 9.7: Schematic illustration of prompt and non-prompt lepton candi-
dates that pass basic impact parameter (d0, z0) and isolation cuts. The parame-
ter L0 corresponds decay length from the primary vertex (PV) to the secondary

vertex. Figure taken from Ref. [137].
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The list of PLIV input variable used in the training also contains variables re-

lated to the association of the lepton candidate to a track jet, variables related to

the isolation and pT of the lepton candidate and variables related to the hadron

lifetime. The PLIV input variables list is given in Table 9.6.
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Figure 9.8: Prompt and non-prompt lepton efficiencies for the PromptLep-
tonImprovedVeto Tight and VeryTight operating points for muon (a), central

electron (b), and forward electron (c) candidates.

There are three discriminants trained separately that correspond to muon, central

and forward electron candidates. The same PLIV input variables are used in the

two electron cases, while a slightly modified set of variables is used in the muon

case.

A pT-dependent selection approach is used in the PLIV OP definition aiming

to smoothen lepton efficiencies versus lepton pT, resulting to relatively flat non-

prompt lepton rejection efficiency as a function of lepton pT. The prompt and

non-prompt lepton efficiencies are shown separately for µ, e (barrel) and e (end-

cap) in Figure 9.8. Two PLIV OPs are defined and calibrated based on this

approach known as PromptLeptonImprovedVeto Tight and VeryTight.
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Inputs Description PLIVµ PLIVe

PromptLeptonRNN Used RNN track impact parameters and 3 3

relationship between track jet and lepton

llongitudinal
SVtoPV /σ Secondary vertex longitudinal significance using 3 3

tracks with pT > 500 MeV

pTVarCone30/pT Lepton isolation using ID tracks - 3

within a cone of ∆R < 0.3

pTCone30TightTTVA500/pT Similar as pTVarCone30/pT, additional 3 -

cuts on tracks are pT > 0.5 GeV and

pass loose vertex association requirement

ETTopoCone30/pT Lepton isolation using topological 3 3

clusters within a cone of ∆R < 0.3

Eµ
cluster/Eexpected Relative muon calorimeter cluster energy 3 -∑∆R<0.15
cluster ET/pT Sum of cluster energy divided by lepton pT - 3

Ntrack in track jet Number of tracks clustered by the track jet - 3

prel
T Lepton pT along the track jet axis: - 3

p · sin(< lepton, trackjet >)

pleptontrack
T /ptrack jet

T Lepton track pT divided by track jet pT 3 3

∆R(lepton, track jet) ∆R between the lepton and the track jet axis 3 3

plepton
T bin number Index of the bin of lepton pT 3 3

Table 9.6: A table of the variables used in the training of PromptLeptonIm-
provedVeto.

9.4.4 Template Fit method

The estimation of 2`SS and 3` events containing non-prompt leptons from HF

semi-leptonic decays and leptons originating from photon conversions is achieved

through the Template Fit method. This method was first developed during the tt̄H

cross-section measurement in the multilepton final state [131], and it is a semi data-

driven method. It relies on the definition of proper CRs targeting these specific

backgrounds, and splitting of MC samples in templates using truth information.

The main contribution to non-prompt lepton background comes from tt̄, followed

by smaller contributions from V +jets and single-top processes. The simulated MC

samples corresponding to these processes are grouped together as “fake lepton”

samples, and are categorised in templates based on lepton truth attributes of the

MCTruthClassifier as follows:

• Prompt leptons: leptons that originate directly from the top-quark decay

(truth origin = 10), from Bremsstrahlung radiation (truth origin = 5, truth
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type = 2, and parent of the truth particle to be the same particle) or rare top

decay (muon truth origin = 0).

• Non-prompt leptons: leptons originating from heavy-flavour (HF) hadronic

decays of b-quark (truth origin = 26, 29, 33) or c-quark (truth origin = 25, 27,

28, 32) initiated jets. Events with leptons from other decays such as light-flavour

(LF) hadronic decays are also included in this category, since their contribution

is minor. This category is further split according to the light-lepton flavour

to contributions from electron and muon candidates (Non-prompt e or HFe,

and Non-prompt µ or HFµ).

• Conversion electrons: electrons from photon conversion (truth origin = 5,

except Bremsstrahlung radiation, or truth parent type = 21 and truth parent

origin = 0). This category is further split in electrons originating from external/-

material conversions (ExtCO or MatConv), and electrons originating from

internal conversions (γ∗ → ``) with m`` < 1 GeV (IntCO or tt̄γ∗(low mass)).

Four normalisation factors (NFs) are attributed to the above non-prompt and

conversion templates, namely λ̂HF
e , λ̂HF

µ , λ̂MatC
e and λ̂IntC

e , which will be determined

from the fit to real data affecting the MC contributions of these templates in all

analysis regions.

A precise estimate of the non-prompt HF lepton background is put in place being

part of the so-called extended template fit. This is achieved by constructing

fake-enriched CRs by exploiting the exclusive working points (WPs) defined by the

PLIV OPs. These exclusive WPs together with the rest of selections of Table 9.1

constitute the WPs for the lepton definitions, which are labelled as:

• Tight [T]: corresponding to lepton candidates that pass the VeryTight PLIV

isolation requirement.

• Medium [M]: corresponding to lepton candidates that fail the VeryTight PLIV

isolation requirement, but pass the Tight PLIV requirement.

• (Loose [L]: corresponding to lepton candidates that fail the Tight PLIV isola-

tion requirement, but satisfy the selection criteria of PLIVe/µ < 0.)

The pT-dependent nature of the PLIV is shown for the [T] and [M] WPs in Fig-

ure 9.9(a), while the lepton definitions based on the PLIV WPs is demonstrated

in Figure 9.9(b).
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(a)

(b)

Figure 9.9: (a) Illustrative sketch demonstrating the pT-dependent nature
of exclusive PromptLeptonImprovedVeto (PLIV) operating point definitions.
The red/orange curve indicates the VeryTight PLIV threshold, whereas the
green/blue curve indicates the Tight PLIV threshold. (b) Sketch of the lepton

definitions based on the inclusive and exclusive PLIV working points.

The definition of the non-prompt lepton CRs is based on these WPs leading to the

definition of the [TM], [MT] and [MM] CRs, in which the two letters correspond

to the WP of the leading and sub-leading (in pT) lepton candidates, respectively.

[TL] VRs were also defined based on this approach to derive associated corrections

based on the mismodelling in these regions.

Overall, this approach leads to a very sophisticated non-prompt lepton estimation,

where the associated contributions are modelled in a “pseudo-continuous” way (à

la b-tagging) by performing a simultaneous fit in all the regions. Notice that the

HFe/µ non-prompt NFs are correlated between [T] and [M] lepton candidates.

The [T] and [M] lepton definitions are pretty close in terms of PLIV cuts and

the PLIV input variable distributions are also similar and well-described post-fit

for both [T] and [M] WPs. This justifies the assumption that the calibration

of the [M] non-prompt leptons derived from the fit could be applied to the [T]

non-prompt lepton events contributing to the SRs. In order to further support

this argument, an additional [M]-to-[T] flat extrapolation uncertainty of 20% is

added to the fit to account for possible differences between the two WPs in the

non-prompt lepton calibration, based on comparisons among the tt̄ generators

(Powheg-Box +Pythia-8 vs Powheg-Box +Herwig-7). The input PLIV

variables used in the training of the PLIV discriminant are also studied in a [TM]
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VR with exactly one b-jet, and an additional uncertainty is derived corresponding

to bins that show data/MC mismodelling. [TL] VRs were also defined based on

this approach to derive corrections associated to this extrapolation such as the

Nb−jets correction explained in Section 9.4.2.3.

The variable fitted in these non-prompt lepton CRs is the pT of the subleading

lepton and the corresponding distributions in each CR prior to the likelihood fit

are shown in Figure 9.10.
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Figure 9.10: Data-to-simulation ratio of the variables used in the template fit
(prior to the fit). The blue hatched band includes both statistical and systematic

uncertainties.

The CRs targeting events with leptons from internal (3`IntC) and material (3`MatC)

conversions are defined based on three electron reconstructed variables: the con-

version radius (rconv), the invariant mass of the electron associated track and the

track closest to it (assuming it is originating from a photon conversion) calculated

at conversion vertex (mtrk−trk,CV), and the same invariant mass calculated at the

primary vertex (mtrk−trk,PV).

The following conversion CR definitions are considered:
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• Material conversion CR (3`MatC): a region enriched in events where there

is at least a conversion vertex (CV) within a radius of rconv > 20 mm, and there

is at least one electron candidate with invariant track mass at the CV in the

range of 0 < mtrk−trk,CV < 100 MeV.

• Internal conversion CR (3`IntC): a region enriched in events not present in

the material conversion CR that contains at least one electron with invariant

track mass at the PV in the range of 0 < mtrk−trk,PV < 100 MeV.

The number of events is fitted in these CRs and their data-to-simulation agreement

before the likelihood fit to data is shown in Figure 9.11.
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Figure 9.11: Data-to-simulation ratio of the variables used in the template fit (prior to
the fit). The blue hatched band includes both statistical and systematic uncertainties.
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Figure 9.12: Data-to-simulation ratio of the variables used in the template fit (prior to
the fit). The blue hatched band includes both statistical and systematic uncertainties.

Furthermore, two NFs, λ̂V V and λ̂ tt̄Z , are associated to the diboson and tt̄Z

contributions in all regions. These NFs are constrained in the final fit in principle

from the 3`VV and 3`ttZ CRs that are enriched in the corresponding background

contributions. The [Minc] lepton definition is used for these CRs, which covers
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lepton candidates passing [T] or [M] PLIV WPs. In these CRs the number of

b-jets is fitted and the distributions are shown before the likelihood fit to data in

Figure 9.12.

An additional NF, λ̂ tt̄W , is assigned to the tt̄W contribution corresponding to the

signal strength of the analysis, which is constrained by the SRs (having high purity

in tt̄W events). This NF can be further split in affecting separately the events in

the 2`SS and 3` channels, and sometimes additionally split by total lepton charge.

The CRs defined up to this point are fitted together with the SRs of the analysis in

a simultaneous Template Fit (TF), with the above NFs left free-floated. Similar

to a BSM search in the case of the inclusive tt̄W cross-section measurement the

NF corresponding to the signal strength is also left free-floating in the fit. In

this way the normalisation of the signal is estimated at the same time with the

background estimation, after the background contributions are corrected according

to their associated NFs derived from the fit. In the case of a differential cross-

section measurement the TF method can be used in a similar fashion in a Profile

Likelihood Unfolding (PLU) approach (see Section 9.7.2), where the unfolding

of the signal contribution is performed at the same time with the TF, after the

background contributions in the SR distributions have been corrected from the

TF.

Figure 9.13: Illustrative sketch of all the analysis regions per channel. The
discriminating variable shown per region in the CRs and SRs is the one used
in the likelihood fit to data. The number of jets and b-jets selections as well as

the lepton definitions are also shown.



Inclusive and differential measurements of the tt̄W production cross section 201

A summary of all the analysis regions used in the fit together with their fitted

variables is shown in Figure 9.13. In the same sketch some of the basic selections

are denoted concerning number of jets and b-jets, while the lepton definition in

each region is also shown. The VRs of the analysis are included for completeness,

though not participating in the fit.

The CRs participating in the template fit are shown in a single-bin summary plot

prior to the fit together with their background compositions in Figure 9.14.
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Figure 9.14: Data-to-simulation comparison (top) and background composi-
tion (bottom) in control regions before the template fit. The blue hatched band

includes all statistical and systematic uncertainties.

The results of a maximum likelihood template fit to data performed under the

background-only hypothesis in the CRs of the analysis are summarised below.
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Since λ̂ tt̄W is not left free-floated in this fit the associated cross-section uncer-

tainties are used on the QCD and EW tt̄W components as Gaussian constraints.

The fitted NFs together with their total uncertainties, and the correlation matrix

demonstrating the correlations between the nuisance parameters (NPs) and NFs,

together with the “gamma” parameters after the fit are shown in Figure 9.15.

Figures 9.16 and 9.17 show the pulls and constrains on the NPs that are included

in the fit. The major pulls and constraints are observed in the tt̄Z variation and

modelling uncertainties.
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Figure 9.15: Fitted normalisation factors (top left), MC statistical “gamma”
parameters (top right) and correlation matrix (bottom) from a template fit
under background-only hypothesis in control regions. The normalisation factors
for the background components of HFe, HFµ, internal and material conversions,

as well as diboson (HF) and tt̄Z (LF), are left free-floating.
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Figure 9.16: Pulls and constraints on the theory nuisance parameters (left)
and on the instrumental nuisance parameters (right) after a template fit in

control regions under the background-only hypothesis.
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Figure 9.17: Pulls and constraints on the nuisance parameters of the data-
driven QMisID background (upper left), electron PLIV SF uncertainties (upper
right) and muon PLIV SF uncertainties (bottom) after a template fit in control

regions under the background-only hypothesis.
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Figure 9.18: Data-to-simulation comparison and fitted variables in control
regions after a template fit under the background-only hypothesis. The blue

hatched band includes all statistical and systematic uncertainties.
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The agreement of data to simulation in the variables fitted in the CRs after the

template fit is shown in Figure 9.18. A summary plot of the CRs used in the fit is

shown as single-bins together with the background composition after the template

fit in Figure 9.19 show the summary of the regions that are being fitted as well as

the background composition, for pre- and post-fit, respectively.
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Figure 9.19: Data-to-simulation comparison (top) and background compo-
sition (bottom) in control regions after the template fit in CRs under the
background-only hypothesis. The blue hatched band includes all statistical and

systematic uncertainties.

9.5 Systematic uncertainties

Apart from the systematic uncertainties defined in Section 8.5, additional uncer-

tainties are defined in this analysis concerning the PLIV calibration, the correlation
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between the lepton definitions, as well as on the fake-lepton background modelling

and data-driven corrections.

Regarding the uncertainties related to the PLIV Tag & Probe calibration, the

variations of the calibration procedure are included as separate nuisance parame-

ters. In case of the electron channel, there are six uncertainties considered about:

“jet modelling” (i.e. the SF difference between Powheg-Box + Pythia-8 and

Sherpa Z + jets simulated MC samples), pile-up (i.e. the SF difference in dif-

ferent bins of 〈µ〉), m`` window, template cut, tag-side ID and isolation OP vari-

ations. For the muon channel, there are ten uncertainties considered about: “jet

modelling”, m`` window, template shapes, probe-side ID OP, ∆R(µ, jet), QCD

fit, Λ-SC,1 luminosity, cross sections of the relative processes, and MC statistics.

Additionally in both channels the data statistics in the Z → `` CRs is considered

as a systematic uncertainty on the scale factors. The uncertainties are treated as

uncorrelated between the [M] and [T] lepton definitions. Additional uncertainties

are derived to cover the difference between FCLoose-isolation-only electron trigger

calibration and PLIV trigger calibration.

9.5.1 Systematic uncertainties on the fake-lepton background

modelling and data-driven corrections

Apart from the systematic uncertainties described above a dedicated systematics

model is introduced concerning the estimation of processes containing HF non-

prompt lepton, conversion and charge misassigned candidates. These uncertainties

were discussed at the corresponding sections, and are also summarised here in a

more detailed way where needed:

• Uncertainties based on the mismodelling in the PLIV input variables in a [TM]

VR with exactly one b-jet. They manifect themselves mainly in the variables:

relative muon calorimeter cluster energy (Ecluster/Eexpected), the electron track

pT divided by the jet track pT (PtFrac) and the secondary vertex longitudinal

significance using tracks with pT > 500 MeV (llongitudinalSVtoPV /σ) for both electrons

and muons. These uncertainties are considered as shape-only variations, based

on the ratio of (data−nonFakeBG)/FakeBG as shown in Figure 9.20.

1 Related to the Λ parameter used to approximate the energy required to produce a dimuon
pair.
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Figure 9.20: Residual data/MC difference in the distributions PLIV input
variables in a [TM] region for electron (top) and muon candidates (bottom),

based on which the corresponding uncertainties are derived.

• Extrapolation uncertainties for the fake background yields between the [M] and

[T] lepton definitions, which account for potential differences in the fakes rates

between fake leptons passing the corresponding PLIV WPs.

The non-prompt efficiencies are compared as a function of the fake-lepton pT

separately for electrons and muons, in a double-ratio including the PLIV WP

and generator comparisons. Since the Sherpa prediction is known to be a bit

far from the other generator options a flat 20% variation was used, based on the

tt̄ Powheg-Box +Herwig-7.1.3 alternative sample as shown in Figure 9.21.

• Uncertainties on tt̄ +HF jets mismodelling for which an uncorrelated 50% un-

certainty on the tt̄ +b and tt̄ +c background processes is assigned, to account

for the uncertainty of the tt̄ +HF correction (Section 9.4.2.2).

• Internal and material conversion extrapolation uncertainties of 50% and 10%,

respectively, to account for the extrapolation from Z-enriched to tt̄-enriched

regions. These uncertainties are derived through the residual data/MC mis-

modelling in the 2`SS electron conversion VRs.

• QMisID uncertainties assigned uncorrelated to the corresponding QMisID con-

tributions in the [TM], [MT] and [MM] CRs.
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Figure 9.21: Comparison of non-prompt efficiency as a function of lepton pT

between Tight [T] and Medium [M] lepton definitions for different tt̄ generators
and separately for electron (right) and muon (left) candidates. In the upper pad
the ratio [T]/[M] is shown for the different MC generators, while in the lower

pad the ratio of each generator versus the nominal is shown.

Additionally, a systematic uncertainty is assigned to diboson and ggZZ contri-

butions to account for the different Njets re-weighting functions that can be used

for the Njets data-driven correction discussed in Section 9.4.2.1 (conservative 3σ

effect). Finally, two nuisance parameters are introduced uncorrelated for non-

prompt electron and muon constributions, which correspond to the statistical un-

certainty related to the Nb−jets data-driven correction discussed in Section 9.4.2.3.

9.6 Inclusive tt̄W production cross-section mea-

surement

The inclusive cross-section measurement is performed in an inclusive SR containing

all events of the 2`SS and 3` channels. The total event yields of the SR are

split in single-bin templates as shown in Table 9.3 and they are fitted together

with the CRs of the analysis in a simultaneous template fit under the signal-plus-

background hypothesis, where the signal strength µ is left free-floated together

with the rest of the NFs. The signal strength µ in this case is defined as µ =

σmeas./σSM and the fitted value represents the level of agreement between the

measured cross section for a given process and its cross section at the SM.

A comparison of real to simulated events in the 56 bins fitted in the inclusive SR are

shown before and after the likelihood fit to data under the signal-plus-background

hypothesis in Figures 9.22 and 9.23, respectively.
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Figure 9.22: Data-to-simulation comparison in the 2`SS ++ (top left), 2`SS– (top
right), 3` + (bottom left) and 3`- (bottom right) signal region bins before a template fit

to data. The blue hatched band includes all statistical and systematic uncertainties.
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Figure 9.23: Data-to-simulation comparison in the 2`SS ++ (top left), 2`SS −− (top
right), 3` + (bottom left) and 3` − (bottom right) signal region bins after a template
fit in control and signal regions under the signal-plus-background hypothesis. The blue

hatched band includes all statistical and systematic uncertainties.
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A summary of the event yields in the inclusive SR split by channel and total lepton

charge is shown after the template fit in Table 9.7.

2`SS ++ 2`SS −− 3` + 3` −
Data 803 546 269 225
Total background 678 ± 21 503 ± 12 238 ± 6 188 ± 4
tt̄W 341 ± 23 190 ± 13 81 ± 6 44.8 ± 3.1
tt̄H 67.2 ± 0.4 67.3 ± 0.5 28.59 ± 0.24 28.60 ± 0.26
tt̄(Z/γ∗) 97 ± 7 93 ± 7 69 ± 5 66 ± 5
tt̄γ ∗ (LM) 11.5 ± 2.5 14.2 ± 3.0 3.5 ± 0.7 3.4 ± 0.7
Diboson 26 ± 6 19 ± 4 13.8 ± 3.2 10.3 ± 2.4
Mat Conv 22 ± 5 12.5 ± 3.0 4.4 ± 1.0 2.7 ± 0.6
HFµ 29 ± 4 34 ± 5 6.2 ± 0.9 5.6 ± 0.8
HFe 15 ± 4 15 ± 4 2.0 ± 0.6 3.0 ± 0.9
QMisID 16.51 ± 0.31 16.50 ± 0.22 0.665 ± 0.008 0.676 ± 0.014
tt̄tt̄ 8.23 ± 0.07 8.16 ± 0.09 3.68 ± 0.04 3.58 ± 0.04
Other 43.88 ± 0.35 33.53 ± 0.26 25.74 ± 0.24 19.25 ± 0.23

Table 9.7: Overview of the predicted and observed yields in the inclusive
signal region after a likelihood fit to data under the signal-plus-background
hypothesis. Dashes are used to denote the contributions that either negligible

or not applicable.

The fitted value of the observed µtt̄W from the inclusive measurement is found

to be µtt̄W = 1.46+0.14
−0.13. The free-floated NFs are found to be λ̂HF

e = 0.83+0.31
−0.31,

λ̂HF
µ = 1.02+0.21

−0.21, λ̂MatC
e = 1.16+0.31

−0.31, λ̂IntC
e = 1.08+0.24

−0.24, λ̂V V HF = 0.88+0.33
−0.33, and

λ̂ tt̄Z = 1.17+0.15
−0.15. In addition to this fit, alternative setups are studied, where

there are independent NFs assigned to tt̄W events in the 2`SS and 3` channels,

or to tt̄W+ and tt̄W− events. The observed signal strength parameters from all

these setups are summarised in Table 9.8, where they are also “translated” to the

associated cross-section values as the product of a reference SM cross section and

signal strength. The fitted NFs in these setups are very close to the ones from the

inclusive µtt̄W measurement, which are already reported above.

Signal strength µ Cross section σ [fb]

tt̄W (2`SS) 1.46 +0.08
−0.08 (stat.) +0.12

−0.11 (syst.) +0.14
−0.14 (tot.) 43.74 +1.61

−1.59 (stat.) +2.45
−2.30 (syst.) +2.93

−2.80 (tot.)

tt̄W (3`) 1.61 +0.19
−0.18 (stat.) +0.24

−0.19 (syst.) +0.31
−0.27 (tot.) 16.58 +1.21

−1.17 (stat.) +1.55
−1.22 (syst.) +1.97

−1.69 (tot.)

tt̄W 1.46 +0.08
−0.07 (stat.) +0.12

−0.11 (syst.) +0.14
−0.13 (tot.) 899.67 +31.89

−31.46 (stat.) +50.71
−47.66 (syst.) +59.91

−57.11 (tot.)

tt̄W+ 1.46 +0.08
−0.08 (stat.) +0.12

−0.11 (syst.) +0.15
−0.14 (tot.) 593.13 +23.69

−23.22 (stat.) +32.80
−30.57 (syst.) +40.46

−38.38 (tot.)

tt̄W− 1.45 +0.13
−0.13 (stat.) +0.17

−0.15 (syst.) +0.21
−0.20 (tot.) 305.77 +18.99

−18.60(stat.) +24.34
−21.48 (syst.) +30.87

−28.42 (tot.)

Table 9.8: Summary of the fitted tt̄W signal strength parameters (µ) and the
cross-section (σ) values to which they correspond.
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The observed results show that the production cross section of the tt̄W process is

measured to be larger than the SM reference value by about a factor of 1.46.

The relative charge asymmetry is another interesting observable that can be ex-

pressed using the measured cross sections as

ARC, tt̄W =
σ(tt̄W+)− σ(tt̄W−)

σ(tt̄W+) + σ(tt̄W−)
. (9.3)

The fitted value of this observable is measured to

ARC, tt̄W = 0.29 +0.05
−0.05 (stat.) +0.03

−0.03 (syst.) +0.06
−0.06 (tot.), (9.4)

compared to the expected value of ARC, tt̄W ∼0.3, the result corresponding to the SM

prediction. A fitted value close to the expected one suggests that even if the tt̄W

production cross section is found to be larger in the inclusive µtt̄W measurement,

the relative charge asymmetry between tt̄W+ and tt̄W− events is not affected.

The total uncertainty is lower on this observable since some of the systematic

uncertainties are cancelled out due to the ARC, tt̄W definition.

The correlations among the NPs and their pulls and constraints in the different

configurations are similar to the ones shown in the CR-only fit shown in Sec-

tion 9.4.4.

9.7 Differential tt̄W production cross-section mea-

surement

9.7.1 Introduction to unfolding

In particle physics the typical measurements that are performed are based on

counting experiments, where the observed events are classified according to their

properties. The reconstructed distributions that are analysed for various observ-

ables are different from their “true” distributions due to limited detector resolution

effects, as well as limited acceptance and efficiency. These factors lead to a dis-

tortion or smearing of the measured distributions compared to the expectation

from an ideal detector. The procedure used to remove the detector effects from



Inclusive and differential measurements of the tt̄W production cross section 212

the observed distribution and to extract the the underlying true distribution is

known as unfolding. Unfolding is usually used to extract inclusive or differential

cross sections of targeted physics processes, and it is usually performed at parton-

or particle-level (the latter is used in this analysis). The unfolding problem always

comes down to a matrix inversion problem, where the inverse of the response ma-

trix R used to get to the reconstructed distribution from the true distribution is

used to achieve the opposite result.

Fiducial 
phase space 

Generated phase space 

Particle-level

Detector-level

Event
selection

Reconstructed
phase space 

Unfolding

Figure 9.24: Illustrative sketch demonstrating the unfolding procedure from
a selected region at detector-level to particle-level.

There are many alternative methods typically used for unfolding such as bin-by-

bin correction unfolding [138], singular value decomposition (SVD) [139], Iterative

Bayesian Unfolding (IBU) [140–142], Fully Bayesian Unfolding (FBU) [143], Om-

niFold [144] and so forth, each of which with its own advantages and disadvantages.

Although IBU is the standard unfolding technique used in ATLAS the preferred

method used in this analysis is known as Profile Likelihood Unfolding (PLU) and

it is described in Section 9.7.2. IBU is often problematic in the case where signal

and background are correlated and the use of this method is further motivated

by the long-term plan of the ATLAS statistics committee for a common unfolding

method. In principle, the optimal method for unfolding is mostly analysis depen-

dent and as shown below it is always related to finding the proper balance between

bias and smoothness.
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9.7.2 Profile likelihood unfolding

A true distribution ftrue(x) of a true variable x that is not often accessible is related

to the measured distribution fmeas(y) of a measured variable y for a given physics

process through the relation

fmeas(y) =

∫
R(y, x) ftrue(x) dx, (9.5)

where R(y, x) represents the response matrix.

Since the distributions are studied in bins it makes sense to use the discretised

form of this equation in a histogram formalisation where it can be transformed to

the sum

Ndet.
i =

m∑
j=1

Rij N
fid.
j =

m∑
j=1

Rij µj sj + bi, (9.6)

where Ndet.
i (Nfid.

j ) corresponds to the expected number of events in the ith (jth)

bin of the detector-level (particle-level) histogram, with index i (j) running over

the detector-level (particle-level) bins i = 1, . . . , n (j = 1, . . . ,m).

Equation 9.6 is used to substitute the expected events, Nexp, i, in Equation 8.8,

which is transformed into

L (µ, ~θ ) =

n∏
i=1

P

(
Nobs, i

∣∣∣∣ m∑
j=1

Rij(~θs )µj sj(~θs ) + bi(~θb )

) l∏
k=1

ρk(~θ ). (9.7)

In these equations Rij takes the form of a n×m matrix defined as

Rij =
1

αi
εjMij, (9.8)

where αi represents the acceptance, εj represents the efficiency andMij is known

as the migration matrix. This matrix is used to quantify the bin-to-bin migrations

of events from particle to detector level (occurring because of resolution effects),

and it is defined as

Mij =
Ndet.∩ fid.
ij

Ndet.∩ fid.
j

. (9.9)

In this formula, the superscript det. ∩ fid. refers to events that pass both the event

selection at the detector-level and the fiducial-space selection.
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The acceptance and efficiency factors, αi and εj are used to correct the migration

matrix by their corresponding effects and are defined as

αi =
Ndet.∩ fid.
i

Ndet.
i

, εj =
Ndet.∩ fid.
j

Nfid.
j

. (9.10)

The acceptance correction is used to account for the events that do not pass the

fiducial volume selection, while satisfying the requirements of the detector-level

selection. Since the occurrence of these events is not common the acceptance

factor is expected to be close to unity (∼ 95%). The efficiency correction is used

to account for the events that do not pass the detector-level selection, while passing

the fiducial-space selection. The fraction of these events is relative larger since the

total events are usually reduced during the detection and reconstruction processes,

resulting to efficiency correction values of ∼30%.

The validity of the above equations is preserved only in the case where the first

and last bins of the particle- and detector-level histograms contain the underflow

and overflow events, which is the case in this analysis.
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Figure 9.25: (a) Normalised migration matrix and (b) corrections related to
efficiency and acceptance in the inclusive 2`SS and 3` SRs. The “Combined”
and “Independent” labels are used to distinguish the cases where there is a

combined or independent treatment of the 2`SS and 3` regions.

A demonstration of the acceptance and efficiency corrections, as well as of the

normalised migration matrix used in the inclusive channels (2`SS ++/−−, 3`

+/−) and for one of the unfolded distributions (Njets) is shown in Figures 9.25



Inclusive and differential measurements of the tt̄W production cross section 215

jetsDetector-Level N

je
ts

P
ar

tic
le

-L
ev

el
 N

0

10

20

30

40

50

60

70

80

90

100

[%
]

2 3 4 5 6 7

2lSS++
1 2 3 4 5

3+ [0]
1 2 3 4 5

3l+ [1]
1 2 3 4 5

3l+ [2]
2 3 4 5 6 7

2lSS--
1 2 3 4 5

3l- [0]
1 2 3 4 5

3l- [1]
1 2 3 4 5

3l- [2]

2

3

4

5

6

7

2l
S

S
+

+

1

2

3

4

5

3l
+

2

3

4

5

6

7
2l

S
S

--

1

2

3

4

5

3l
-

 InternalATLAS Migration Matrix

(a)

 InternalATLAS  InternalATLAS  InternalATLAS  InternalATLAS

jetsParticle-Level N

0.25

0.3

0.35

E
ffi

ci
en

cy

2 3 4 5 6 7

2lSS++
1 2 3 4 5

3l+
2 3 4 5 6 7

2lSS--
1 2 3 4 5

3l-

jetsDetector-Level N

0.88

0.9

0.92

0.94

0.96

0.98

A
cc

ep
ta

nc
e

2 3 4 5 6 7

2lSS++
1 2 3 4 5

3+ [0]
1 2 3 4 5

3l+ [1]
1 2 3 4 5

3l+ [2]
2 3 4 5 6 7

2lSS--
1 2 3 4 5

3l- [0]
1 2 3 4 5

3l- [1]
1 2 3 4 5

3l- [2]

 InternalATLAS

(b)

Figure 9.26: (a) Normalised migration matrix and (b) corrections related to
efficiency and acceptance in the Njets observable.

and 9.26, respectively. It is worth noticing that in Figure 9.26 the splitting of the

3` SRs according to the number of SF-OS lepton pairs is used only at the detector-

level resulting to a non-diagonal migration matrix, where the reconstructed events

are mapped to the same fiducial phase space. The fraction of events appearing

in the diagonal of the migration matrix discloses the resolution quality for each

observable. In most of the observables, an acceptable diagonality is preserved in
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the migration matrix, while the limited b-tagging efficiency leads to migrations

that show up in the migration matrix of the Nb−jets distribution.

The use of Equation 9.7 introduces the Profile Likelihood Unfolding (PLU) method,

which is the preferred method used for unfolding in this analysis. PLU is a

binned unfolding technique based on profile likelihood and it is selected among

other unfolding alternatives for a number of reasons. To start with, the unfolding

takes place after the background prediction is estimated through the template fit

method, inheriting the advanced methods of fake-background estimation devel-

oped within this framework. Another benefit of this method is that the inclusion

of systematic uncertainties happens in a natural way as constrained NPs in the

likelihood, and the inclusion of control regions helps further on the systemat-

ics profiling. The establishment of the PLU as the main unfolding method is

further justified since it is accommodated in the same framework used for sta-

tistical analysis (TRExFitter), and additionally because the number of particle-

and detector-level bins in the distributions do not have to match. Apart from the

above, the log-likelihood minimisation and evaluation of systematic uncertainties

is performed without the need for generation of pseudo-experiments, something

that is required in other unfolding methods.

The PLU approach succeeds in transforming the unfolding problem into a standard

problem of fitting the normalisation in distributions, and then the standard profile-

likelihood machinery can be used. The technical implementation of PLU can be

summarised in the following steps:

• Each bin of the signal distribution at particle-level is “folded” into a distribution

at detector-level via the response matrix, Rij.

• A normalisation factor (NF) is assigned to each “folded” truth bin (cross-section

NFs).

• The cross-section NFs are correlated to the four inclusive tt̄W NFs assigned to

the 2`SS ++/−− and 3` +/ − tt̄W events, controlling the normalisation of the

corresponding tt̄W contributions in CRs (non-negligible tt̄W contribution) ac-

cording to one of the four available parametrisations described in Appendix A.1,

and are allowed to be free-floated in the template fit.

• The background contributions are estimated through the template fit (normali-

sations mostly constrained through the CRs) and the total background predic-

tion in the SR is corrected by the fitted NFs.



Inclusive and differential measurements of the tt̄W production cross section 217

• The corrected total background prediction is subtracted from data in the SR,

which are fitted to the tt̄W reconstructed distribution “unfolding” it to particle-

level.

The key concept in this method is the realisation that the normalisation of the

folded distribution (cross-section NFs to signal strength) at the detector level is

identical to the normalisation of the truth distribution. Thus, measuring the

normalisation of each folded distribution at the detector level (in a “standard”

fit way), one directly measures the normalisation at the truth level, which is the

purpose of the unfolding.

As is the case with the rest of unfolding methods there are a few subtle points

related to the PLU method requiring further attention. The measured unfolded

cross section could be affected by the systematic uncertainties on signal, which are

evaluated at detector-level and are able to modify the response matrix. For the

derivation of the signal related uncertainties a response matrix is created for each

uncertainty and the difference to the nominal value is interpolated up and down

in ±1σ variations in the same way as the rest of the NPs in the fit.

Additional Tikhonov τj parameters are added to the full likelihood for the regular-

isation of the unfolding process. The need for regularisation and the regularisation

optimisation used in the analysis are summarised in Section 9.7.3.

Moreover, since PLU is a binned method the binning of observables with con-

tinuous distributions needs to be carefully chosen. The optimised binning in the

distributions of the observables unfolded is shown in Table 9.9.

A wide number of closure and stress tests are performed to validate the unfolding

procedure prior to looking into real data, where a full closure is observed in fits to

an Asimov dataset, as expected. Injection tests of injecting normalisation changes

in various regions or introducing linear slopes in the distributions at particle level,

all yielded the expected results with a correct retrieval of the injected quantities.

Some of these tests as well as the binning optimisation procedure are summarised

in Appendix A.2 and A.4.

9.7.3 Tikhonov regularisation

A simple inversion of the response matrix for unfolding often leads to undesir-

able results, which are not wrong but they do not correspond to a physical truth
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distribution. This is an implication of statistical fluctuations, which cause the

appearance of large anti-correlations between neighbouring bins in the inverse mi-

gration matrixM−1
ij , shown in Figure 9.28. In this toy example the reconstruction

is not totally accurate and this manifests as sizeable non-diagonal elements in the

migration matrix.
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Figure 9.27: Normalised migration matrix (left), and inverse of the migration
matrix (right) in the case of a less accurate reconstruction from a toy example.

Figures created using the code from Ref. [145].

In the case of a perfect reconstruction and a measurement with zero bias the matrix

inversion would return the correct values since the input data would correspond

to the expectation value of the reconstructed distribution. However, the matrix

inversion is applied to one instance of the data, which differs from the expectation

value due to the statistical errors and the migration matrix could be itself ill-

defined. As a result, in a narrative way,Mij “assumes” that the fluctuations in the

reconstructed histogram correspond to the residual effect of an original structure

in the truth distribution that is diluted by detector effects. In order to deal with

that, it uses the given input and the available model for migrations to calculate the

corresponding µj values during the unfolding, bringing these fluctuations magnified

back into the result.

The technique used to suppress this effect is known as regularisation. PLU uses

Tikhonov regularisation and allows for different choices of the regularisation pa-

rameter τ among the unfolded bins, allowing in this way different values of reg-

ularisation to be used for each one of the four fiducial regions when unfolded
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simultaneously. At the same time regularisation is optimised for each of the ob-

servables that are unfolded to ensure the optimal result. Tikhonov regularisation

is imposed as an additional term in the likelihood function used to constrain the

discrete second derivative of the cross-section NFs close to zero, and it is described

by the formula

L ′(µ, ~θ) = L (µ, ~θ)×
m−1∏
j=2

G (µj−1 − 2µj + µj+1 | 0, 1/τj)

≡ L (µ, ~θ)×
m−1∏
j=2

G (∆µj −∆µj+1 | 0, 1/τj)

(9.11)

This form of regularisation ensures the smoothness of the unfolded distribution by

imposing a linearity constraint on the µj NFs, making it the more natural choice

in this analysis. In particular, the allowed difference in the slope of the µj NFs

around the jth bin is constrained proportionally to an increase in τj. Therefore,

it could be characterised as an unbiased approach since it is not affected by zero

and first order differences between data and the “prior” of the signal distribution

(i.e. linear shape and normalisation effects).

(a) (b) (c)

Figure 9.28: Illustrative sketch of unfolded distributions (a) without regulari-
sation (τ = 0), (b) with an optimal regularisation choice and (c) with very large

regularisation (τ >> 1).

In the limit of infinitely large τ , this regularisation method is equivalent to a

linear parametric unfolding and it is expected to introduce some bias because of

that. At the same time, in the case of no regularisation the result is susceptible

to random statistical fluctuations. Therefore, an optimal choice of regularisation
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τ parameters is done with mediocre regularisation strength that results to a ro-

bust measurement against fluctuations, while being sensitive only to higher order

effects. An illustration of the extreme cases and optimal choice in the selection of

τ parameter is shown in Figure 9.28, demonstrating the need for a proper balance

between smoothness and bias.

The regularisation optimisation used for each observable in this analysis for all

2`SS and 3` regions is summarised in Appendix A.3.

9.7.4 Unfolded observables in signal region

The observables that are unfolded in the SR in the differential tt̄W measurement

are chosen based on experimental and theoretical motivation, according to if there

were modelling discrepancies reported for them in the past or if they are expected

to demonstrate significant shape changes originating from NLO corrections. A list

of potential observables to unfold was provided by theorists and it is summarised

in Tables A.1-A.3 in Appendix A with an optimised binning for each observable in

the 2`SS and 3` channels. A selection of variables is made from this list resulting

to list summarised in Table 9.9 with the eight variables that are unfolded in this

effort and their corresponding binning. The first and last bins of the distributions

contain the underflow and overflow events, respectively. The binning used in the

PLU implementation is the same for the reconstructed and unfolded distributions

in the SRs.

The angular observables |∆η`SS0 `SS1
| and |∆φ`SS0 `SS1

|/π correspond to the absolute

value ∆η and (normalised) ∆φ between the first and the second lepton of the

same-charge (SS) pair. The HT, lep and HT, jets observables correspond to the sum

of momentum of all the light-leptons and jets in each event, respectively. The

observables m`SS0 `SS1
and mj0j1 correspond to the invariant mass between te first

and second lepton of the SS pair and the leading and subleading (in pT) jet in

each event, respectively.

During the binning optimisation for these observables at least 60% of the total

number of events in a particular bin of the truth distribution should correspond

to the diagonal element of the migration matrix, while low statistical uncertainty

is required for the events in all of the bins of the reconstructed distribution. In

particular, the statistical uncertainty is required to be less than (10) 16% on the

total yield for (high-) low-statistics channels.
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Observable Channel Binning

Njets 2`SS [2, 3, 4, 5, 6, 7, 8] (6 bins)

3` [2, 3, 4, 5, 6] (4 bins)

Nb−jets 2`SS [1, 2, 3, 4] (3 bins)

3` [1, 2, 3] (2 bins)

|∆η`SS0 `SS1
| 2`SS [0.0, 0.2, 0.4, 0.65, 0.9, 1.2, 1.6, 2.0] (7 bins)

3` [0.0, 0.25, 0.5, 0.8, 1.1, 1.5, 2.0] (6 bins)

|∆φ`SS0 `SS1
|/π 2`SS [0.0, 0.15, 0.3, 0.45, 0.6, 0.7, 0.8, 0.9, 1.0] (8 bins)

3` [0.0, 0.2, 0.4, 0.55, 0.7, 0.85, 1.0] (6 bins)

HT, lep [GeV] 2`SS [40, 70, 85, 100, 115, 130, 150, 180, 220] (8 bins)

3` [40, 115, 145, 170, 200, 245, 325] (6 bins)

HT, jets [GeV] 2`SS [50, 135, 185, 245, 305, 375, 500] (6 bins)

3` [50, 110, 165, 225, 300, 400] (5 bins)

m`SS0 `SS1
[GeV] 2`SS [0, 44, 65, 85, 105, 125, 145, 180, 220] (8 bins)

3` [0, 50, 75, 100, 125, 160, 200] (6 bins)

mj0j1 [GeV] 2`SS [12, 90, 120, 165, 225, 300, 400, 600] (7 bins)

3` [15, 80, 130, 190, 250, 380, 600] (6 bins)

Table 9.9: List of observables that are unfolded together with their corre-
sponding optimised binning.

The distributions unfolded in the SR for all the observables considered are shown

before and after the profile likelihood fit to data in Figures 9.29 and 9.30. A good

agreement is observed in all variables after the fit, with the exception of few bins

in the 3` − [0] and [2] regions that are attributed to statistical fluctuations of the

data.
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Figure 9.29: Data-to-simulation comparison in the 2`SS + + / − − and 3`
+/− regions for the observables (a) Njets, (b) Nb−jets, (c) |∆η`SS0 `SS1

|, and (d)

|∆φ`SS0 `SS1
|/π before and after the profile likelihood unfolding. The blue hatched

band includes all statistical and systematic uncertainties.
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Figure 9.30: Data-to-simulation comparison in the 2`SS + + / − − and 3`
+/− regions for the observables (a) HT, lep, (b) HT, jets, (c) m`SS0 `SS1

, and (d)
mj0j1 before and after the profile likelihood unfolding. The blue hatched band

includes all statistical and systematic uncertainties.
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9.7.5 Unfolding results and relative charge-asymmetry mea-

surement

The fit results from the profile likelihood fit to data in the SR and CRs unfolding

simultaneously the tt̄W contribution in the SR are shown in Figures 9.31 - 9.41.

Figures 9.31 - 9.33 show the fit results for the observables Njets, Nb−jets, |∆η`SS0 `SS1
|

and |∆φ`SS0 `SS1
|/π, while the correlation matrix and MC statistical “gamma” pa-

rameters are shown only for the Njets observable. Figures 9.34 - 9.35 show the fit

results for the observables HT, lep, HT, jets, m`SS0 `SS1
and mj0j1 . The fit results are in

general similar across the unfolded observables with minor deviations in the fitted

NFs and pulls and constraints of the NPs. These results were acquired using the

differential parametrisation (see Appendix A.1).

Figures 9.36 - 9.37 show the unfolded tt̄W differential cross section for each of these

observables together with the systematic impact on the unfolded signal strengths.

The systematic uncertainties are grouped in subcategories related to background

fitted NFs, flavour tagging (FTAG), JER/JES, instrumental uncertainties (in-

cluding lepton and PLIV related ones), MC statistics, non-prompt and prompt

background modelling, and ttW modelling. The largest systematic impact origi-

nates from the ME+PS uncertainty (through the comparison between Sherpa MG5

FxFx sample). At the differential level, the JES uncertainty becomes more im-

portant compared to the FTAG uncertainties. Off-shell tt̄W predictions provided

by theorists are also overlaid only in the 3` channel, and without parton shower

(Off-Shell) that were afterwards corrected for this effect (Off-Shell Corr) by stud-

ies using a Rivet routine in the same fiducial phase space. The same differential

parametrisation as before is used for these results.

Figures 9.38 - 9.41 show the unfolded tt̄W differential cross section inclusively in

electric charge in 2`SS and 3` channels, as well as the unfolded tt̄W differential

relative charge asymmetry ARC for each of these observables. The grouped impact

of systematic uncertainties on the tt̄W 2`SS and 3` NFs and ARC parameters is also

included in these figures. Most of the systematic uncertainties on ARC “cancel” out,

and the statistical uncertainty is the dominant component in most of the bins of the

different observables. These results are produced using the differential asymmetry

parametrisation (see Appendix A.1), and the tt̄W off-shell predictions are also

overlaid in the 3` channel.
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Figure 9.31: Overview of fitted background and unfolded (µj) normalisation
factors after a profile likelihood fit to data for the observables: Njets, Nb−jets,
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| and |∆φ`SS0 `SS1

|/π.
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Figure 9.32: Nuisance parameter pulls and constraints from profile likelihood
fits of the observables: Njets, Nb−jets, |∆η`SS0 `SS1

| and |∆φ`SS0 `SS1
|/π.
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Figure 9.33: (a) MC statistical “gamma” parameters and (b) correlation ma-
trix of the nuisance parameters from the profile likelihood unfolding in the Njets
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Figure 9.35: Nuisance parameter pulls and constraints from profile likelihood
fits of the observables: HT, lep, HT, jets, m`SS0 `SS1
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Figure 9.36: Unfolded differential cross section in the 2`SS + + /−− and 3`
+/− regions for the all observables considered. A comparison of the unfolding

of several tt̄W samples is overlaid in additional to the nominal.
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Figure 9.37: Grouped systematic impact on the 2`SS + + /−− and 3` +/−
tt̄W NFs for the all observables considered.
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Figure 9.38: Unfolded differential cross section (top left) and relative charge
asymmetry (top right) in 2`SS and 3` regions (charge-inclusive) as a function
of (a) jet multiplicity and (b) b-jet multiplicity together with the corresponding

grouped impact of systematic uncertainties (bottom).



Inclusive and differential measurements of the tt̄W production cross section 233

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6|  
[fb

]
ll,

 S
S

η∆
 / 

d|
σd

 InternalATLAS
-1 = 13 TeV, 138 fbs

0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

|
ll, SS

η∆Particle-Level |

0

0.5

1

1.5

2

D
at

a
P

re
di

ct
io

n

2lSS 3l

0

0.2

0.4

0.6

0.8C
R

el
at

iv
e 

A Unfolded Data Total Uncertainty
Sherpa 2.2.10 Off-Shell
MG5 FxFx (v3.1) MG5 FxFx (v2.9)
Off-Shell (Corr) Powheg+Pythia8
Powheg+Herwig7

0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

|
ll, SS

η∆Particle-Level |

0

0.5

1

1.5

2

D
at

a
P

re
di

ct
io

n

2lSS 3l

0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

|
ll, SS

η∆Particle-Level |

10

20

30

40

50

60

In
cl

. F
ra

ct
io

na
l U

nc
er

ta
in

ty
 [%

]

0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

 InternalATLAS
-1 = 13 TeV, 138 fbs

Syst+Stat

Stat

2lSS 3l
0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

|
ll, SS

η∆Particle-Level |

1

10

210

310

 F
ra

ct
io

na
l U

nc
er

ta
in

ty
 [%

]
R C

A

0.00 0.20 0.40 0.65 0.90 1.20 1.60 0.00 0.25 0.50 0.80 1.10 1.50

Bkg Estimation FTag

JER/JES Leptons, PLIV, Inst.

MC Stat Non-prompt Bkg

Prompt Bkg ttW Model

2lSS 3l

(a)

0.5

1

1.5

2

2.5

3

3.5

4

4.5

  [
fb

]
π|/

ll,
 S

S
φ∆

 / 
d|

σd

 InternalATLAS
-1 = 13 TeV, 138 fbs

0.00 0.15 0.30 0.45 0.60 0.70 0.80 0.90 0.00 0.20 0.40 0.55 0.70 0.85

π|/
ll, SS

φ∆Particle-Level |

0

0.5

1

1.5

2

D
at

a
P

re
di

ct
io

n

2lSS 3l

0.4−
0.2−

0

0.2

0.4

0.6

0.8

1

1.2

1.4

C
R

el
at

iv
e 

A Unfolded Data Total Uncertainty
Sherpa 2.2.10 Off-Shell
MG5 FxFx (v3.1) MG5 FxFx (v2.9)
Off-Shell (Corr) Powheg+Pythia8
Powheg+Herwig7

0.00 0.15 0.30 0.45 0.60 0.70 0.80 0.90 0.00 0.20 0.40 0.55 0.70 0.85

π|/
ll, SS

φ∆Particle-Level |

0

0.5

1

1.5

2

D
at

a
P

re
di

ct
io

n

2lSS 3l

0.000.15 0.300.450.60 0.700.800.90 0.000.200.40 0.550.700.85

π|/
ll, SS

φ∆Particle-Level |

10

20

30

40

50

60

In
cl

. F
ra

ct
io

na
l U

nc
er

ta
in

ty
 [%

]

0.000.15 0.300.450.60 0.700.800.90 0.000.200.40 0.550.700.85

 InternalATLAS
-1 = 13 TeV, 138 fbs

Syst+Stat

Stat

2lSS 3l
0.000.15 0.300.450.60 0.700.800.90 0.000.200.40 0.550.700.85

π|/
ll, SS

φ∆Particle-Level |

1

10

210

310

 F
ra

ct
io

na
l U

nc
er

ta
in

ty
 [%

]
R C

A

0.000.15 0.300.450.60 0.700.800.90 0.000.200.40 0.550.700.85

Bkg Estimation FTag

JER/JES Leptons, PLIV, Inst.

MC Stat Non-prompt Bkg

Prompt Bkg ttW Model

2lSS 3l

(b)

Figure 9.39: Unfolded differential cross section (top left) and relative charge
asymmetry (top right) in 2`SS and 3` regions (charge-inclusive) as a function
of (a) |∆η`SS0 `SS1

| and (b) |∆φ`SS0 `SS1
|/π together with the corresponding grouped

impact of systematic uncertainties (bottom).
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Figure 9.40: Unfolded differential cross section (top left) and relative charge
asymmetry (top right) in 2`SS and 3` regions (charge-inclusive) as a function
of (a) HT, lep and (b) HT, jets together with the corresponding grouped impact

of systematic uncertainties (bottom).
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Figure 9.41: Unfolded differential cross section (top left) and relative charge
asymmetry (top right) in 2`SS and 3` regions (charge-inclusive) as a function
of (a) m`SS0 `SS1

and (b) mj0j1 together with the corresponding grouped impact of

systematic uncertainties (bottom).
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In the results presented in this section the data overshoot the prediction from

the simulation in most of the unfolded bins, with very few exceptions such as

the events of the 3` channel with one b-jet. Large data-to-simulation discrepancy

is observed in the 3` − [2] region resulting in very large values of cross-section

NFs (µj) for some of the observables. The discrepancy seems to originate from

the 3µ signature and it is attributed to statistical fluctuations of the data. The

tt̄W unfolded cross-section NFs are consistently larger than the SM expectation

value with values consistent to the inclusive tt̄W measurement. The results are

also in accordance with the previous findings reported by the tt̄H to multilepton

measurement [131].
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Chapter 10

Search for leptoquark pair

production in multilepton final

states

This chapter discusses two of the leptoquark (LQ) BSM searches that were per-

formed as the product of this thesis. The first section (Section 10.1) provides an

overview of the search for LQ pair production in the tτ tτ final state. The second

section (Section 10.2) describes the search for LQ pair production in the t`t` final

state, where ` stands for light-lepton candidates (i.e. electrons and muons). The

last section (Section 10.3) provides an overview of the combination of multiple

LQ-related analyses and stresses the contribution of the LQ results in this thesis

to this effort.

The motivation in order to look into these LQ signatures, as well as the LQ

phenomenology is explained in more detail in Section 3.2. The common aspects

concerning the principles of these analyses were discussed in Chapter 8. The meth-

ods described Chapter 9 about background estimation and suppression (including

the Template Fit method) are also applied to these analyses, where the exact

methods are used in the LQLQ→ t`t` analysis and a less sophisticated version

of the Template Fit including an older PLV discriminant version are used in the

LQLQ→ tτ tτ analysis. The aim of this chapter is to stress the specific points that

make these searches special and to focus on their final results.

238
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10.1 Search for leptoquark pair production in

tτ tτ final states

10.1.1 Introduction

The search discussed in this section targets LQd
3 pair production in the tτ tτ final

state, being particularly sensitive to high branching ratio (B) values. In this decay

mode, light lepton candidates are produced through the semi-leptonic decay of a

top-quark (via a W boson) or through the leptonic decay of a τ -lepton. These light

leptons are used to trigger on the events of interest by passing the requirements

of single or dilepton triggers. The presence of light leptons combined with the

presence of hadronically decaying τ -leptons (originating from the LQ vertex) is also

useful for the categorisation of the events in regions and to reduce the contribution

SM backgrounds, increasing the sensitivity of the search. The final state under

study usually contains two energetic b-jets originating from the top-quark decays

and additional light-flavoured jets originating from ISR or FSR processes and

from hadronic W -boson decays (originating from the top quarks). An illustrative

Feynman diagram of this final state is shown in Figure 10.1.

Figure 10.1: Illustrative LO Feynman diagram of third-generation LQ pair
decay modes. Figure taken from Ref. [146].

The complicated signature of this final state motivates a sophisticated categorisa-

tion of events into channels, which are used to define the analysis regions. Some of

these regions are used to validate the background modelling of the leading back-

ground contributions, while others are used in a maximum-likelihood template fit

to real data to constrain these backgrounds simultaneously with the signal search.
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The presence of multiple neutrinos in the targeted events puts forward an obsta-

cle in the kinematic reconstruction of the LQ mass (depending on a proper top-

quark mass reconstruction). Nevertheless, there are other discriminating variables

that can be defined providing remarkable sensitivity through strong signal-versus-

background separation when used in the fit. The sensitivity of the search is further

improved by tightening up the object selection in the various channels by basing

the selection criteria on the rest of the variables with high signal discrimination

that are not used in the fit.

10.1.2 Object definition

The light-lepton definitions in this search differ slightly from the one described in

Section 8.3.3. One of the main differences is that the classification of the light-

lepton WPs defined here is not done based on the PLIV value or PLIV OP, rather

than it corresponds to a specific set of selections. The [L] definition corresponds

to the loosest definition that is selected for the light leptons of the search. The

[M] definition corresponds to a tighter light-lepton ID WP, while the [T] definition

corresponds to selections based on the PLV and ECIDS BDT discriminants and

the additional application of conversion vetoes. The light-lepton definitions are

explained in detail in Table 10.1.

e µ
[L] [M] [T] [L] [M] [T]

Identification Loose Tight Tight Loose Medium Medium
or High-pT or High-pT

Isolation FCLoose FCLoose
Non-prompt lepton BDT (PLV) — — < −0.7 — — < −0.5
Charge misassignment BDT (ECIDS) — — > 0.7 —
Conversion vetoes No No Yes —
|d0|/σd0 < 5 < 3
|z0 sin θ| [mm] < 0.5 < 0.5

Table 10.1: Definition of Loose [L], Medium [M], and Tight [T] light leptons.
Table adapted from Ref. [147].

10.1.3 Event categorisation and discriminating variable

The events targeted in this search are categorised in channels based on the light-

lepton and τhad multiplicities, as shown in the sketch of Figure 10.2. The cat-

egorisation is based on leptons defined at the preselection level with the loosest
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definitions available. In this way, the orthogonal selection of events falling into

the various channels is ensured.

Figure 10.2: Overview of the channel categorisation based on light-lepton and
τhad multiplicities. The control regions marked with an asterisk (∗) are not used

in the combined fit.

The final states (or channels) analysed are [147]:

• 1`+≥1τhad: one light lepton and at least one τhad candidate;

• 2`OS+≥1τhad: two opposite-charge light leptons (denoted by OS, standing for

opposite-sign) and at least one τhad candidate;

• 2`SS/3`+≥1τhad: two same-charge (denoted by SS, standing for same-sign) light

leptons or three light leptons, and at least one τhad candidate;

• 2`OS+0τhad: two OS light leptons and no τhad candidates;

• 2`SS+0τhad: two SS light leptons and no τhad candidates;

• 3`+0τhad: three light leptons and no τhad candidates.

The signal search is performed in the analysis channels with at least one τhad

candidate, while the channels with no τhad candidates serve to the estimation of

background contributions. The 2`SS+≥1τhad and 3`+≥1τhad channels are merged

into a single one due to the low statistics at the current luminosity.

The search is performed by following a cut-based approach fitting the shape of a

discriminating variable in SRs. This discriminating variable is called effective mass

meff , which is already defined in Equation 8.2. The discriminating power of this

variable to distinguish the LQ signal from the SM background is demonstrated in

Figure 10.3 for the 1`+≥2τhad and 2`SS/3`+≥1τhad channels.
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Figure 10.3: Comparison of themeff distribution in (a) the 1`+≥2τhad, and (b)
the 2`SS/3`+≥1τhad channels, between the LQ signal for different mass values

and the SM background (shaded histogram). Figures taken from Ref. [147].

10.1.4 Analysis region definitions

Within each analysis channel several regions are defined optimised for signal search

(SRs), background estimation (CRs), or background validation (VRs). There are

18 CRs, 6 VRs, and 7 SRs defined in this search. In the SR optimisation, apart

from the use of the meff variable, there are other kinematic variables useful in the

signal discrimination such as the τhad pT, and different dilepton invariant mass

variables (including also τhad candidates in the dilepton combinations). The CR

definitions are based on inverting some of the SR selections creating background

enriched samples orthogonal to ones in the SRs. The VR definitions are also

orthogonal to the ones from CRs and SRs, while being kinematically closer to the

later. In all analysis channels events with light-lepton candidates with pT ≥ 25

GeV are required.

The events in the 1`+≥1τhad channel are required to have one light lepton satisfy-

ing the [M] definition, and exactly one Medium ID τhad candidate or two Loose ID

τhad candidates. In the case of one Medium ID τhad candidate, events with addi-

tional τhad candidates of Loose ID are vetoed. The same category is subdivided in

two depending on the charge of the light-lepton and τhad candidates to OS and SS.

This splitting is motivated by an improvement in sensitivity due to the different

S/B ratios and background contributions. There are nine analysis regions defined

in total in the 1`+≥1τhad channel, with one SR, one CR and one VR in each of
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the three categories. An overview of the region definitions in this channel is given

in Table 10.2.

1`+1τhadOS 1`+1τhadSS 1`+≥2τhad

CR VR SR CR VR SR CR VR SR

e/µ definition [M] [M] [M]
Njets ≥ 4 ≥ 3 ≥ 2
Nb−jets (77% DL1) ≥ 2 ≥ 1 ≥ 2 ≥ 1 ≥ 2 ≥ 1
Nτhad 1 1 ≥ 2
τhad ID Medium Medium Loose
`τhad charge OS SS —
p`T [GeV] ≥ 25 ≥ 25 ≥ 25
pτT,1 [GeV] ≥ 50 50–150 ≥ 150 ≥ 50 50–150 ≥ 150 ≥ 50 50–100 ≥ 100
pτT,2 [GeV] — — ≥ 25 25–50 ≥ 50
m`τ [GeV] — ≥ 200 — — ≥ 200 —
mT(`, Emiss

T ) — — — ≥ 100 —
[GeV]
mττ [GeV] — — — ≥ 100
Emiss

T [GeV] — ≥ 80 — — ≥ 50 —
meff [GeV] < 800 ≥ 800 < 800 ≥ 800 < 800 ≥ 800

Table 10.2: Overview of regions defined in the 1`+≥1τhad channel. Table
adapted from Ref. [147].

2`OS+1τhad 2`OS+≥2τhad

CRZ CRtt̄ VR SR VR SR

e/µ definition [M] [M]
e/µ split by flavour ee/µµ eµ ee/µµ ee/µµ/eµ ee/µµ/eµ
Z veto Inverted Yes Yes Yes Yes
m`` [GeV] > 12 > 12
Njets ≥ 2 ≥ 2
Nb−jets (77% DL1) ≥ 1 ≥ 1
Nτhad 1 ≥ 2
τhad ID Loose/Medium Medium Loose
p`T [GeV] ≥ 25 ≥ 25
pτT,1 [GeV] ≥ 25 ≥ 25 25–150 ≥ 150 ≥ 25 ≥ 75
mmin
`τ [GeV] — — < 100 ≥ 100 — ≥ 50

mττ [GeV] — <100 ≥ 100
meff [GeV] — < 1000 — — — —

Table 10.3: Overview of regions defined in the 2`OS+≥1τhad channel. Table
adapted from Ref. [147].

The events in the 2`OS+≥1τhad channel are required to have two OS light leptons

satisfying the [M] definition, and at least one τhad candidate with Loose or Medium

ID. In this channel lepton flavour is used in the definition of the regions. A selection

of m`` > 12 GeV in the dilepton invariant mass contributes to the suppression of

backgrounds with resonant quarkonia or Z-boson decays, while a “Z-veto” of
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|m`` −mZ | > 10 GeV reduces the background contributions including an on-shell

Z-boson. In this channel, two dedicated CRs are defined used for the scale factor

(SF) estimation related jet misidentification rate in the simulated MC data for

both Loose and Medium ID τhad candidates. These CRs, CRZ and CRtt̄, are

enriched in Z+jets and dileptonic tt̄ events, respectively, and are not used in the

final likelihood fit. The CRZ definition involves an inverted Z-veto, which allows

the selection of events with Z-boson candidates. There are six analysis regions

defined in total for this channel, and these regions are summarised in Table 10.3.

The events in the 2`SS/3`+≥1τhad channel are required to have either two light

leptons of the same charge (2`SS) or three light leptons (3`) of total charge equal to

±1, and at least one τhad candidate with Loose ID. The sorting of lepton candidates

in the 2`SS case is done with respect to their pT, while the lepton candidates in

the 3` case are sorted based on their charge (`0 is the OS lepton relative to the

SS pair, and the other two `1, `2 are sorted with respect to the closest ∆R to

`0). There are three regions in total in the 2`SS/3`+≥1τhad channel, which are

summarised in Table 10.4.

2`SS/3`+≥1τhad

VR SR-L SR-H

e/µ definition
[T] (2`SS)

[M] OS, [T] SS (3`)
Z veto Yes
m`` [GeV] > 12
p`T [GeV] ≥ 25
Njets ≥ 2
Nb−jets (77% DL1) ≥ 1
Nτhad ≥ 1
τhad ID Loose
pτT,1 [GeV] 25–125 125–225 ≥ 225

Table 10.4: Overview of the regions defined in the 2`SS/3`+≥1τhad channel.
Table adapted from Ref. [147].

The [T] selection criteria are applied to the SS pair of light-lepton candidates

in this channel, in order to suppress contributions from events with non-prompt

leptons, leptons from photon conversions, and leptons with misassigned charge.

The light lepton with opposite charge to the SS lepton pair in the case of 3` events

is required to satisfy the [M] selection criteria. The selections m`` > 12 GeV

and |m`` − mZ | > 10 GeV are required similarly to the 2`OS+≥1τhad channel,

while a Z-veto based on the trilepton mass is applied targeting the suppression of
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Z → 2`γ∗ → 4` backgrounds. The regions in this channel are defined based on

leading τhad pT, pτT,1. Events with 25 < pτT,1 < 125 GeV are populating a VR for

background validation, while two SRs are defined for 125 ≤ pτT,1 < 225 GeV and

pτT,1 > 225 GeV, respectively, called SR-L and SR-H.
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Figure 10.4: Shape comparison of distributions with high signal-to-
background discrimination between different LQ signal mass points and the SM
background (shaded histogram). The pT of the τhad candidate (a), the invariant
mass of the light lepton and the τhad candidate (b), and the invariant mass of
the two leading τhad candidates (c) are shown for the 1`+≥1τhad channel. The
minimum invariant mass of a light lepton and a τhad candidate (d) is shown for

the 2`OS+≥1τhad channel. Figures taken from Ref. [147].

The sensitivity in the 1`+≥1τhad channel is increased by requiring τhad candi-

dates with high-pT, and events with large invariant masses between the leading

light-lepton and τhad candidates or between the leading and subleading τhad can-

didates (in case of more than one). The τhad pT variable is also exploited in the
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2`OS+≥1τhad and 2`SS/3`+≥1τhad channels, while in the former a useful variable

is the minimum dilepton invariant mass between a light-lepton and a τhad can-

didate in the event. The signal and background shapes of these variables in the

1`+≥1τhad and 2`OS+≥1τhad channels are shown in Figure 10.4.

The events in the 2`OS+0τhad, 2`SS+0τhad, and 3`+0τhad channels do not contain

any τhad candidates and are mainly used to improve the background estimation.

The selection in the 2`OS+0τhad channel involves the presence of 2`OS eµ events

with at least two jets and at least one b-jet, while the two lepton candidates

should satisfy the [M] selection criteria. In this channel, a CR enriched in tt̄

events is defined (called tt̄0τ CR), which is used to derive corrections that improve

the modelling of the tt̄ background process. This region is not used in the final

likelihood fit.

2`SS+0τhad

2`tt(e)± 2`tt(µ)± 2`ttW± 2`IntC 2`MatC

e/µ definition [T]
e/µ combination ee/µe µµ/eµ ee/µµ/eµ/µe ee/eµ/µe ee/eµ/µe
Electron internal Yes Yes Yes Inverted Yes
conversion veto
Electron material Yes Yes Yes Yes Inverted
conversion veto
Njets 2–3 2–3 ≥ 4 ≥ 2 ≥ 2
Z veto Yes
mee [GeV] ≥ 12
p`T [GeV] ≥ 25
Njets ≥ 2
Nb−jets (77% DL1) ≥ 1

Table 10.5: Overview of regions defined in the 2`SS+0τhad channel. Table
adapted from Ref. [147].

The 2`SS+0τhad and 3`+0τhad channels are used for the definition of CRs that

participate in the final likelihood fit aiming to constrain some of the main back-

ground contributions in this analysis. The events in 2`SS+0τhad channel contain

two SS light lepton candidates that satisfy the [T] selection criteria (except in

the conversion CRs where the corresponding conversion vetoes are inverted), and

are sorted in lepton pT. There are eight CRs defined in total in this channel en-

riched in different backgrounds such as tt̄W (2`ttW CRs), non-prompt electrons

or muons (2`tt(e) and 2`tt(µ) CRs) and electrons from internal or material conver-

sions (2`IntC and 2`MatC CRs). The CR definitions in this channel are detailed in
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Table 10.5. In the definition of the non-prompt lepton CRs, the subleading lepton

is always an electron in the 2`tt(e) CRs (resulting in ee/µe events) and always a

muon in the 2`tt(µ) CRs (resulting in µµ/eµ events). This categorisation is based

on the fact that the subleading lepton in pT is more likely to be the non-prompt

one. The events in the non-prompt lepton CRs are also required to have two or

three jets. This requirement is to distinguish them from the 2`ttW CRs, where at

least four jets are required. The 2`ttW, 2`tt(e) and 2`tt(µ) CRs are further split

by their light-lepton total charge to ++ and −− in order to exploit the discrimi-

nation between charge symmetric (tt̄) and charge asymmetric (tt̄W ) backgrounds

in the final fit.

The events in the 3`+0τhad channel are required to have three light leptons with

total charge equal to ±1 and satisfying the [M] or [T] selection criteria. The

lepton candidates are sorted based on their charge in this channel such that the

OS lepton (relative to the SS pair) is denoted as `0, and the remaining SS leptons

are denoted as `1 and `2 (sorted by the ∆R between themselves and `0). There

are four CRs defined in total in this channel, and their definitions are summarised

in Table 10.6. There are two CRs targeting events with leptons from internal or

external conversions (3`IntC and 3`MatC, respectively), which have one of the

corresponding conversion vetoes inverted. The other two CRs have their Z-veto

inverted, targeting in this way events with an on-shell Z-boson candidate. They

are split according to number of jets to 3`VV (for two to three jets) and 3`ttZ

(for at least four jets), since with these selection criteria they are enriched in these

backgrounds.

3`+0τhad

3`VV 3`ttZ 3`IntC 3`MatC

e/µ definition [M] [M] [M](`0), [T](`1 and `2) [M](`0), [T](`1 and `2)
Electron internal Yes Yes Inverted(`1 or `2) Yes(`1 and `2)
conversion veto
Electron material Yes Yes Yes(`1 and `2) Inverted(`1 or `2)
conversion veto
Njets 2–3 ≥ 4 ≥ 2 ≥ 2
Z veto Inverted Inverted Yes Yes
m`` [GeV] ≥ 12
p`T [GeV] ≥ 25
Njets ≥ 2
Nb−jets (77% DL1) ≥ 1

Table 10.6: Overview of the regions defined in the 3`+0τhad channel. Table
adapted from Ref. [147].
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10.1.5 Main background contributions

In the 1`+1τhadOS regions the dominant background is the tt̄ contribution, where

both the light lepton and τhad candidate are prompt since they originate from

the W boson decays (“true” tt̄). The contribution from single-top processes is

also quite significant in these regions. In the 1`+1τhadSS regions the dominant

background is again the contribution from tt̄ process, but with one jet misidentified

as a τhad candidate (“fake” tt̄; result of the existence of fake τhad candidates)

regardless if the light lepton is prompt or not. Significant background contributions

in these regions are also events from tt̄ with real τhads, from tt̄W and from diboson

processes. In the 1`+≥2τhad, 2`OS+1τhad, and 2`OS+≥2τhad regions, there is

significant contribution of events from the tt̄ process with one fake τhad candidate

(about half of the total background), while the rest of the contributions belong to

events from tt̄W , tt̄Z/γ∗, and tt̄H processes. In the 2`SS/3`+≥1τhad regions the

major background contributions include events with real leptons from tt̄W , tt̄Z/γ∗,

tt̄H, and V V processes with real and fake τhad candidates. In all regions mentioned

up to this point there are also smaller background contributions from events with

real τhad candidates, but with non-prompt leptons, leptons from conversions, and

leptons with misassigned charge. In the 2`SS+0τhad and 3`+0τhad regions the main

background contributions vary depending on the targeted background contribution

in each region. An overview of the background composition in the SRs, CRs and

VRs of the analysis is shown in Figures 10.5, 10.6, 10.7 after a likelihood fit under

the background-only hypothesis.

ATLAS
 = 13 TeVs

Signal regions

Wtt Htt *) (high)γ(Z/tt * (low)γtt
tt Single top QMisID Other

Nonprompt e µNonprompt Mat Conv hadτFake 
Diboson

1ℓ+1τOS 1ℓ+1τSS 1ℓ+≥ 2τ 2ℓOS+1τ

2ℓOS+≥ 2τ 2ℓSS/3ℓ+≥1τ−L 2ℓSS/3ℓ+≥1τ−H

Figure 10.5: Background composition in the signal regions of the analysis
after a likelihood fit to data under the background-only hypothesis. Figure

taken from Ref. [147].
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ATLAS
 = 13 TeVs

Control regions

Wtt Htt *) (high)γ(Z/tt * (low)γtt
tt Single top QMisID Other

Nonprompt e µNonprompt Mat Conv hadτFake 
Diboson

1ℓ+1τOS 1ℓ+1τSS 1ℓ+≥2τ 2ℓttW + 2ℓttW −

2ℓtt(e) + 2ℓtt(e) − 2ℓtt(μ) + 2ℓtt(μ) − 2ℓIntC

2ℓMatC 3ℓVV 3ℓttZ 3ℓIntC 3ℓMatC

Figure 10.6: Background composition in the control regions of the analysis
after a likelihood fit to data under the background-only hypothesis. Figure

taken from Ref. [147].
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Validation regions
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Figure 10.7: Background composition in the validation regions of the analysis
after a likelihood fit to data under the background-only hypothesis. Figure

taken from Ref. [147].
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10.1.6 Signal and background modelling

10.1.6.1 Signal modelling

The samples simulating the LQd
3 signal process are generated by MadGraph5

aMC@NLO generator at NLO accuracy using the NNPDF 3.0 NLO PDF set,

and interfaced with Pythia-8 for the PS and hadronisation processes (A14 tune).

The decays of the scalar LQd
3 signal were modelled using MadSpin. The coupling

parameter λ (defined in Section 3.2) is set to λ = 0.3, for which the width of the

LQd
3 resonance is equal to about 0.2% of its mass. Leptoquarks of the LQd

3 type

(Q = −1/3) decay into either a tτ or a bν pair, respecting the charge conservation.

In the simulated LQd
3 samples their decay mode is controlled by the branching

fraction parameter β. Simulated samples are generated for LQd
3 mass points within

the range of 0.5 TeV to 1.6 TeV with 100 GeV step for β = 1, corresponding to

LQLQ pair production where each LQ is allowed to decay only into a tτ pair.

Additional simulated samples are produced for LQd
3 mass points within the range

of 0.5 TeV to 0.8 TeV with 100 GeV step and 0.8 TeV to 1.6 TeV with 50 GeV

step for β = 0.5, corresponding to LQLQ pair production where the LQd
3 → tτ

and LQd
3 → bν decay modes have identical amplitudes.

Signal theory uncertainties

The signal predictions are normalised to the NNLOapprox+NNLL cross sections,

which are computed for scalar top pair production. The NLO values of the

cross section obtained from the MC generators and the corresponding K-factors

(NNLOapprox+NNLL to NLO predictions ratios) are summarised for each mass

point in Table 3.3. The impact of QCD renormalisation (µR) and factorisation

(µF ) scale variations, shower parameter (var3c) variations, αS and PDFs is eval-

uated on the signal acceptance for various SRs. The uncertainties are evaluated

by comparing the meff truth distributions in these SRs for each variation, and are

summarised in Table 10.7 for various LQ mass points (0.9, 1.1, 1.3 and 1.5 TeV).

The event selections for the truth events are chosen as close as possible to the

reconstruction-level selections. The uncertainties due to QCD scale variations are

taken from the envelope of independent variation pairs of µR and µR by factors of

0.5 or 2, and these are found to be from 2.7% to 6.9% depending on the SR.
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µF/µR
Signal region Up Down
1`+1τhadOS 0.003 -0.004
1`+1τhadSS 0.016 -0.015
1`+≥2τhad 0.022 -0.011
2`SS/3`+≥1τhad 0.002 0.003

Var3c
Signal region Up Down
1`+1τhadOS 0.04 -0.052
1`+1τhadSS 0.034 0.008
1`+≥2τhad -0.076 -0.041
2`SS/3`+≥1τhad -0.103 -0.013

αs+PDF
Signal region Up/Down
1`+1τhadOS ± 0.005
1`+1τhadSS ± 0.009
1`+≥2τhad ± 0.009
2`SS/3`+≥1τhad ± 0.012

(a) 0.9 TeV

µF/µR
Signal region Up Down
1`+1τhadOS 0.013 -0.002
1`+1τhadSS -0.007 -0.013
1`+≥2τhad -0.003 0.005
2`SS/3`+≥1τhad 0.069 -0.018

Var3c
Signal region Up Down
1`+1τhadOS -0.011 -0.009
1`+1τhadSS -0.004 -0.009
1`+≥2τhad -0.091 -0.049
2`SS/3`+≥1τhad -0.004 -0.02

αs+PDF
Signal region Up/Down
1`+1τhadOS ± 0.011
1`+1τhadSS ± 0.016
1`+≥2τhad ± 0.022
2`SS/3`+≥1τhad ± 0.032

(b) 1.1 TeV

µF/µR
Signal region Up Down
1`+1τhadOS 0.004 0.006
1`+1τhadSS 0.052 -0.011
1`+≥2τhad -0.005 -0.057
2`SS/3`+≥1τhad -0.029 -0.044

Var3c
Signal region Up Down
1`+1τhadOS 0.001 -0.033
1`+1τhadSS -0.003 -0.011
1`+≥2τhad 0.028 -0.006
2`SS/3`+≥1τhad -0.047 0.039

αs+PDF
Signal region Up/Down
1`+1τhadOS ± 0.027
1`+1τhadSS ± 0.057
1`+≥2τhad ± 0.053
2`SS/3`+≥1τhad ± 0.077

(c) 1.3 TeV

µF/µR
Signal region Up Down
1`+1τhadOS 0.004 0.01
1`+1τhadSS -0.025 -0.039
1`+≥2τhad 0.052 0.009
2`SS/3`+≥1τhad 0.06 0.0

Var3c
Signal region Up Down
1`+1τhadOS -0.012 -0.009
1`+1τhadSS 0.002 0.009
1`+≥2τhad -0.038 -0.099
2`SS/3`+≥1τhad -0.012 -0.022

αs+PDF
Signal region Up/Down
1`+1τhadOS ± 0.064
1`+1τhadSS ± 0.103
1`+≥2τhad ± 0.097
2`SS/3`+≥1τhad ± 0.111

(d) 1.5 TeV

Table 10.7: Theory uncertainties on the LQ signal acceptance due to
QCD scale (µR, µF ) variations, shower parameter variations, αs and PDFs.
The uncertainties are shown for (a) 0.9, (b) 1.1, (c) 1.3, (d) 1.5 TeV. The

2`SS/3`+≥1τhad SR contains the sum of events of the SR-L and SR-H SRs.

The uncertainties due to PDFs are evaluated by taking the 68% C.I. of all ac-

ceptance variations from 100 NNPDF30 NLO PDF sets using the PDF4LHC

recommendation [148]. The acceptance uncertainty due to the αS variations in

the nominal PDF is added in quadrature to the PDF uncertainty, and the total
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αS+PDF uncertainties are estimated to 1% - 3.2% for LQ masses below 1 TeV,

to 2.7% - 7.7% for LQ masses between 1.0 and 1.3 TeV, and to 6.4% - 11% for

the LQ masses larger than 1.3 TeV. The shower uncertainties range from 4.7% to

10% depending on the SR.

10.1.6.2 Background modelling

tt̄/Z+jets correction using meff re-weighting

The tt̄+jets process contributes as significant background in all signal regions, with

either real reconstructed τhad candidates or τhads faked by jets and with prompt

or non-prompt leptons. The mismodelling of the top-quark pTspectrum in the tt̄

simulation has been observed in detailed differential cross-section measurements

[149, 150]. The mismodelling occurs at the high-pT tail, where the MC prediction

is usually overestimated, while there is an additional effect at high jet multiplicity

events, where the MC prediction is usually underestimated. This mismodelling

affects several kinematic variables through the observed discrepancy between data

and simulation. One of the affected variables is also the main discriminating

variable of the analysis, meff , which is constructed based on the pT of all physics

objects and it depends on the number of jets in the event.

Njets norm. a0 a1 meff fit range

2j, ≥ 1b 1.049 ± 0.002 1.118 ± 0.005 -3.44e-04 ± 1.42e-05 meff ≥ 100 GeV

3j, ≥ 1b 1.044 ± 0.002 1.082 ± 0.006 -1.93e-04 ± 1.27e-05 meff ≥ 100 GeV

4j, ≥ 1b 1.051 ± 0.003 1.121 ± 0.008 -2.33e-04 ± 1.36e-05 meff ≥ 100 GeV

5j, ≥ 1b 1.067 ± 0.006 1.161 ± 0.012 -2.52e-04 ± 1.67e-05 meff ≥ 100 GeV

≥ 6j, ≥ 1b 1.088 ± 0.010 1.261 ± 0.018 -2.99e-04 ± 1.94e-05 meff ≥ 100 GeV

Table 10.8: The normalisation corrections for Njets distributions and the val-
ues of fit parameters of first-order polynomial (a0+a1·meff) in meff variable

determined from OS eµ events.

In order to correct this behaviour, dedicated corrections are derived in the tt̄0τ

CR as a function of meff and jet multiplicity, which are referred to as “kinematic

reweighting”. Since tt̄ and tW processes both have interference diagrams, their

contributions are corrected simultaneously. The event yields of non-tt̄ and non-tW

processes are subtracted from data, and the corrections are derived as the ratio

of the reduced data to the sum of the tt̄ and tW prediction from the simulation.
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Figure 10.8: First-degree polynomials after fitted to the ratio of non-tt̄ (and
non-tW ) subtracted data to the tt̄ (and tW ) prediction as a function of meff

per number of jet bins.

This process is performed per number of jets bin and the correction factors as a

function of jet multiplicity vary from ∼1.05 for exactly two jets to ∼1.1 for at

least six jets, as shown in Table 10.8. An additional correction is derived as a

function of meff in a similar way after the jet multiplicity spectrum is corrected.

The corresponding ratio is parametrised as a first-degree polynomial and fitted per

number of jets bin. The fitted first-degree polynomials are overlaid in Figure 10.8

showing the shapes differences for various jet multiplicity bins.

The mismodelling of meff variable and the fit to the ratio are shown in the tt̄0τ CR

requiring exactly four jets in Figure 10.9(a). The improvement in the modelling of

meff is demonstrated in the 1`+1τhadOS VR, as shown in Figure 10.9(b), where the

prediction before the correction is also overlaid. The statistical uncertainty from

the ratio fit to the first-degree polynomial is assigned as a systematic uncertainty

related to this method. The meff reweighting functions are also derived sepa-

rately in the 1`+1τhadOS channel and the difference between them is assigned as

an additional systematic uncertainty accounting for potential differences between

dileptonic and semi-leptonic tt̄ kinematics.

The Z+jets contribution is either a negligible or a sub-dominant background in

all signal regions. This background contribution exhibits the same behaviour as

the tt̄ contribution and it needs to be corrected in a similar way. A CR enriched

in Z+jets is defined, called Z0τ CR, where a similar meff reweighting is derived

for the Z+jets contribution.
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Figure 10.9: Data-to-simulation comparison in the meff distribution before
the likelihood fit to data in tt̄0τ CR at exactly four jets (a), and in 1`+1τhadOS
VR (b). The derivation of the meff reweighting correction is demonstrated in
(a), where the green lines in the ratio pad denote the statistical uncertainty from
the fit to the first-degree polynomial. The effect of the kinematic reweighting
to the total background prediction is shown prior to (“Pre-Kinem. Rew.”) and

after the reweighting is shown in (b). Figure taken from Ref. [147].

Fake τhad estimation

In most channels where at least one τhad is required, the major background contri-

bution originates from tt̄ events containing at least one fake τhad candidate. There-

fore, the fake-τhad background estimation depends on the accurate modelling of the

tt̄ process and the τhad misidentification rate. After the tt̄ and Z+jets contribu-

tions are corrected with the meff reweighting procedure explained in the previous

section a strategy to correct the estimation of events with fake τhad candidate is

followed. A CR enriched in these events is defined in the 1`+≥2τhad channel by

requiring OS eµ events with meff < 1 TeV, at least one Loose or Medium ID τhad,

at least two jets and at least one b-jet. The upper threshold on meff is used to

remove the potential contamination from LQd
3 signal events.

This CR is referred to as CRtt̄ in Table 10.3 and it contains mostly dileptonic tt̄

events. In these events the τhad candidates originate from jets in principle, and they

are used to derive correction scale factors (SFs) per τhad candidate to account for

the potential mismodelling of the fake-τhad contribution. The SFs are measured as

a function of pτhadT , and separately for one-prong and three-prong τhad candidates.

The SFs range from 1.07 ± 0.06 (1.10 ± 0.31) for 25 < pτhadT < 45 (50) GeV, to
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0.57 ± 0.19 (0.80 ± 0.30) for pτhadT ≥ 100 (75) GeV, for events with one-prong

(three-prong) τhad candidates satisfying the Loose ID requirement. The same SFs

for Medium ID τhad candidates do not differ from the ones derived for the Loose

ID τhad definition, and they are the ones applied to all channels with at least one

τhad candidate. The approach of deriving the SFs in a CR is valid if the flavour

composition of the jets faking a τhad candidate in this CR is similar to that in the

SRs, which is the case in this analysis as shown in Figure 10.10. The background

events with at least on fake τhad candidate are corrected on an event-by-event basis

by the product of SFs, depending on their τhad candidate multiplicity prior to the

final likelihood fit to data.
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Figure 10.10: Comparison of jet flavour of fake τhad candidates in CRs and
1`+1τhad SS, 1`+≥2τhad and 2`OS+1τhad SRs for tt̄ and Z+jets contributions

with (a) one-prong, and (b) three-prong τhad candidates.

The total uncertainty on the SFs is used to define additional nuisance parameters

(NPs) in the fit (14 in total), per pτhadT range and separately for one- and three-

prong τhad candidates. This uncertainty is defined as the quadrature sum of the

statistical uncertainty, the uncertainty in the estimation of events with real τhad

candidates, and the difference between the nominal value of this SF to the one

measured from a CR enriched in Z+jets events. This additional CR is referred to

as CRZ in Table 10.3 and it serves to the comparison of the SFs in a region with

different jet-flavour composition of fake τhad candidates (compared to CRtt̄). Since

the fake τhad candidates in the events are treated as jets in the meff reweighting, the

systematic uncertainties related to the PS, ME-to-PS matching and QCD radiation

modelling in the tt̄ events are treated as uncorrelated between events containing

at least one fake τhad candidate and the events without fake τhad candidates.
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Number of tracks [25-45] ([25-50]) [45-70] ([50-75]) [70-100] (> 75) > 100
/ pτhadT [GeV]

1-prong 1.07 ± 0.03 ± 0.05 0.88 ± 0.06 ± 0.02 0.66 ± 0.11 ± 0.28 0.57 ± 0.12 ± 0.15
3-prong 1.10 ± 0.05 ± 0.31 1.09 ± 0.14 ± 0.37 0.80 ± 0.22 ± 0.20 -

Table 10.9: Fake τhad scale factors for Loose RNN τhad ID estimated from the
tt̄ enriched region CRtt̄. The total uncertainty is split to the statistical part and

the systematics part.

Number of tracks [25-45]([25-50]) [45-70] ([50-75]) [70-100] > 100
/ pτhadT [GeV]

1-prong 1.02 ± 0.05 0.90 ± 0.07 0.94 ± 0.13 0.72 ± 0.13
3-prong 0.79 ± 0.05 0.72 ± 0.11 0.60 ± 0.12 -

Table 10.10: Fake τhad scale factors for Loose RNN τhad ID estimated from
the Z+jets enriched region CRZ . The total uncertainty is statistical only.

The modelling of the fake-τhad background is greatly improved after the implemen-

tation of the kinematic reweighting and the pT-dependent fake-τhad SFs, as shown

in Figure 10.11 for the pτhadT and jet multiplicity distributions in 1`+1τhadSS and

1`+≥2τhad channels before the final likelihood fit to data.
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Figure 10.11: Data-to-simulation comparison for (a) the pτT distribution in the
1`+1τhadSS CR, and (b) the jet multiplicity distribution in the 2`OS+1τhad VR.
The distributions are shown prior to the likelihood fit to data and after the meff

reweighting and pT-dependent fake-τhad SF correction. The total background
prediction is shown prior to the fake-τhad SF correction (dashed blue line).

Figure taken from Ref. [147].
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1`+≥1τhad 2`OS+≥1τhad 2`SS/3`+≥1τhad 2`SS+0τhad 3`+0τhad

Number of channels 6 2 2 8 4
meff spectrum 3 SRs 2 SRs 2 SRs — —
HT, lep spectrum — — — 6 CRs 2 CRs
Event yield 3 CRs — — 2 CRs 2 CRs
Total number of bins 16 9 6 20 10

Table 10.11: Summary of the regions per channel, discriminating variable per
region, and number of bins used in the statistical analysis. Table taken from

Ref. [147].

10.1.7 Analysis model and background validation

The CRs and SRs defined in Tables 10.2 – 10.6 are participating in a simultaneous

maximum likelihood fit (except the CRs in 2`OS+≥1τhad channel) to determine

the background and LQd
3 signal yields that are most consistent with the data,

as described in Section 9.4.4. There are 22 regions in total (15 CRs and 7 SRs)

participating in this fit. The shape of the meff variable is fitted in the SRs and

CRs targeting irreducible backgrounds (tt̄W , V V and tt̄Z CRs), while the HT, lep

variable or the number of events is fitted in the CRs. A summary of the variables

fitted in each channel is shown in Table 10.11.

The background modelling is validated before this fit to real data in the CRs, VRs

and SRs of this search. Real data are used for this check in all CR bins (due to

low signal contamination), and the bins in the rest of the regions that satisfy the

10% blinding criteria discussed in Section 8.4.3.

The modelling of the meff variable (main discriminating variable fitted in the SRs)

is also validated in some of the CRs (2`ttW, 3`VV and 3`ttZ), where the result of

a likelihood fit to real data only in the CRs under the background-only hypothesis

is extrapolated to these distributions that did not participate in the fit. These meff

distributions are shown in Figures 10.12 and 10.13, where the total background

prediction is also shown before the fit (dashed blue line). Since the pre- and post-fit

total background predictions differ in the 2`ttW CR the modelling is also validated

in an inclusive 2`SS+0τhad region in the HT, lep variable (fitted variable in CRs).

This variable is shown in Figure 10.12(a) after subtracting negatively charged

from positively charged events, where most of the charge symmetric backgrounds

are almost cancelled out, while the charge asymmetric backgrounds remain. This

is performed to demonstrate that the difference in the background predictions

originates from tt̄W mismodelling, as shown in other analyses. The modelling
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is greatly improved post-fit, where the free-floated normalisation factor (NF) for

the tt̄W process is pulled upwards to cover the gap between data and simulation.

A similar behaviour is observed in 2`tt(e)+ and 2`tt(µ)+ CRs due to the tt̄W

contamination in these regions.
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Figure 10.12: Data-to-simulation comparison in the HT, lep (a) and meff (b)
distributions in the 2`SS+0τhad channel and 2`ttW CR (without splitting it
according to total charge), respectively. The distributions are do not participate
in the likelihood fit to data, but the “Post-Fit” result is extrapolated to them.
HT, lep distribution is shown after subtracting negatively from positively charged

events. Figure taken from Ref. [147].
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Figure 10.13: Data-to-simulation comparison in the meff distribution in 3`V V
(a) and 3`tt̄Z (b) CRs. Figure taken from Ref. [147].
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10.1.8 Distributions prior to signal region selections (N-1)

The distributions with high signal-to-background discrimination used in the SR

definition are shown in this section prior to the SR selections in Figures 10.14 and

10.15. The total background prediction is shown after the likelihood fit to data,

and prior to it (with an overlaid blue dashed line).

The last bins in these distributions corresponding to the SR regime remained

blinded at the initial stage of the analysis, and were only used to validate the

background modelling.
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Figure 10.14: Data-to-simulation comparison in the distributions of (a) pτT,
(b) m`τ and (c) Emiss

T in 1`+1τhadOS channel, prior to applying the correspond-
ing selections on these variables to define the SRs. Figure taken from Ref. [147].
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Figure 10.15: Data-to-simulation comparison in the distributions of (a) m`τ ,
(b) mT(`, Emiss

T ), (c) mττ , (d, f) pτT, and (e) mmin
`τ in 1`+1τhadSS, 2`OS+1τhad

and 2`SS/3`+≥1τhad channels, prior to applying the corresponding selections
on these variables to define the SRs. Figure taken from Ref. [147].
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10.1.9 Systematic uncertainties

The systematic uncertainties of analyses including multiple leptons and b-jets in

their final state are discussed in detail in Section 8.5. In this section are de-

tailed the systematic uncertainties that are specific to this search. The systematic

uncertainties concerning the meff reweighting and fake-τhad estimate are already

discussed in Section 10.1.6.2. Apart from the aforementioned uncertainties, since

reconstructed τhad objects are used in this analysis several systematic uncertainties

are assigned to them related to their reconstruction and identification efficiencies.

The background events containing true τhad candidates are additionally corrected

with data to simulation SFs, and systematic uncertainties are also assigned to

this calibration. The τhad-related uncertainties correspond to 21 additional NPs

in total that are added to the likelihood function prior to the final fit to data and

are summarised in Table 10.12.

Instrumental systematics on leptons
Type Description Systematics name Application

Hadronic Taus
Efficiencies Reconstruction TAU SF RECO TOTAL Event weight

High-pT reco TRUETAU RW [STAT,SYST] Event weight
material transport
Identification RNN
(1-prong or 3-prong)

TAU SF RNNID 1P[2530,GE40] Event weight

TAU SF RNNID 3P[2530,GE40] Event weight
Identification RNN
(high pT)

TAU SF RNNID HIGHPT Event weight

Electron Veto BDT TAU SF ELEOLR TOTAL Event weight
Electron Veto BDT TAU SF TRUEELECTRON Event weight
(truth-matched e) ELEOLR [STAT,SYST]

Scale Factor pTScale TAUS TRUEHADTAU SME TES MODEL pT correction
TAUS TRUEHADTAU SME TES DETECTOR pT correction
[LowPT, HighPt1p, HighPt3p] pT correction

TAUS TRUEHADTAU SME TES INSITU pT correction
[FIT,EXP] pT correction
TAUS TRUEHADTAU SME TES AFII pT correction

Table 10.12: Overview of additional experimental systematics concerning τhad

candidates.

Furthermore, in this search the extensive systematics model explained in Sec-

tion 8.5 is not applied due to the lack of splitting in the fake-lepton templates

according to their PLV WP. The αS+PDF uncertainties are assigned to the tt̄

events with real light leptons and τhad, while there are also generator compar-

isons with simulated tt̄ samples from aMC@NLO+Pythia-8 and Powheg-Box

+Herwig-7. Samples with variations in QCD radiation are also used for the

derivation of the corresponding systematic uncertainties.
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Since the modelling of the conversion CRs, 2`/3`IntC and 2`/3`MatC, depends

on the tt̄ contribution, associated extrapolation systematics are used based on a

Z → µµe VR defined in the ttH cross-section measurement in the multilepton

final state. Due to low statistics in this region, a flat prior of 25% is used as

extrapolation uncertainty from the conversion CRs to all other regions of the fit.

Additionally, cross-section uncertainties are added in the fit to account for the

part of the “fake” samples containing real τhad and prompt light-lepton candidates

and it is not affected by the NFs left free-floated in the fit to correct the “fake”

background contributions. These background contributions together with their

corresponding cross-section uncertainties are: tt̄ (6%), s- and t-channel single-top

(4%), tW (5%) and V+jets (5%). Cross-section uncertainties are also assigned

to V V (6%) and tt̄Z (12%), since in this analysis their normalisation is not free-

floated in the fit.

The leading sources of systematic uncertainty in this search originate from τhad

identification and energy scale calibration, followed by tt̄ modelling.

10.1.10 Results

10.1.10.1 Template Fit to data

A maximum likelihood fit is performed in the templates defined in 22 analysis

regions, as discussed in Section 10.1.7. Five normalisation factors λ̂ tt̄W , λ̂HF
e , λ̂HF

µ ,

λ̂MatC+QMisID
e and λ̂IntC

e are left free-floated together with the signal strength µ, as

described in Section 9.4.4, with the difference that there are no free-floated NFs for

V V and tt̄Z backgrounds and these are replaced by the corresponding cross-section

uncertainties. Moreover, since in this analysis the estimation of QMisID events is

taken directly from simulation a common NF is used to additionally determine the

normalisation of this background together with the normalisation of events from

material conversions since the corresponding 2`/3`MatC CRs are also enriched in

QMisID events. The fitted values of the above NFs are shown in Figure 10.16,

after a likelihood fit to data in all SRs and CRs considered. The likelihood fit

is performed under the background-only and signal-plus-background hypotheses

for all available LQd
3 signal mass points (from which only the 900, 1100 and 1300

GeV mass points are shown for reference). The background normalisations are

consistent with the SM expectation value.
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Figure 10.16: Fit results of a likelihood fit to data. The normalisation factors
(upper left), correlation matrix (lower left) and pulls and constraints of the
nuisance parameters (right) are shown. The correlation matrix corresponds to
a fit under the background-only hypothesis, while the results of signal-plus-
background fits with 900, 1100 and 1300 GeV LQd

3 signals are overlaid in the
rest of the plots.
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The pull in λ̂ tt̄W is related to the known mismodelling of the tt̄W background,

as reported by other analyses [131, 132]. Part of the reason of this pull can be

explained by the tt̄W electroweak contribution, which was found out later that

it was not included in the simulated sample list for this analysis. The pull in

λ̂IntC
e is explained because of the large data-to-simulation discrepancy in 2`IntC

CR, which is attributed to low statistics. Since tt̄γ∗(low) is not a significant

background contribution in the SRs, the corresponding pull does not affect the

results of the analysis significantly. The LQ signal strength is fitted to values close

to zero for all the signal mass points used in the search, indicating that the fit

does not favour the existence of LQs with these mass values. The systematics are

participating in the fit as nuisance parameters and the ones surviving the pruning

selection are also shown in Figure 10.16 together with their pulls and constraints.

The correlation matrix shown in the same figure corresponds to a fit under the

background-only hypothesis.

In the results presented below the post-fit result shown corresponds to a likelihood

fit under the background-only hypothesis, following the standard choice for BSM

searches with fitted µ values close to zero. The distributions are shown after the

fit, and the total background prediction prior to the fit is overlaid (dashed blue

line). The CRs where the shape of a distribution (HT, lep) is fitted are shown after

the likelihood fit in Figures 10.17 and 10.18.
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Figure 10.17: Data-to-simulation comparison in the HT, lep distribution in the
(a) 2`tt(e)+ and (b) 2`tt(e)- CRs of the 2`SS+0τhad channel after the likelihood

fit to data. Figure taken from Ref. [147].
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Figure 10.18: Data-to-simulation comparison in the HT, lep distribution in the
(a) 2`tt(e)+, (b) 2`tt(e)-, (c) 2`ttW+, (d) 2`ttW-, (e) 3`VV and (f) 3`ttZ CRs
of the 2`SS+0τhad and 3`+0τhad channels after the likelihood fit to data. Figure

taken from Ref. [147].
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The meff distribution in the SRs after the likelihood fit to data are shown in

Figures 10.19 and 10.20, for 1` and 2` channels, respectively. The expected signal

prediction for LQd
3s of mLQd

3
= 1.1 TeV is overlaid for illustrative purposes for

B = 1 and µ = 1 as an unfilled red histogram added to the post-fit background.

The binning of the meff distribution in each SR is chosen as a result of optimisation

studies trying to balance the adequate discrimination in the signal and background

shapes, while maintaining a per-bin statistical uncertainty below 30%.
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Figure 10.19: Data-to-simulation comparison of the meff distribution in the
(a) 1`+1τhadOS, (b) 1`+1τhadSS, and (c) 1`+≥2τhad SRs of the 1`+≥1τhad

channel after the likelihood fit to data. The expected signal for mLQd
3

= 1.1
TeV, B = 1 and µ = 1 is shown as a unfilled red histogram added to the post-fit

background for illustrative purposes. Figure taken from Ref. [147].
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Figure 10.20: Data-to-simulation comparison in the meff distribution in
the (a) 2`OS+1τhad, (b) 2`OS+≥2τhad, (c) 2`SS/3`+≥1τhad-L, and (d)
2`SS/3`+≥1τhad-H SRs of the 2`OS+≥1τhad and 2`SS/3`+≥1τhad channels af-
ter a likelihood fit to data. The expected signal for mLQd

3
= 1.1 TeV, B = 1 and

µ = 1 is shown as an unfilled red histogram added to the post-fit background
for illustrative purposes. Figure taken from Ref. [147].
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Figure 10.21: Data-to-simulation post-fit comparison in the 7 SRs (a) and
15 CRs (b) participating in the likelihood fit. The post-fit result is propagated
to the 6 VRs (c), demonstrating the good background modelling. Figure taken

from Ref. [147].
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All the analysis regions in this search are shown after the fit in summary one-

bin plots in Figure 10.21. A summary of the event yields in SRs is shown in

Table 10.13.

1`+1τhadOS 1`+1τhadSS 1`+≥2τhad

Data 339 19 6
Total background 340± 20 17.1± 2.1 5.2± 1.2
Fake τhad 10.2± 6.5 1.8± 1.7 1.9± 1.0
tt̄ 270± 21 2.4± 1.0 —
Single top 37.4± 5.4 0.79± 0.56 —
tt̄W 6.7± 1.0 3.93± 0.59 0.66± 0.13
tt̄Z/γ∗ (high mass) 2.38± 0.65 1.11± 0.30 0.57± 0.15
tt̄γ∗ (low mass) — 0.03± 0.01 —
tt̄H 2.38± 0.44 0.87± 0.21 1.18± 0.34
Diboson 5.02± 0.66 1.70± 0.27 0.31± 0.07
QMisID 2.59± 0.68 3.38± 0.90 0.10± 0.08
Other 3.50± 0.91 1.14± 0.38 0.45± 0.13

LQd
3 (0.9 TeV) 80.3± 9.2 25.1± 2.6 51.9± 9.3

LQd
3 (1.1 TeV) 20.9± 2.5 6.92± 0.74 11.4± 2.1

LQd
3 (1.3 TeV) 6.02± 0.75 1.93± 0.25 2.89± 0.57

2`OS+1τhad 2`OS+≥2τhad 2`SS/3`+≥1τhad-L 2`SS/3`+≥1τhad-H

Data 13 1 7 3
Total background 14.6± 3.3 1.66± 0.58 5.38± 0.68 0.83± 0.14
Fake τhad 8.0± 3.4 0.96± 0.54 0.33± 0.07 0.09± 0.04
tt̄W 2.68± 0.51 — 1.57± 0.39 0.13± 0.05
tt̄Z/γ∗ (high mass) 0.86± 0.26 0.15± 0.06 1.10± 0.20 0.20± 0.06
tt̄γ∗ (low mass) 0.02± 0.01 — 0.03± 0.02 —
tt̄H 1.07± 0.19 0.51± 0.14 1.09± 0.27 0.14± 0.03
Diboson 0.51± 0.08 — 0.53± 0.10 0.13± 0.03
Non-prompt e 0.14± 0.13 — — —
Non-prompt µ 0.44± 0.28 — 0.06± 0.06 —
QMisID 0.19± 0.13 — 0.04± 0.05 —
Mat Conv 0.18± 0.15 — 0.01± 0.02 —
Other 0.55± 0.22 0.04± 0.03 0.61± 0.28 0.13± 0.06

LQd
3 (0.9 TeV) 26.0± 3.9 6.1± 1.1 6.02± 0.90 13.6± 2.1

LQd
3 (1.1 TeV) 6.4± 1.0 1.35± 0.26 1.09± 0.17 3.44± 0.57

LQd
3 (1.3 TeV) 1.69± 0.31 0.36± 0.08 0.20± 0.05 1.07± 0.19

Table 10.13: Overview of the predicted and observed yields in each signal
region after a likelihood fit to data under the background-only hypothesis. The
expected signal yields are also shown of each region for B=1. Dashes are used
to denote the contributions that either negligible or not applicable. Table taken

from Ref. [147].
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10.1.10.2 Expected and observed upper limits

No significant excess is observed over the SM expectation value after the likelihood

fit to data in any of the SRs. This can be inferred already from Figures 10.16, 10.19

and 10.20, since the fitted signal strength µ for all LQd
3 signal mass points is close

to zero and there are no or not enough data in the right tail of the meff distribution

where the LQ signal lives. The expected and observed p0 values are shown as a

function of mLQd
mix

in Figure 10.22 for both B = 0.5 and B = 1.0. The observed

p0 value is found to be consistent with the background-only hypothesis across the

whole range of mass points and branching ratios considered. The expected p0 value

illustrates the significant expected sensitivity of the search, exceeding 5 standard

deviations for mLQd
3
< 1.21 TeV and 3 standard deviations for mLQd

mix
< 1.36 TeV

in the B= 1 case. This search is particularly optimised for B= 1 signal samples,

with remarkable sensitivity to LQd
3 signal samples of B=0.5.
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Figure 10.22: Observed local p0 as a function of LQd
3 mass (mLQd

3
) for B=1

(solid red line) and B = 0.5 (solid blue line). The expected local p0 under the
hypothesis of a LQd

3 signal at that mass is shown in dashed lines for the same
B cases. Figure taken from Ref. [147].

Following the standard procedure in such cases of no discovery, expected and

observed 95% CL upper limits are set on the LQd
3 production cross section as a

function of LQd
3 mass, as shown in Figure 10.23 (a). These limits are shown for the

combined case of including all SRs in the calculation and for the individual cases of

considering only the 1` or 2` SRs. The theoretical prediction together with its ±1σ

uncertainty is also shown. The points where the line of the theoretical prediction

crosses the expected and observed cross-section lines defines the corresponding

limits of this search. The upper limit in cross section corresponds to the lower
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limit in LQd
3 mass that can be excluded. The expected and observed 95% CL

lower limits on mLQd
3

are found to be 1.41 and 1.43 TeV, respectively, for the

B=1 case. For the B=0.5 case, the corresponding limits are 1.19 and 1.22 TeV,

respectively. These limits were the most stringent ones in ATLAS and CMS for this

final state at the time of the thesis writing, being the first dedicated ATLAS search

in this channel and exploiting the full Run 2 dataset and the sophisticated τhad

reconstruction identification. The 1`+≥1τhad channel is leading the sensitivity of

this search, with the 2`OS+≥1τhad and 2`SS/3`+≥1τhad channels to contribute to

a significant improvement of the combined limit. The result of the limit changes

by 4.5% (2.3%) at mLQd
3

= 500 GeV (mLQd
3

= 1 TeV) and mLQd
3

= 1.6 TeV

after the inclusion of all systematic uncertainties (compared to the inclusion of

the statistical uncertainty only), leading to the conclusion that this analysis is

limited by the statistical uncertainty on data. In Figure 10.23 (b) the expected

and observed limits are shown in a 2D plane as a function of B and LQd
3 mass. The

expected 95% confidence band is shown for ±1σ in both figures. The ±2σ band

is not shown, since it was found to be different after a comparison of calculating

it with the Toy MC method instead of using the asymptotics approximation.
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Figure 10.23: (a) Expected and observed 95% CL upper limits on the LQd
3

pair production cross section as a function of mLQd
3

and (b) 2D 95% CL ex-
clusion contours on B as a function of mLQd

3
, in all analysis channels combined

(assuming B=1). The green shaded band corresponds to the ±1 standard devi-
ation (±1σ) uncertainty around the combined expected limit. The theoretical
prediction along with its ±1σ uncertainty is shown with a red line and band,
respectively. The expected and observed limits are also shown independently

for 1` and 2` channels. Figure taken from Ref. [147].
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Since signal MC samples simulating the Ũ1 vector LQ model (introduced in Sec-

tion 3.2.2) were not available by the time this search became public, the corre-

sponding limits are calculated in the context of a re-interpretation approach as

part of the LQ combination effort discussed in Section 10.3. The expected and

observed 95% CL upper limits on the Ũ1 pair production cross section are set as

a function of mŨ1
both for the minimal coupling (min) and Yang-Mills coupling

(YM) scenarios, as shown in Figure 10.24. Both the expected and observed 95%

CL lower limits on mŨmin
1

are found to be around 1.53 TeV, and on mŨYM
1

around

1.81 TeV.
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Figure 10.24: Observed and expected 95% CL upper limits on the Ũ1 pair
production cross section as a function of mŨ1

(assuming B = 1) in all analy-
sis channels combined for the (a) minimal coupling and (b) Yang-Mills coupling
scenario. The green and yellow shaded bands correspond to the ±1 and ±2 stan-
dard deviation (±1σ, ±2σ) uncertainty around the combined expected limit.
The theoretical prediction along with its ±1σ uncertainty is shown with a red

line and band, respectively.

10.1.10.3 Limit comparison between the asymptotics and

the Toy MC methods

A comparison of the expected upper limits is performed between the ones calcu-

lated using the asymptotics approximation and the ones calculated using the Toy

MC method. This check is motivated due to the low background prediction in the

rightmost bins of the meff distribution in the SRs considered. For this purpose,

sets of 15 thousand toy pseudoexperiments were generated per µ scanning point

and per LQd
3 signal mass point under the assumption of B = 1. The pseudoex-

periments were generated by considering only the statistical uncertainty on the
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simulated MC samples due to the statistically dominated results. The results of

the comparison are shown in Figure 10.25. The difference in the expected limit

ranges from ∼0.45% to ∼2.5%. The +1σ and +2σ bands seem to agree within

∼20%, the −1σ bands within ∼30%, while there is a larger discrepancy in the

−2σ bands at the order of ∼75%. Due to this discrepancy in the −2σ bands only

the central limit and ±1σ bands can be considered as valid under the asymptotics

approximation.
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Figure 10.25: Comparison of expected upper limits between the calculation
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MC method (T). The limits are shown in (a) with dashed black (red) lines for
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in (a) and it is also shown separately in (b). Only the statistical uncertainty is
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10.2 Search for leptoquark pair production in

t`t` final states (` = e, µ)

10.2.1 Introduction

The search discussed in this section targets LQd
mix pair production in the t`t`

final state, where ` corresponds to either electron or muon candidates (tete and

tµtµ final states). The subscript “mix” in the notation is used to denote exactly

that these final states combine third generation quarks with leptons of the first

two generations. Most of the LQ searches focus on channels where the quark

and lepton are of the same generation, but the possibility of non-zero flavour-off-

diagonal couplings in motivated as a potential explanation of the B-meson and

(g−2)µ anomalies (which require LQs with couplings to second or third generation

quarks and leptons of any generation). In this decay mode, light lepton candidates

are produced through the semi-leptonic decay of a top-quark (via a W boson) or

directly from the main PV of the event. These light leptons are used to trigger

on the events of interest by passing the requirements of single or dilepton triggers.

The top-quark pair is required to decay into final states containing one or two

leptons, making this analysis orthogonal to the one in [151], where both top

quarks are required to decays hadronically (boosted regime). The t`t` final state

contains two energetic b-jets originating from the top-quark decays and additional

light-flavoured jets originating from ISR or FSR processes and from hadronic W -

boson decays (originating from the top quarks). An illustrative Feynman diagram

of this final state is shown in Figure 10.26, for the cases where one or both top

quarks decay semi-leptonically.
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Figure 10.26: Illustrative Feynman diagram of LQd
mix pair production and decay modes

in 3` (left) and 4` (right) channels. The same diagrams can be used to describe the
corresponding modes of vector LQs (Ũ1). Figure taken from Ref. [152].
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The selected events are categorised in channels, where the analysis regions are

defined. There are regions defined in order to validate the background modelling

of the dominant background contributions, while others are used in a maximum-

likelihood template fit to real data to constrain these backgrounds simultaneously

with the signal search. The signal search is performed in the high-pT regime by

applying selections on variables with strong discriminating power between signal

and SM background. The signal samples used in the interpretation of the results

correspond to the scalar LQd
mix case, while an additional interpretation is per-

formed for the first time using an iso-singlet vector LQ (Ũ1) with electric charge

Q = +5/3 [21] for two coupling assumptions to other gauge bosons (minimal

coupling and Yang-Mills coupling options).

10.2.2 Event categorisation and discriminating variables

The events are selected if they contain at least two light leptons (electrons and

muons), at least two jets and at least one b-jet and they are eventually categorised

in channels. Three channels are defined based on light-lepton multiplicity in the

event, 2` with same electric charge (2`SS), 3`, and 4`, where the corresponding

analysis regions are defined. The 2`SS channel is used for the CR definitions, while

3` and 4` channels are used the VR and SR definition by requiring at least three

or four light leptons and exploiting the presence of energetic final-state objects.
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Figure 10.27: Comparison of (a) meff and (b) mmin
`` distributions in the 3`

channel, between the LQd
mix signal for different mass values and the SM back-

ground (shaded histogram). Figure taken from Ref. [152].
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The search is performed by following a cut-based approach fitting the shape of

a discriminating variable in SRs. As in the LQLQ→ tτ tτ analysis the effective

mass, meff , is also used here (already defined in Equation 8.2). The discriminating

power of this variable to distinguish the LQd
mix signal from the SM background is

demonstrated in Figure 10.27 (a) for the 3` channel, where the two shapes are com-

pared. Another variable with large discriminating power is the minimum dilepton

mass between all possible dilepton pair combinations that can be formed within

an event (mmin
`` ). This variable is used for the region categorisation, and the signal

and background shapes for this variable are shown in Figure 10.27 (b).

The re-clustered (RC) jets already discussed in Section 7.4.1 were also studied in

the context of this search in an attempt to define alternative discriminating vari-

ables other than mmin
`` , but it turned out that the signal-to-background separation

power of the mmin
`` was larger, and therefore it was preferred.

10.2.3 Analysis region definitions

There are 7 CRs, 2 VRs, and 4 SRs defined in this search designed for signal

search, background estimation, and background validation. The 2`SS channel is

used entirely for the definition of CRs. In this channel, events are required to

have two light-lepton candidates with same-charge with pT > 20 GeV, at least

two jets and at least one b-jet (at 85% DL1r OP). A CR is defined enriched in tt̄W

background events by requiring [T] lepton definition (see Table 9.1) as the two

leptons of this background contribution are more likely to be prompt. The purity

in tt̄W events in this region is estimated to ∼50%, while the signal contamination

is negligible. Two additional CRs enriched in events with non-prompt electrons

and muons are defined, targeting the corresponding backgrounds. At least one

of the leptons in these CRs is required to satisfy the [M] lepton definition, while

the other should satisfy either the [M] or [T] definition, a requirement that makes

these regions orthogonal to the tt̄W CR and the rest of the analysis regions. In

the 2`tt(e) CR, the subleading lepton is always required to be an electron, while

in the 2`tt(µ) CR it is required to be a muon. An additional selection of mT (`0,

Emiss
T ) < 250 GeV is applied in the non-prompt CR definitions aiming to reduce

the tt̄W contamination in these CRs, where mT (`0, Emiss
T ) is the transverse mass

of the leading lepton and the missing transverse energy defined in Section 9.3. The

selections applied for the definition of the 2`SS CRs is shown in Table 10.14.
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2`SS (CR-only)

2`tt(e) 2`tt(µ) 2`ttW

e/µ definition [TM] + [MT] + [MM] [TT]

e/µ split by flavour ee/µe µµ/eµ —

`` charge ++ or −−
e internal conversion veto Yes

e material conversion veto Yes

Njets ≥ 2

Nb−jets (85% DL1r) 1 ≥ 2

p`T [GeV] > 20

mT(`0, E
miss
T ) [GeV] < 250 —

Table 10.14: Overview of analysis region definition in the 2`SS channel. Table
taken from Ref. [152].

The 3` channel is used to define eight analysis regions: four CRs, one VRs and

two SRs. In this channel events with three lepton candidates are selected and are

required to have a total charge that is summed to ±1. The leptons in this channel

are categorised based on their charge and ∆R variable. The leading lepton (`0) is

the one with opposite charge (OS) to the same-charge (SS) pair and it is required

to have pT > 10 GeV. The other two leptons of the SS pair (c, `2) are sorted based

on their ∆R to the OS lepton with `1 being the closest and `2 being the farthest,

and are required to have pT > 20 GeV. The leading lepton is required to satisfy the

[L] definition criteria, while the rest leptons to satisfy the [M] definition criteria.

The events containing opposite-charge (OS) lepton pairs of the same flavour (SF)

are required to have a dilepton invariant mass of mOS−SF
`+`− > 12 GeV. There are

regions enriched in diboson and tt̄Z background events by requiring at least one Z-

boson candidate with an inverse Z-veto on dilepton mass. These regions are called

3`VV and tt̄Z CRs targeting the corresponding background contribution and the

distinction between them is done by b-jet multiplicity, requiring one b-jet in 3`VV

and at least two b-jets in tt̄Z CR. The purity of the targeted backgrounds is more

than ∼ 60% in the associated regions. There are two additional CRs enriched in

events containing leptons from photon conversions from Z → µµγ∗(→ ee) decays,

which are labelled as 3`IntC and 3`MatC for internal and material conversions,

respectively.
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The SRs are defined based on light-lepton multiplicity and flavour. The 3`SR-

e (SR-µ) are required to contain at least two electron (muon) candidates, and a

combined selection of mmin
`` ≥ 200 GeV and meff ≥ 500 GeV is applied. The events

that are left by inverting the mmin
`` selection (and removing the meff requirement)

are used to define a VR merged for the electron and muon channels. An overview

of the selections used for the definition of the CRs, VRs and SRs in 3` channel is

shown in Table 10.15.

3`

CR VR SR

3`VV 3`ttZ 3`IntC 3`MatC 3`VR 3`SR-e 3`SR-µ

e/µ definition [M] (SS pair), [L] (OS to SS pair)

e/µ split by flavour — 3e / 2e1µ 3µ / 2µ1e

Total charge ±1 — ±1

e internal conversion Yes Inverted Yes Yes

veto (`1 or `2) (`1 and `2)

e material conversion Yes Yes Inverted Yes

veto (`1 and `2) (`1 or `2)

Njets ≥ 2 ≥ 0 ≥ 2

Nb−jets (85% DL1r) 1 ≥ 2 0 ≥ 1

p`T [GeV] > 20 (SS pair), > 10 (OS to SS pair) > 20

mOS−SF
`+`− [GeV] > 12

|mOS−SF
`+`− −mZ | [GeV] < 10 > 10 > 10

|m``` −mZ | [GeV] — < 10 —

mmin
`` [GeV] — < 200 ≥ 200

meff [GeV] — — ≥ 500

Table 10.15: Overview of analysis region definition in the 2`SS channel. Table
taken from Ref. [152].

In the 4` channel the events contain four lepton candidates, which are required to

satisfy the [L] lepton definition and have pT 10 GeV. The events are also required

to have at least two jets and at least one b-jet (at 85% DL1r OP). A Z-veto is

applied to all possible opposite charge (OS) combinations in order to suppress

tt̄Z and V V background events. In this channel there is one VR and two SRs

defined in a similar way as in the 3` channel. Events with at least three electron

(muon) candidates are required in the 4`SR-e (4`SR-µ), while in the case that

there is equal number of electron and muon candidates the event is categorised in

the SRs based on its leading lepton in pT. Additional selections of mmin
`` ≥ 100

GeV and meff ≥ 500 GeV are applied. A VR labelled as 4`VR is defined without
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any splitting by lepton flavour by inverting the mmin
`` selection and removing the

selection on meff to look at its whole spectrum. An overview of the selections used

in the VR and SR definitions in this channel is shown in Table 10.16.

4`

VR SR

4`VR 4`SR-e 4`SR-µ

e/µ definition [L]

e/µ split by flavour — 4e / 3e1µ / 2e2µ (lead e) 4µ / 3µ1e / 2µ2e (lead µ)

Total charge 0

Njets ≥ 2

Nb−jets (85% DL1r) ≥ 1

p`T [GeV] > 10

mOS−SF
`+`− [GeV] > 12

|mOS−SF
`+`− −mZ | [GeV] > 10

mmin
`` [GeV] < 100 ≥ 100

meff [GeV] — ≥ 500

Table 10.16: Overview of analysis region definition in the 2`SS channel. Table
taken from Ref. [152].

10.2.4 Main background contributions

In the SRs and VRs defined in 3` channel the dominant background is the tt̄W

contribution followed by tt̄Z and V V contributions. In the SRs and VRs defined

in 4` channel tt̄Z becomes the leading background followed by V V and other

background contributions. The proper estimation of subleading background con-

tributions such as tt̄H and events containing “fake” leptons is required in order

to get a reliable normalisation factor for the tt̄W background using the template

fit method. Due to the low statistics in both channels some of the rare back-

ground contributions such as tt̄tt̄, tt̄WW and tWZ become non-negligible in both

3` and 4` SRs. In the 2`SS and 3` CRs the main background contributions vary

depending on the targeted background contribution in each region. An overview

of the background composition in the SRs, CRs and VRs of the analysis is shown

in Figures 10.28a, 10.28b, 10.28c after a likelihood fit under the background-only

hypothesis.
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Figure 10.28: Background composition in the (a) signal, (b) control and
(c) validation regions of the analysis after a likelihood fit to data under the

background-only hypothesis.
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10.2.5 Signal and background modelling

10.2.5.1 Signal modelling

The samples simulating the scalar LQd
mix signal process are generated by Mad-

Graph5 aMC@NLO generator at NLO accuracy using the NNPDF 3.0 NLO

PDF set and the LQ model from [26], and interfaced with Pythia-8 for the PS

and hadronisation processes (A14 tune). The decays of the LQd
mix signal were

modelled using MadSpin. The coupling parameter λ (defined in Section 3.2) is

set to λ = 0.3, for which the width of the LQd
3 resonance is equal to about 0.2%

of its mass. Leptoquarks of the LQd
mix type (Q = −1/3) decay into either a t`

or a bν pair, respecting the charge conservation. In the simulated LQd
mix samples

their decay mode is controlled by the branching fraction parameter β. Simulated

samples are generated for LQd
mix mass points within the range of 1.0 TeV to 1.9

TeV with 100 GeV step for β = 1, corresponding to LQLQ pair production, where

each LQ is allowed to decay only into a t` pair.

The samples simulating the vector Ũ1 signal samples are generated by Mad-

Graph5 aMC@NLO generator at LO accuracy using the NNPDF 2.3 LO PDF

set and the Boston model [153, 154], and interfaced with Pythia-8 for the PS

and hadronisation processes (A14 tune). Vector LQs of the Ũ1 type (Q = +5/3)

decay into a t` pair and their coupling parameter λ is also set to λ = 0.3. The

κG and λG defined in Section 3.2 are set accordingly to κG = 1, λG = 0 for the

minimal coupling (Ũmin
1 ) scenario and to κG = λG = 0 for the Yang-Mills (ŨYM

1 )

coupling scenario. Simulated samples are generated for Ũ1 pair production for

both scenarios within the range of 1.0 TeV to 2.0 TeV with 100 GeV step.

Signal theory uncertainties

The predictions for scalar LQd
mix signal are normalised to the NNLOapprox+NNLL

cross sections computed for scalar top pair production. The NLO values of the

cross section obtained from the MC generators and the corresponding K-factors

(NNLOapprox+NNLL to NLO predictions ratios) are summarised for each mass

point in Table 3.3. The predictions for vector Ũ1 signal are normalised to the LO

cross sections computed using MadGraph5 aMC@NLO + Pythia8, which are

shown in Table 3.4.
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LQd
mix mass [TeV] 0.9 1.1 1.3 1.5 1.7 1.9

Signal region µF , µR (Up | Down) [%]
SR3`-e +1.5 -0.8 +1.8 -1.1 +0.9 -0.8 +0.5 -0.8 +0.9 -0.9 +0.8 -0.2
SR4`-e +1.4 -0.3 +4.1 -1.5 +0.2 -0.3 +0.2 -0.1 +15.4 -0.6 +0.4 -15.5

Var3c (Up | Down) [%]
SR3`-e -1.9 -0.6 -0.6 1.7 0.3 2.1 -1.5 1.1 0.4 1.1 0.3 2.7
SR4`-e -1.9 1.4 -2.2 -1.5 1.3 -10.5 10.2 0.3 2.1 -1.6 8.4 3.5

αs+PDF (Up / Down) [%]
SR3`-e ± 0.7 ± 0.7 ± 0.7 ± 1.1 ± 1.8 ± 2.1
SR4`-e ± 0.6 ± 1.3 ± 2.0 ± 3.6 ± 6.8 ± 5.3

Table 10.17: Theory uncertainties in percentages on the scalar LQd
mix signal

acceptances in the electron channel due to QCD scale (µR, µF ) variations,
shower parameter variations, the αs and the PDFs.

LQd
mix mass [TeV] 0.9 1.1 1.3 1.5 1.7 1.9

Signal region µF , µR (Up | Down) [%]
SR3`-µ +0.9 -0.5 +0.9 -0.5 +1.2 -1.2 +1.6 -1.1 +1.8 -2.2 +1.7 -8.0
SR4`-µ +1.3 -0.4 +1.7 -1.3 +6.2 -2.4 +4.3 -6.2 +11.0 -7.1 +7.1 -13.3

Var3c (Up | Down) [%]
SR3`-µ -1.5 -1.2 0.3 1.9 -0.1 0.9 -2.1 0.8 0.7 1.4 0.7 2.2
SR4`-µ 0.9 0.8 1.9 -3.2 3.0 -4.1 7.2 0.9 -1.8 -3.6 1.9 4.3

αs+PDF (Up / Down) [%]
SR3`-µ ± 0.4 ± 0.7 ± 0.7 ± 1.1 ± 1.4 ± 1.6
SR4`-µ ± 0.4 ± 0.9 ± 2.2 ± 3.5 ± 5.7 ± 4.8

Table 10.18: Theory uncertainties in percentages on the scalar LQd
mix signal

acceptances in the muon channel due to QCD scale (µR, µF ) variations, shower
parameter variations, the αs and the PDFs.

The impact of QCD renormalisation (µR) and factorisation (µF ) scale variations,

shower parameter (var3c) variations, αS and PDFs is evaluated on the signal

acceptance for various SRs. The uncertainties are evaluated by comparing the meff

truth distributions in these SRs for each variation and for various LQ mass points

(low: 0.9, 1.1, intermediate: 1.3, 1.5, and high: 1.7, 1.9 TeV). The event selections

for the truth events are chosen as close as possible to the reconstruction-level

selections. An envelope of independent pairs of µR and µR varied by factors of 0.5

or 2 are used for the estimation of the uncertainties due to QCD scale variations.

These uncertainties vary from 1% to 6% for low and intermediate signal mass

points according to the SR, and 5%-15% for high mass points. The acceptance

variations from 100 NNPDF30 NLO PDF sets are used in the computation of the

PDF uncertainties. These uncertainties are added in quadrature to the acceptance

uncertainty due to αS variations. The total αs+PDF uncertainties are estimated

to 1% for low LQd
mix masses, 2% - 4% for the intermediate mass range, and 2% - 6%

for the higher masses. The shower uncertainties vary from 1% to 10% depending

on the SR. All these uncertainties are summarised in Tables 10.17 and 10.18 for
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tete and tµtµ LQd
mix signals, respectively.

In the case of vector Ũ1 signals, the signal acceptance uncertainties due to QCD

scale variations are estimated to 1% to 4% for low and intermediate signal mass

points according to the SR, and they escalate up to 8% for high mass points. The

total αS+PDF uncertainties are estimated to 1% - 4% for low Ũ1 mass points, 1% -

6% for the intermediate masses, and up to 30% for the higher masses. The shower

uncertainties vary from 1% to 20% depending on the SR. All these uncertainties

are summarised in Tables 10.19 and 10.20 for the minimal coupling and Yang-Mills

coupling scenarios, respectively, and they are found to be similar for the two cases.

Since these uncertainties are also very close between the tete and tµtµ Ũ1 signals,

only the numbers in the former are shown.

Ũmin
1 mass [TeV] 0.9 1.1 1.3 1.5 1.7 1.9

Signal region µF , µR (Up | Down) [%]
SR3`-e +0.6 -0.9 +0.8 -0.7 +0.7 -1.4 +1.4 -1.7 +0.7 -0.9 +0.6 -1.2
SR4`-e +2.3 -2.9 +2.3 -2.3 +2.0 -2.4 +1.9 -3.6 +4.6 -6.6 +6.9 -7.6

Var3c (Up | Down) [%]
SR3`-e -1.6 -1.2 -1.5 0.3 1.1 -1.4 0.6 -0.7 0.5 0.9 2.9 1.5
SR4`-e 2.0 -11.0 7.7 -7.6 4.0 3.4 -0.6 13.0 4.3 5.5 -4.9 6.8

αs+PDF (Up / Down) [%]
SR3`-e ± 0.8 ± 0.6 ± 1.8 ± 2.4 ± 1.1 ± 5.0
SR4`-e ± 2.7 ± 4.8 ± 2.8 ± 5.4 ± 11.7 ± 29.0

Table 10.19: Theory uncertainties in percentages on the vector Ũ1 signal
acceptances in the electron channel due to QCD scale (µR, µF ) variations,
shower parameter variations, the αs and the PDFs. The signal model includes

miminal couplings only.

ŨYM
1 mass [TeV] 0.9 1.1 1.3 1.5 1.7 1.9

Signal region µF , µR (Up | Down) [%]
SR3`-e +1.0 -1.2 +1.0 -1.4 +1.0 -1.3 +0.7 -0.6 +1.0 -2.0 +1.3 -2.2
SR4`-e +0.6 -0.4 +0.7 -1.0 +2.8 -4.1 +2.2 -4.1 +1.0 -0.5 +1.6 -1.8

Var3c (Up | Down) [%]
SR3`-e 1.0 -3.3 1.2 -0.1 -0.1 -0.4 -0.3 1.4 1.7 0.4 1.1 0.2
SR4`-e -13.5 8.2 -2.7 -13.4 19.9 12.2 -0.6 -1.1 -9.4 -5.2 3.3 -1.7

αs+PDF (Up / Down) [%]
SR3`-e ± 1.1 ± 1.5 ± 1.4 ± 0.5 ± 3.9 ± 7.9
SR4`-e ± 1.3 ± 0.7 ± 4.0 ± 6.1 ± 1.4 ± 7.0

Table 10.20: Theory uncertainties in percentages on the vector Ũ1 signal
acceptances in the electron channel due to QCD scale (µR, µF ) variations,
shower parameter variations, the αs and the PDFs. The signal model includes

Yang-Mills couplings.
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10.2.5.2 Background modelling

The techniques for background estimation and suppression used in these search

are already described in detail in Section 9.4. No deviation from the material

already covered is required for this analysis, thus no further description of the

same methods is provided.

10.2.6 Analysis model and background validation

The CRs and SRs defined in Tables 10.14 – 10.16 are participating in simultaneous

maximum likelihood fits to determine the background and LQ signal yields that

are most consistent with the data, as described in Section 9.4.4. There are 11

regions in total (7 CRs and 4 SRs) participating in the fits. There are two similar

fits performed including the same CRs, and in each one only the corresponding

electron (3`SR-e, 4`SR-e) or muon (3`SR-µ, 4`SR-µ) SRs are included depending

on which LQ signal is fitted (tete signal in the electron SRs and tµtµ signal in the

muon SRs). The shape of the meff variable is fitted in the SRs and CRs targeting

irreducible backgrounds (2`ttW, 3`VV and 3`ttZ CRs), while the number of events

is fitted in the non-prompt lepton and conversion CRs (2`tt(e), 2`tt(µ), 3`IntC

and 3`MatC). A summary of the variables fitted in each channel is shown in

Figure 10.29.

Figure 10.29: Illustrative sketch of the regions per channel and discriminating
variable per region that are used in the likelihood fit to data. The number of

jets and b-jets selections as well as the lepton definitions are also shown.
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The background modelling is validated before this fit to real data in the CRs, VRs

and SRs of this search. Real data are used for this check in all CR bins (due to

low signal contamination), and the bins in the rest of the regions that satisfy the

5% blinding criteria discussed in Section 8.4.3.

The modelling of the meff variable (main discriminating variable fitted in the SRs)

is also validated in the VRs of this search in the 3` and 4` channels, respectively,

which they do not participate in the likelihood fit. The shapes of the meff dis-

tribution are shown in Figure 10.30, where the post-fit result of a likelihood fit

to CRs and SRs under the background-only hypothesis is propagated to these

regions. There is good modelling across all bins in these distributions up to the

point where the statistics allow. Since there was still some negligible signal events

in these regions the last bin of the distributions remained blinded until the last

stages of the analysis.
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Figure 10.30: Data-to-simulation comparison in the meff distribution in (a)
3`VR and (b) 4`VR. Figure taken from Ref. [152].

10.2.7 Systematic uncertainties

The systematic uncertainties already described in Section 8.5 are also applied to

this analysis since the same version of simulated MC samples is used in both

analyses. The treatment of the systematic uncertainties is similar in this search,

apart from the very sophisticated systematics model used for the tt̄W and tt̄Z
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background processes. In addition to these systematic uncertainties the ones con-

cerning the signal modelling are also added, while the same applies to the ones

concerning the hybrid High-pT ID OP.
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Figure 10.31: Ranking of the systematic uncertainties included in the fit according
to their impact on the expected signal strength for (a) mLQd

mix;e = 1.6 TeV and (b)
mLQd

mix;µ = 1.6 TeV for µ = 1. The filled blue rectangles correspond to the post-fit
impact on µ, both referring to the upper x-axis scale. The impact of each nuisance
parameter (NP), ∆µ, is computed by comparing the nominal best-fit value of µ with
the result of the fit when fixing the considered NP to its best-fit value, θ̂, shifted by its
post-fit uncertainties ±∆θ (±∆θ̂). The black points show the pulls of the NPs relative
to their nominal values, θ0. These pulls and their relative post-fit errors, ∆θ̂/∆θ, refer
to the lower x-axis scale. The nominal value for all NPs is θ0 = 0, with the exception of
the normalisation factors and the MC statistical uncertainties (“gammas”), where the

nominal value is 1.

The impact on the expected signal strength µ is shown in Figure 10.31 for the 15

most significant nuisance parameters and normalisation factors for the tete and

tµtµ LQd
mix signals atmLQd

mix
= 1.6 TeV assuming µ = 1. As expected, electron and

muon related instrumental uncertainties have the highest impact on the tete and

tµtµ channels, respectively, followed by other instrumental uncertainties related

to jets and b-jets, as well as some uncertainties on tt̄W , tt̄WW , V V , WtZ, and

tt̄tt̄ background processes.

The same impact on the observed signal strength µ is shown in Figure 10.32 for the

tete LQd
mix signal at mLQd

mix
= 1 TeV, where µ is almost equal to zero. Since µ∼0,

this represents the impact of the systematics uncertainties on the background-only

hypothesis, and therefore similar results are expected for the tµtµ signal.
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Figure 10.32: Ranking of the systematic uncertainties included in the fit according to
their impact on the observed signal strength for mLQd

mix;e = 1 TeV for µ almost equal to
zero. The filled blue rectangles correspond to the post-fit impact on µ, both referring to
the upper x-axis scale. The impact of each nuisance parameter (NP), ∆µ, is computed
by comparing the nominal best-fit value of µ with the result of the fit when fixing the
considered NP to its best-fit value, θ̂, shifted by its post-fit uncertainties ±∆θ (±∆θ̂).
The black points show the pulls of the NPs relative to their nominal values, θ0. These
pulls and their relative post-fit errors, ∆θ̂/∆θ, refer to the lower x-axis scale. The
nominal value for all NPs is θ0 = 0, with the exception of the normalisation factors and

the MC statistical uncertainties (“gammas”), where the nominal value is 1.

10.2.8 Results

10.2.8.1 Template Fit to data

Two maximum likelihood fits are performed in the templates defined in 7 CRs and

4 SRs (participating in pairs), as discussed in Section 10.2.6. Seven normalisation

factors λ̂ tt̄W , λ̂HF
e , λ̂HF

µ , λ̂MatC
e , λ̂IntC

e , λ̂V V HF, and λ̂ tt̄Z are left free-floated together

with the LQ signal strength µ, as described in Section 9.4.4. The fitted values

of the above NFs are shown in Figures 10.33 and 10.34, after the likelihood fits

to data in all SRs and CRs considered. The likelihood fits are performed under

the background-only and signal-plus-background hypotheses for all available tete

and tµtµ LQd
mix signal mass points (from which only 1200, 1400 and 1600 GeV

mass points are shown for reference). In general the background normalisations

obtained from the fit are consistent with their SM expectation value.
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Figure 10.33: Fit results of a likelihood fit to data in CRs and electron SRs.
The normalisation factors (upper left), correlation matrix (lower left) and pulls
and constraints of the nuisance parameters (right) are shown. The correlation
matrix corresponds to a fit under the background-only hypothesis, while the
results of signal-plus-background fits with 1200, 1400 and 1600 GeV tete LQd

mix

signals are overlaid in the rest of the plots.
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Figure 10.34: Fit results of a likelihood fit to data in CRs and muon SRs. The
normalisation factors (upper left), correlation matrix (lower left) and pulls and
constraints of the nuisance parameters (right) are shown. The correlation matrix
corresponds to a fit under the background-only hypothesis, while the results of
signal-plus-background fits with 1200, 1400 and 1600 GeV tµtµ LQd

mix signals
are overlaid in the rest of the plots.
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The slight pull in λ̂ tt̄W is related to the known mismodelling of the tt̄W back-

ground, as explained in the LQLQ→ tτ tτ analysis. The tt̄W NF fitted value is

improved in this search due to the tt̄W electroweak contribution, which is properly

taken into account. The slight pull in λ̂V V HF is further improved in the tt̄W anal-

ysis (Chapter 9) after the update of the tZ sample to the one with the proper NLO

normalisation. The LQ signal strength is fitted to values close to zero for all the

scalar and vector LQ signal mass points used in the search, indicating that the fit

does not favour the existence of LQs with these mass values. The systematics are

participating in the fit as nuisance parameters and the ones surviving the pruning

selection are also shown in Figures 10.33 and 10.34 together with their pulls and

constraints. The correlation matrices shown in the same figures correspond to a

fit under the background-only hypothesis considering all the CRs and only the

electron or muon SRs.

In the results presented below the post-fit result shown corresponds to likelihood

fits under the background-only hypothesis, following the standard choice for BSM

searches with fitted µ values close to zero. The distributions are shown after the

fits, and the total background prediction prior to the fits is overlaid (dashed blue

line). The CRs where the shape of a distribution (meff) is fitted are shown after a

likelihood fit to all CRs and SRs in Figures 10.17 and 10.18.

All the analysis regions in this search are shown after the fit in summary one-bin

plots in Figure 10.37. A summary of the event yields in the SRs is shown in

Table 10.21.

The meff distribution in the SRs after the likelihood fit to data are shown in

Figure 10.36. The expected signal prediction for LQd
mixs of mLQd

mix
= 1.6 TeV

is overlaid for illustrative purposes for B = 1 and µ = 1 as an unfilled violet

histogram added to the post-fit background. The binning of the meff distribution

in each SR is chosen as a result of optimisation studies trying to balance the

adequate discrimination in the signal and background shapes, while maintaining

a per-bin statistical uncertainty below 30%.
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Figure 10.35: Data-to-simulation comparison of the meff distribution in the
(a) 2`ttW, (b) 3`ttZ, and (c) 3`VV CRs of the 2`SS channel after the likelihood
fit to data under the background-only hypothesis. Figure taken from Ref. [152].
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Figure 10.36: Data-to-simulation comparison of the meff distribution in the
(a) 3`SR-e, (b) 3`SR-µ, (c) 4`SR-e, and (d) 4`SR-µSRs of the 3` and 4` channels
after the likelihood fit to data under the background-only hypothesis using only
the 3` and 4` SRs together with all the CRs. The expected LQd

mix signal for
mLQd

mix
= 1.6 TeV and µ = 1is shown as an unfilled violet histogram added to

the post-fit background for illustrative purposes. Figure taken from Ref. [152].
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Figure 10.37: Data-to-simulation post-fit comparison in the 4 SRs (a) and
7 CRs (b) participating in the likelihood fit. The post-fit result is propagated
to the 2 VRs (c), demonstrating the good background modelling. Figure taken

from Ref. [152].
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3`SR-e 3`SR-µ 4`SR-e 4`SR-µ

Data 8 7 1 6
Total background 8.1 ± 0.6 10.2 ± 0.7 2.8 ± 0.2 3.3 ± 0.2
tt̄W 4.2 ± 0.6 5.6 ± 0.8 — —
Diboson 0.9 ± 0.1 1.5 ± 0.2 0.32 ± 0.05 0.40 ± 0.04
tt̄Z/γ∗ 1.33 ± 0.14 1.55 ± 0.15 1.69 ± 0.18 2.09 ± 0.21
tWZ — — 0.23 ± 0.12 0.22 ± 0.12
Non-prompt ` 0.25 ± 0.16 — — —
Other 1.44 ± 0.22 1.61 ± 0.31 0.53 ± 0.10 0.54 ± 0.12

LQd
mix 1.6 TeV 2.5 ± 0.2 2.7 ± 0.2 0.42 ± 0.11 0.40 ± 0.05

Ũmin
1 1.6 TeV 4.5 ± 0.2 4.6 ± 0.3 0.7 ± 0.1 0.7 ± 0.1

ŨYM
1 1.6 TeV 27 ± 1 29 ± 2 4.4 ± 0.2 4.2 ± 0.3

ŨYM
1 2.0 TeV 2.0 ± 0.2 2.0 ± 0.2 0.31 ± 0.08 0.30 ± 0.03

Table 10.21: Overview of the predicted and observed yields in each signal
region after a likelihood fit to data under the background-only hypothesis. The
expected LQd

mix and Ũ1 signal yields are also shown of each region for µ=
1. Dashes are used to denote the contributions that either negligible or not

applicable. Table taken from Ref. [152].

10.2.8.2 Expected and observed upper limits

No significant excess is observed over the SM expectation value after the likelihood

fit to data in any of the SRs. This can be inferred already from Figures 10.33,

10.34 and 10.36, since the fitted signal strength µ for all LQd
mix signal mass points

is close to zero and there are no or not enough data in the right tail of the meff

distribution where the LQ signal lives. The same conclusion is deducted for the

Ũ1 vector LQ signal model for the minimal coupling and Yang-Mills coupling

configurations. The expected and observed p0 values are shown as a function of

mLQd
mix

in Figure 10.38 for both tete and tµtµ LQd
mix signals. The observed p0 value

is found to be consistent with the background-only hypothesis across the whole

range of mass points considered. The expected p0 value illustrates the significant

expected sensitivity of the search, exceeding 5 standard deviations formLQd
mix

< 1.5

TeV and 3 standard deviations for mLQd
mix

< 1.6 TeV in the B=1 scenario.

Following the standard procedure in such cases of no discovery, expected and ob-

served 95% CL upper limits are set on the LQd
mix and Ũ1 production cross section

as a function of LQ mass, as shown in Figures 10.39 and 10.40, respectively, sepa-

rately for tete and tµtµ signals. The theoretical prediction together with its ±1σ

uncertainty is also shown. The points where the line of the theoretical prediction

crosses the expected and observed cross-section lines defines the corresponding
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Figure 10.38: Observed local p0 as a function of LQd
mix mass (mLQd

mix
) for

tete (red) and tµtµ signals assuming B = 1. The expected local p0 under the
hypothesis of a LQd

mix signal at that mass is shown in dashed lines. Figure taken
from Ref. [152].

limits of this search. The upper limit in cross section corresponds to the lower

limit in LQd
mix mass that can be excluded. The expected and observed 95% CL

lower limits on mLQd
mix

assuming B= 1 are found to be 1.61 (1.62) TeV and 1.61

(1.64) TeV for the tete (tµtµ) signal, respectively. In Figures 10.39 (c,d) the same

expected and observed limits are shown for the in a 2D plane as a function of

B(LQd
mix → t`) and LQd

mix mass. The asymptotic formula is is used to derive

the upper limits on the LQd
mix pair production cross section. Due to the limited

statistics in the SRs the limits are also estimated using the Toy MC method in

the range of mLQd
mix

from 1.0-1.8 TeV, resulting to a degradation in the limits by

about 2.5% and a difference in the limits at the order of 5-30% depending on the

LQ mass point.

The expected and observed 95% CL upper limits set on the vector Ũ1 pair pro-

duction cross section for the tete (tµtµ) Ũ1 signal are estimated to 1.71 (1.71)

TeV and 1.71 (1.73) TeV, respectively, assuming the minimal coupling scenario.

In the Yang-Mills coupling scenario the expected and observed 95% CL upper

limits for the tete (tµtµ) signal are estimated to 2.0 (1.98) TeV and 2.0 (2.0) TeV,

respectively.

The result of the limits remains the same across all mass points after the inclu-

sion of all systematic uncertainties (compared to the inclusion of the statistical

uncertainty only), leading to the conclusion that this analysis is limited by the
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statistical uncertainty on data. These limits were the most stringent ones in AT-

LAS and CMS for this final state at the time of the thesis writing, while the limits

for B(LQd
mix → t`) = B(LQd

mix → bν) = 0.5 are very competitive to the previous

ATLAS limits estimated in the corresponding search for LQd
mix in the mixed decay

mode (LQ→ bν/t`) [155].
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Figure 10.39: Observed and expected 95% CL upper limits on the LQd
mix pair

production cross section as a function of mLQd
mix

for the (a) tete and (b) tµtµ

LQd
mix signals. The green and yellow shaded bands correspond to the ±1 and

±2 standard deviation uncertainty (±1σ, ±2σ) around the combined expected
limit. The theoretical prediction along with its ±1σ uncertainty is shown with
a red line and band, respectively. The limits are scaled to different combinations
of B(LQd

mix → t`) BRs (since there is no acceptance to LQd
mix → bν) and are

shown together with their ±1σ uncertainties separately for the (c) tete and (d)
tµtµ LQd

mix signals. Figure taken from Ref. [152].
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Figure 10.40: Observed and expected 95% CL upper limits on the Ũ1 pair
production cross section as a function of mŨ1

shown for the minimal coupling

scenario and decay of the Ũmin
1 s into (a) te or (b) tµ, respectively, and for

the Yang-Mills coupling scenario and decay of the ŨYM
1 s into (c) te or (d) tµ,

respectively. The green and yellow shaded bands correspond to the ±1 and
±2 standard deviation uncertainty (±1σ, ±2σ) around the combined expected
limit. The theoretical prediction along with its ±1σ uncertainty is shown with

a red line and band, respectively. Figure taken from Ref. [152].

10.2.8.3 Event display of a leptoquark candidate event

The observed data in the third bin of SR3`-e and the slight excess over the MC

prediction in that bin suggest that these events can be studied as potential LQ can-

didates. For this reason, the event display (shown in Figure 10.41) is produced for

one of the two events in that bin in order to visualise its properties and kinematics.

The unique number of this event is 309940730 and it was recorded on 21/10/2017

by the ATLAS detector. The selected event contains two opposite-charge (OS)
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electron and one muon candidate and five jets (one of which is b-tagged). The pT

of the electron candidates is 755 GeV and 683 GeV, the pT of the muon candidate

is 94 GeV and the pT of the leading jet is 247 GeV. There is also non-negligible

amount of Emiss
T in the event which is estimated to 47 GeV, while the meff of the

event is equal to 2.1 TeV.

Figure 10.41: Event display of a potential LQ candidate decaying into a
top quark and an electron. The electron (blue) and muon (red) candidate
reconstructed tracks are shown. The jets and b-jets are shown with yellow and
blue cones, respectively. The Emiss

T of the event is denoted with a dashed white
line. The energy deposits in the hadronic (electromagnetic) calorimeter are

shown with yellow (green) boxes. Figure taken from Ref. [152].
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10.3 Combination of leptoquark searches

The broad physics program concerning LQ searches in ATLAS involves currently

single- and pair-produced LQs of different types according to their electric charge

and the generation of quarks and leptons they decay into. Since there was no

significant excess (above 3σ) over the SM expectation value in any of the LQ

searches performed in Run 2, 95% CL upper limits were set to the production

cross section of the corresponding LQ types. Most of these searches, while being

mostly orthogonal to each other, were dedicated analyses targeting specific LQ

decay modes handled by the different branching ratios (B). Therefore, a very

promising effort is ongoing regarding the combination of these searches such that

combined limits can be set on B as a function of LQ mass. An illustrative sketch

of the targeted final states is shown in Figure 10.42, and an overview of the LQ

analyses considered in the combination is given in Table 10.22.

u/d/s-
quark c-quark b-quark t-quark

ℓℓ
ℓ = (e, μ) qℓqℓ cℓcℓ bℓbℓ tℓtℓ

ℓν
ℓ = (e, μ) qℓqν bℓtν / bνtℓ

νν qνqν cνcν bνbν tνtν

ττ qτqτ bτbτ tτtτ

τν qτqν bτtν / bνtτ

Dedicated 
LQ searches

SUSY 
re-interpretations

Ongoing 
re-interpretations

Cross-
generational 

decays

Flavour-
diagonal 
decays

Figure 10.42: Overview of the LQ physics program concerning scalar LQ
pair-production final states.

There are 9 different final states included in the combination effort all involving

pair-production LQ searches. The difference in the event selection among these

searches lies on the number of selected light-lepton and hadronic tau-lepton candi-

dates, as well as number of b-jets. Due to this difference, there is negligible overlap

among the selected collision events that are used in the combinations.



Search for leptoquark pair production in multilepton final states 300

Some of the targeted final states are studied in dedicated LQ searches, while

others are covered from re-interpretations of of other existing analyses (such as the

SUSY searches for stop and sbottom squarks). The existing limits considered in the

combinations from already public analyses are shown in the overlay summary plots

in Figure 10.43. The combinations are currently performed mainly for scalar LQs,

while there is strong motivation to also add the vector LQ interpretations on the

existing analyses within this effort in the cases that are not considered already. The

scalar (spin-0) LQ models under consideration differ by their coupling strengths

to electrons and muons, which might (in the LQ3 case) or might not vanish (in

the LQmix case), and by their electric charge (LQu and LQd). The vector (spin-1)

LQ models under consideration include the re-interpretations based either on the

U
min/YM
1 vector LQ introduced in the Zurich model [156] or on the Ũ

min/YM
1 vector

LQ introduced in the Boston model [153, 154]. The Ũ1 is not participating in any

of the combinations, since it is allowed to couple only to a right-handed up type

quark and a charged lepton, hence mixed decay modes as Ũ1Ũ1 → bνtτ are not

possible.

Interpretation
Search Scalar Vector Signal region

Final State LQu
3 LQd

3 LQu
mix LQd

mix U
min/YM
1 Ũ

min/YM
1 N` Nτhad Nb−jets

tνtν X – X – X – 0 0 ≥ 2
bνbν – X – X – – 0 0 ≥ 2
tbτν X X – – X – 0 1 ≥ 2
bτbτ X – – – X – {0, 1} {1, 2} {1, 2}
tνb` – – X X – – 1 ≥ 0 ≥ 1
b`b` – – X – – – 2 ≥ 0 {0, 1, 2}
tτ tτ – X – – – X {1, 2, 3} ≥ 1 ≥ 1

t`t` (lep) – – – X – X {3, 4} 0 ≥ 2
t`t` (had) – – – X – – 2 – –

Table 10.22: Overview of individual analyses. The provided information on
the signal region definitions is only a set of selected, main characteristics. The

Ũ
min/YM
1 model is only used for re-interpretations of the t`t` and tτtτ analyses

(no combinations).

In general the sensitivity of the combination results is driven by the amount of

data statistics rather than systematic uncertainties. Different correlation schemes

are used for instrumental uncertainties to demonstrate the independence of the ob-

tained results on these choices. The theoretical uncertainties are subdominant. A
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conservative approach is chosen where the nuisance parameters (NPs) correspond-

ing to these uncertainties are not correlated across individual searches participating

in the combinations.

On the technical side, the combinations are performed using the python based

libraries pyhf [157] and cabinetry [158]. This choice is currently the recommended

one used in combinations, facilitating a straightforward way of combining the

workspaces of each search and allowing for a future publication of the correspond-

ing likelihood functions that are often useful to theoretical physicists.
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Figure 10.43: Summary plots of overlaid expected and observed 95% upper
limits on branching ratio (B) as a function of LQ mass for scalar LQ models.
The results involve LQs of type: (a) LQu

3 , (b) LQd
3 , (c) LQu

mix and (d) LQd
mix.

Figure taken from Ref. [159].

The expected and observed limits of the analyses shown in Table 10.22 are com-

bined as a result of this effort and the combined limits on B as a function of LQ

mass are shown in Figure 10.44. The limits of the bτbτ and bνbν analyses are

going to be included in these results once the analyses become public.
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Figure 10.44: The 95% CL expected (dashed line) and observed (solid line)
exclusion contours in the 2D B and LQ mass plane in the individual analyses
and after the corresponding combinations taking into account all systematic
uncertainties. The nuisance parameters are treated as uncorrelated in the com-
bined likelihood fit. The B values used in the limit setting are shown as light
blue circles. The ±1σ uncertainty on the expected contours is denoted with a

shaded yellow band.
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Chapter 11

Conclusions

This dissertation presents a broad spectrum of physics analyses containing mul-

tiple leptons and b-tagged jets in their final state using data from proton-proton

collisions at a center-of-mass energy of
√
s = 13 TeV recorded by the ATLAS de-

tector at the Large Hadron Collider (LHC). The full Run 2 dataset is used, which

corresponds to an integrated luminosity of 139 fb−1. On the other hand, the Long

Shutdown 2 (LS2) period of the LHC at CERN offered the perfect opportunity

for detector-related studies regarding the electron analysis on the ATLAS Tile

calorimeter as a part of the upcoming Phase-II upgrade, which are also discussed

in this thesis.

Following the discovery of the Higgs boson in 2012, there is an ongoing effort for

the precise measurement of its properties. One of the most interesting aspects of

the Higgs sector is the proper understanding of interactions of the Higgs boson

with the quarks and leptons of the SM, and especially with the top quark, which

is the heaviest quark in the SM. The interactions between the top quarks and the

Higgs boson are controlled by the top-Higgs Yukawa coupling (with a value very

close to unity), which can be estimated in processes where a top quark (or top-

quark pair) is produced in association with a Higgs boson (tH and tt̄H). The tt̄H

measurement in multilepton final states was performed in ATLAS with a partial

Run 2 dataset (79 fb−1) and reported a discrepancy between data and the state-

of-art theoretical predictions for the associated production of a top-quark pair and

a W boson (tt̄W ), which was also reported by the CMS experiment. Therefore,

the tt̄H measurement with the full Run 2 dataset was delayed in order to first

perform a detailed measurement of the inclusive and differential cross sections for
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tt̄W production. The tt̄W contribution is one of the largest background processes

in the many physics analyses (such as the tt̄H and tt̄tt̄ measurements). The

modelling of this process is quite challenging due to non-negligible higher-order

corrections, something that moved many theorists and experimentalists to join

this effort.

A large part of this dissertation is devoted to the tt̄W measurement in the multi-

lepton final state. Due to the complexity of this final state, sophisticated methods

were developed in order to control the different types of background contributions:

tt̄ events with non-prompt leptons from semileptonic b-quark decays or photon

conversions (“fake leptons”), tt̄Z, tt̄H and diboson events. The fake background

estimation is mostly based on MC simulation with small corrections derived via

the extended Template Fit method, where control regions are defined enriched in

the main background contributions and the normalisation of the contributions are

left free-floating in a fit together with the signal strength. The “extended” label

is used to denote the splitting of the fake-enriched regions according to operating

points of the improved (non-)prompt lepton veto (PLIV), a discriminant designed

to suppress the non-prompt lepton contributions from heavy flavour (HF) decays.

The background in the signal regions is corrected in this way, and in the case of the

inclusive measurement the tt̄W signal strength is estimated simultaneously. The

signal regions in the 2` and 3` channels are split according to jet and b-jet multi-

plicities, total lepton charge and lepton flavour in order to achieve a more precise

measurement. The inclusive measurement confirmed that the tt̄W cross section is

consistently higher than the SM expectation with an inclusive signal strength of

µtt̄W = 1.46 +0.14
−0.13. The inclusive signal strength was measured separately for the

tt̄W+ and tt̄W− production with values µtt̄W+ = 1.46 +0.15
−0.14 and µtt̄W− = 1.45 +0.21

−0.20,

and also separately in the 2` and 3` channels with values µ2`
tt̄W = 1.46 +0.14

−0.14 and

µ3`
tt̄W = 1.61 +0.31

−0.27.

The differential measurement of the tt̄W production cross-section was an ambi-

tious effort involving the unfolding of up to eight observables in a “stitched” signal

region for both 2` and 3` channels at particle level. The Profile Likelihood Un-

folding (PLU) method was selected for the unfolding as the most natural choice in

the handling of systematic uncertainties, and mainly due to the fact that it could

combine the extended Template Fit with the unfolding in a single framework, in-

heriting all the dedicated methods used for background estimation. In the PLU

method the background in the signal region is corrected from the fit, followed by
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the simultaneous unfolding of the tt̄W sample. The unfolding is performed with

individual per-bin normalisation factors for the tt̄W signal, which are afterwards

“translated” into cross-section units. The results from the differential measure-

ment are consistent with those from the inclusive measurement, and they are also

similar among the unfolded observables. The results are also in agreement with

the behaviour reported by the tt̄H to multilepton measurement for the Njets and

Nb−jets observables, indicating that the measured tt̄W cross-section is higher than

the predicted one.

Another novel aspect of the tt̄W effort is related to the measurement of the rela-

tive charge asymmetry (ARC) both inclusively and differentially (for each unfolded

observable). The motivation for this measurement was to understand if the tt̄W

production is more asymmetric than expected, and look into the systematic un-

certainties impacting this measurement assuming that the majority of them is

“cancelled” out due to the ARC definition. In the majority of the unfolded bins

ARC was found to be close to the expected value (ARC∼0.3) with a few exceptions

probably due to statistical fluctuation of the data, and a similar result is obtained

from the inclusive measurement of this variable. The ARC measurement is domi-

nated by statistical uncertainty, while the systematic uncertainties with the largest

impact are related to background normalisation factors, prompt and non-prompt

background modelling and tt̄W modelling.

Apart from the above results, in the context of this measurement there were further

developments in the already existing analysis and unfolding frameworks. These de-

velopments were centred around the sophisticated extended Template Fit method

developed for an accurate background estimation, and developments in the un-

folding part regarding the PLU method in general and the second-order Tikhonov

regularisation that was first implemented in this form as an outcome of this effort.

The rest of the analyses presented in this thesis are focused on searches for physics

beyond the SM (BSM) and, particularly, in searches for leptoquarks. Leptoquarks

are one of the most favoured BSM scenarios put forward by theorists as a promis-

ing explanation of the intriguing deviations reported in B-meson decays by the

LHCb experiments and the B factories. This thesis is targeting pair-produced

leptoquarks with a mass in the TeV scale each coupling simultaneously into a

top quark and a lepton (e, µ, τ -lepton). This effort is divided in two dedicated

searches targeting t`t` (` = e, µ) and tτ tτ signatures, respectively, which are
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both cut-based analyses performed in the high-pT regime. The main discriminat-

ing variable in both searches is the effective mass, meff , which is defined as the

scalar sum of pT of all physics objects considered and Emiss
T .

In the t`t` search, the event categorisation is based on light lepton multiplicity

and selection on variables with high signal-to-background separation (such as the

minimum dilepton mass between all possible lepton combinations, min(m``)). The

events are categorised in channels requiring two same-charge (or same-sign, SS),

three or four light leptons. The 3` and 4` channels are used for the definition

of signal and validation regions, where the former requires high min(m``) region

and the latter requires low min(m``). The 2`SS and 3` channels are used for the

definition of orthogonal control regions enriched in some of the main backgrounds

of this analysis. The background estimation and suppression is performed with the

same configuration and version of the Template Fit as in the tt̄W analysis, with

the difference that the non-prompt lepton control regions are merged together for

all lepton definitions based on PLIV. The main background contributions in this

search are events originating from V V , tt̄Z and tt̄W . No significant excess is found

over the SM expectation value, and upper limits are set on the signal cross section

and the branching ratio as a function of the leptoquark mass. The upper limits on

the cross section correspond to lower limits in leptoquark mass. The expected and

observed 95% CL lower limits on the mass of scalar leptoquarks mLQd
mix

assuming a

branching ratio of B=1 are found to be 1.61 (1.62) TeV and 1.61 (1.64) TeV for the

tete (tµtµ) signal, respectively. The expected and observed 95% CL lower limits

on the mass of vector leptoquarks mŨ1
in the minimal coupling scenario are found

to be 1.71 (1.71) TeV and 1.71 (1.73) TeV, respectively, and in the Yang-Mills

scenario they are found to be 2.0 (1.98) TeV and 2.0 (2.0) TeV, respectively.

In the tτ tτ search, due to the increased complexity of this experimental signature,

a sophisticated event categorisation is designed introducing signal and control

regions based on the multiplicity of light leptons and hadronically decaying tau

leptons (τhad). This type of categorisation is effectively probing the targeted signal

signatures, while helping isolate low-background regions in which any significant

excess would constitute a solid probe for new physics. Therefore, this search is

performed in the 1`, 2` and 3` channels, where the tau channels are used for the

definition of signal and validation regions, and the zero tau channels for back-

ground estimation and validation. The background estimation and suppression is

performed with an older configuration of the Template Fit in a similar way as in
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the tt̄W analysis. The main background contributions resemble the ones in the

tt̄W analysis, while there is also significant contribution of events containing fake

τhad candidates, mostly in 1` and 2`OS channels. No significant excess is found

over the SM expectation value, and upper limits are set on the signal cross section

and the branching ratio as a function of the leptoquark mass. The upper limits on

the cross section correspond to lower limits in leptoquark mass. The expected and

observed 95% CL lower limits on the mass of scalar leptoquarks mLQd
3

assuming a

branching ratio of (B=0.5) B=1 are found to be (1.19) 1.41 TeV and (1.22) 1.43

TeV, respectively. The expected and observed 95% CL lower limits on the mass

of vector leptoquarks mŨ1
assuming a branching ratio of B = 1 are both found

to be 1.53 TeV in the minimal coupling scenario and 1.81 TeV in the Yang-Mills

coupling scenario.

The results of t`t` and tτ tτ searches are part of a wider ATLAS program for

leptoquark searches with numerous analyses using the ATLAS full Run 2 dataset,

covering a wide range of leptoquark production and decay modes. These results

discussed in this dissertation contributed to some of the main inputs used in a

common leptoquark combination effort, where several leptoquark searches were

combined according to their targeted leptoquark type. This effort resulted in

a significant improvement of the current limits on leptoquark mass, increasing

the excluded area of potential leptoquark production. Although there was no

discovery in the t`t` and tτ tτ searches, the limits calculated in both analyses

were the most stringent ones compared to other ATLAS and CMS searches at

the time of the writing. At the same time the tτ tτ search was the first dedicated

ATLAS analysis in this final state paving the way for future searches with τhad

candidates. The inclusion of τhad candidates was avoided in the past due to poor

reconstruction and identification efficiencies, something that was greatly improved

with the development of the tau RNN ID method.

The results of the tt̄W cross-section measurement together with the results of the

leptoquark searches both cover different holes in the particle physics puzzle that

physicists try to understand throughout the years. The tt̄W -like excess observed

in data and the persistence of the B-meson anomalies along with the anomalous

muon magnetic moment show that definitely this is not the end of the road for

particle physics. More broadly, these findings combined with recent observations

in physics concerning the neutrino masses, dark matter, and so on, are further

questioning the validity of the SM at a more fundamental level opening a window
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to BSM physics scenarios. The LHC and the ATLAS experiment will continue to

collect data at 13.6 TeV and 14 TeV in the coming years. The LHC has recently

resumed operations with the Run 3 pp collision programme already underway and

aiming to reach an unprecedented total integrated luminosity of about 300 fb−1,

initiating an era of potential fascinating discoveries and further understanding of

how the universe works.
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Appendix A

Unfolding optimisations and

setup

A.1 Parametrisation setups

Four parametrisation setups are used in the tt̄W differential cross-section mea-

surement. There are two setups to measure the differential cross section per bin

in the unfolded distribution and two analogous setups used for the unfolding of

the tt̄W relative charge asymmetry ARC . The parametrisations are implemented

by redefining the tt̄W NFs in the likelihood function using the Expressions block

of TRExFitter.

1. The first parametrisation (labelled as “differential”) corresponds to the stan-

dard configuration with per-bin cross-section NFs in all fiducial regions 2`SS

+ + /−− and 3` +/− described by the formula

{µ2`SS++
j }mj=1, {µ2`SS++

j }mj=1, {µ3`+
j }mj=1, {µ3`−

j }mj=1,

where m denotes the total number of bins of the particle-level distribution per

region, without necessary being the same between 2`SS and 3` channels. This

parametrisation setup is the standard one used for unfolding in the TRExFitter

framework.

2. The second parametrisation (labelled as “inclusive”) is defined by parametrising

the NF of the first bin in each of the 2`SS + + / − − and 3` +/− regions in
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terms of the rest of cross-section NFs, such that the parameters of interest are

{µ2`SS++
j }mj=2, {µ2`SS++

j }mj=2, {µ3`+
j }mj=2, {µ3`−

j }mj=2

and

µ2`SS++, µ2`SS−−, µ3`+, µ3`−.

The parametrisation is described by the relation

µ1 =
1

N1

(
µN −

m∑
j=2

µjNj

)
, (A.1)

where µj is the NF of the jth bin in one of the four fiducial regions and µ is

the inclusive NF for that region. The number of events in the jth bin of the

particle-level signal distribution is denoted as Nj. Equation A.1 is another of

the weighted average of µ defined as

µ =
1

N

(
m∑
j=1

µjNj

)
. (A.2)

3. The relative charge asymmetryARC (introduced in Equation 9.3) can be parametrised

as

ARC =
µ+N+ − µ−N−

µ+N+ + µ−N−
, (A.3)

individually for 2`SS and 3` channels, where N+/− correspond to the number

of events with positive or negative total lepton charge.

Using this formula the per-bin cross-section NFs can be redefined in the charge-

split regions as

µ−j =
1

2

µjNj

N−j

(
1− ARC,j

)
,

µ+
j =

1

2

µjNj

N+
j

(
1 + ARC,j

)
.

(A.4)

This configuration (labelled as “differential asymmetry”) allows the charge-

inclusive asymmetry rates to be extracted through the µj, but it is required

that the charge-split regions have the same binning. The parameters of interest

for this setup are

{µ2`SS
j }mj=1, {A

R,2`SS
C,j }mj=1, {µ3`

j }mj=1, {A
R,3`
C,j }

m
j=1.



Unfolding optimisations and setup 313

and the tt̄W NFs used to correlate the ttW component in the between the SR

and CRs is defined as

µ± =
1

2N±

[
m∑
j=1

µjNj(1± ARC,j)

]
(A.5)

4. In this parametrisation (labelled as “inclusive asymmetry”) the cross-section

NF of the first truth bin of a particle-level distribution can be expressed in

terms of ARC in a similar way as in parametrisation (2) as

µ−1 =
1

2N−1

[
µN(1− ARC)−

m∑
j=2

µjNj(1− ARC,j)

]
,

µ+
1 =

1

2N+
1

[
µN(1 + ARC)−

m∑
j=2

µjNj(1 + ARC,j)

]
.

(A.6)

Therefore, the parameters of interest in this configuration are

{µ2`SS
j }mj=2, {A

R,2`SS
C,j }mj=2, {µ3`

j }mj=2, {A
R,3`
C,j }

m
j=2,

and

µ2`SS, AR,2`SSC , µ3`, AR,3`C .

The results (to be) published are following the differential parametrisations (1)

and (3). The inclusive parametrisations (2) and (4) are important since instead

of providing the first truth bin of each fiducial region they provide additionally

the inclusive tt̄W NFs based on which the tt̄W contribution in CRs is normalised.

Moreover, the inclusive tt̄W NFs can be compared to the ones from the inclusive

measurement as a validation check.

A.2 Binning optimisation

Since PLU is a binned unfolding technique, the binning of the continuous variables

is chosen based on certain criteria. The same binning is adopted between the

particle-level and detector-level distributions to avoid potential underconstraints

in the fit in the case of Ndet.
bins < Nfid.

bins.
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The binning optimisation process starts with a distribution following a fine binning

of 200 bins. The distributions are then re-binned based on the cumulative tt̄W

distribution in order to have comparable fraction of tt̄W events and maintain a

fraction of 60% of the total events in the diagonal elements of the migration matrix

at each particle-level bin. The bins are merged sequentially from left to right until

the maximum statistical uncertainty is reduced to 10%, 12%, 15%, and 16% in the

2`SS++, 2`SS−−, 3`+, and 3`− regions, respectively. The binning acquired from

this procedure is manually rounded aiming to a similar between the charge-split

regions of the 2`SS and 3` channels.

The steps of the binning optimisation process are illustrated in Figure A.1 for

the pT of the leading jet (pT,j0), an observable that is not used in the unfolding

in the end, but the process is equivalent for the rest of the observables. The

optimised binning of the observables selected for unfolding is shown in Table 9.9

of Section 9.7.4. The binning is also optimised at the first stages of the analysis for

the rest of the observables, with the optimal binning shown in Tables A.1 - A.3.
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Figure A.1: Binning optimisation process demonstrated using the pT, j0 ob-
servable in the 2`SS + + region. The tt̄W detector-level distribution together
with the corresponding migration matrix is shown for the fine and optimal bin-
ning (top). The statistical uncertainty on the signal-plus-background prediction
and the fraction of events in the diagonal elements of the migration matrix are
also shown for the fine and optimal binning (bottom). The final merging of the

bins in this observable is dominated by the limited detector resolution.
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Observable Region Binning

pT, `SS0
[GeV] 2`SS [20, 40, 50, 60, 70, 85, 100, 120, 150]

3` [15, 45, 60, 75, 95, 125, 150]

pT, `SS1
[GeV] 2`SS [20, 25, 30, 35, 40, 50, 60, 75, 100]

3` [15, 20, 27.5, 35, 45, 55, 80]

pT, `OS [GeV] 2`SS [0, 20]

3` [10, 20, 30, 45, 60, 80, 100]

pT, j0 [GeV] 2`SS [25, 65, 85, 110, 135, 170, 215, 300]

3` [25, 60, 80, 100, 130, 175, 250]

pT, j1 [GeV] 2`SS [25, 45, 60, 80, 100, 130, 175]

3` [25, 40, 55, 75, 100, 140]

pT, b0 [GeV] 2`SS [25, 40, 60, 90, 150, 300]

3` [25, 40, 60, 90, 150, 300]

|η`SS0 | 2`SS [0, 0.2, 0.4, 0.6, 0.85, 1.1, 1.35, 1.75, 2.5]

3` [0, 0.25, 0.5, 0.75, 1.05, 1.4, 2.5]

|η`SS1 | 2`SS [0, 0.2, 0.4, 0.6, 0.85, 1.1, 1.35, 1.75, 2.5]

3` [0, 0.25, 0.5, 0.75, 1.05, 1.4, 2.5]

|η`OS | 2`SS [0, 0.5]

3` [0, 0.25, 0.5, 0.75, 1.05, 1.4, 2.5]

|ηj0| 2`SS [0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5, 2.5]

3` [0, 0.25, 0.5, 0.75, 1.1, 1.5, 2.5]

|ηj1| 2`SS [0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5, 2.5]

3` [0, 0.25, 0.5, 0.75, 1.1, 1.5, 2.5]

|ηb0| 2`SS [0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.3, 1.65, 2.5]

3` [0, 0.25, 0.5, 0.75, 1.1, 1.5, 2.5]

max(|η`|) 2`SS [0, 0.76, 0.95, 1.15, 1.29, 1.41, 1.59, 1.77, 1.9, 2.04, 2.19, 2.5]

3` [0, 0.76, 0.95, 1.15, 1.29, 1.41, 1.59, 1.77, 1.9, 2.04, 2.19, 2.5]

Table A.1: Optimised binning for single jet and lepton observables.
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Observable Region Binning

Emiss
T [GeV] 2`SS [0, 45, 85, 135, 200]

3` [0, 45, 80, 120, 200]

HT [GeV] 2`SS [90, 245, 300, 360, 425, 500, 580, 725, 1000]

3` [90, 250, 350, 500, 750, 1000]

Hvis
T [GeV] 2`SS [60, 140, 200, 300, 600]

3` [90, 200, 250, 350, 600]

Hvis,min
T [GeV] 2`SS [60, 140, 170, 200, 240, 280, 340, 600]

3` [90, 190, 235, 275, 325, 400, 600]

|∆η`SS0 `OS | 2`SS [0, 0.5]

3` [0, 0.2, 0.4, 0.7, 0.95, 1.35, 2.0]

|∆η`SS1 `OS | 2`SS [0, 0.5]

3` [0, 0.25, 0.5, 0.7, 1.0, 1.4, 2.0]

|∆φ`SS0 `OS |/π 2`SS [0, 0.15, 0.3]

3` [0, 0.2, 0.4, 0.55, 0.7, 0.85, 1.0]

|∆φ`SS1 `OS |/π 2`SS [0, 0.1]

3` [0, 0.2, 0.4, 0.55, 0.7, 0.85, 1.0]

m`SS0 `OS [GeV] 2`SS [0, 20]

3` [12, 50, 75, 110, 130, 170, 220]

m`SS1 `OS [GeV] 2`SS [0, 20]

3` [12, 30, 50, 70, 100, 130]

Table A.2: Optimised binning for event-level and di-lepton observables.

Observable Region Binning

min(∆R`j) 2`SS [0.1, 0.5, 0.6, 0.75, 0.9, 1.05, 1.5]

3` [0.1, 0.5, 0.7, 0.8, 1.0, 1.5]

min(∆R`OSj) 2`SS [0.0, 0.5]

3` [0.1, 0.7, 1.0, 1.25, 1.5, 1.9, 2.5]

min(∆R`SS0 j) 2`SS [0.1, 0.65, 0.85, 1.05, 1.25, 1.45, 1.75, 2.5]

3` [0.1, 0.75, 1.0, 1.25, 1.6, 2.0, 2.5]

min(∆R`SS1 j) 2`SS [0.1, 0.65, 0.85, 1.05, 1.25, 1.45, 1.75, 2.5]

3` [0.1, 0.75, 1.0, 1.25, 1.6, 2.0, 2.5]

∆R(j0, j1) 2`SS [0.25, 1.1, 1.7, 2.15, 2.5, 2.8, 3.0, 3.3, 4.0]

3` [0.25, 1.0, 2.0, 2.5, 3.0, 3.5, 4.0]

max(mjjfwd) [GeV] 2`SS [15, 115, 160, 235, 325, 450, 550]

3` [15, 120, 175, 250, 350, 550]

Table A.3: Optimised binning for lepton and jet related observables.
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A.3 Regularisation optimisation

Following the binning optimisation and the final choice on the fiducial space se-

lection, an optimisation procedure is performed, where the τ regularisation pa-

rameters are optimised based on generation of pseudo-experiments with statistical

bootstrapping. Due to the different signal over background ratios and statistical

properties in each of the four fiducial regions (2`SS ++/−−, 3` +/−), the optimi-

sation is performed separately for each region. A set of 2000 pseudo-data samples

is generated in the signal region following a signal plus background distribution

smeared with Poisson statistics. This is repeated for each analysis channel and

observable. The unfolding of each pseudo-experiment is performed including only

statistical uncertainties and a several metrics are calculated from this procedure.

The τ parameters are scanned over a range of values. The median over the pseudo-

experiments and the mean over the prediction in the unfolded bins are estimated

and plotted for each scanned τ parameter and metric. The optimal τ value is

identified as the largest possible value that keeps the χ2/Nbins relatively stable

with respect to the particle-level distribution (truth). This τ value is expected to

maximally suppress the statistical fluctuation impact keeping bias at acceptable

levels.

The metrics considered in this optimisation are summarised below:

• χ2 = ∆xiV
−1
ij ∆xj, where ∆xi stands for the difference between the unfolded

template and particle-level template in bin i and V corresponds to the covariance

matrix of the cross-section NFs. This metric is estimated by considering the

particle-level template as the prior (Sherpa 2.2.10) or truth (aMCNLO/MG)

sample and acquiring the V matrix directly from TRExFitter or calculating it

from pseudo-experiments (toys).

• Global correlation coefficient ρ, used to quantify the diagonality of the covari-

ance matrix that is calculated with toys. It is defined as

ρ =

〈√
1− (ViiV

−1
ii )−1

〉
bins

• Average relative uncertainty σ from all bins calculated both from toys and

using the TRExFitter covariance matrix. The standard deviation of the relative

uncertainties is also calculated using toys.
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• Average absolute bias of the unfolded distribution against its prior and the

truth particle-level distribution estimated over all bins. The median over toys

is taken either before or after the absolute value. In the case that the absolute

value is taken before the median, it includes statistical effects, whereas statistical

effects are marginalised when the median is taken before the absolute value and

reproduces the results of an Asimov fit.

• Rate of unfolded results having at least one negative unfolded bin. Ideally this

would be as low as possible.

The pseudo-data generation uses the aMCNLO (NLO QCD)/MG (EW)+Pythia8

tt̄W sample, either by using directly the distribution of this sample at detector-

level (altReco) or by folding the particle-level distribution with the response ma-

trix from Sherpa 2.2.10 (altTruth). The altReco configuration contains some

bias due to the different response matrix for each generator, which is accounted

for as an additional systematic uncertainty. The altTruth configuration includes

only the bias originating from the choice to use a particle-level template from

on a specific generator versus another, which is not taken into account when the

response matrix of an alternate MC sample is used. The estimate of the bias con-

cerning the τ̂ choice becomes conservative under the hypothesis that the difference

(at second order) of the true tt̄W particle-level distribution in data is comparable

between the nominal and alternative MC sample predictions and the difference

itself is not significant. If this assumption does not hold, it would mean that the

bias is underestimated. The scans over the τ regularisation parameters are shown

for the Njets and Nb−jets distributions in Figures A.2 - A.5 for both altTruth and

altReco configurations.

As shown in these Figures A.2 - A.5, the increase of χ2 is observed at similar τ val-

ues between the altTruth and altReco configurations for all fiducial regions. The

same scans are repeated for the rest of the unfolded observables, where the corre-

sponding plots are omitted for brevity. The results of the optimal regularisation

τ̂ parameters for each region are summarised in Table A.4.
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Figure A.2: Regularisation τ scans for Njets observable in the 2`SS + + (top
left), 2`SS − − (top right), 3`+ (bottom left), and 3`− (bottom right) regions

using the altTruth configuration.
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Figure A.3: Regularisation τ scans for Njets observable in the 2`SS + + (top
left), 2`SS − − (top right), 3`+ (bottom left), and 3`− (bottom right) regions

using the altReco configuration.
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Figure A.4: Regularisation τ scans for Nb−jets observable in the 2`SS++ (top
left), 2`SS − − (top right), 3`+ (bottom left), and 3`− (bottom right) regions

using the altTruth configuration.
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Figure A.5: Regularisation τ scans for Nb−jets observable in the 2`SS++ (top
left), 2`SS − − (top right), 3`+ (bottom left), and 3`− (bottom right) regions

using the altReco configuration.
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Observable 2`SS + + 3`+ 2`SS−− 3`−
Njets 3.0 1.0 1.5 1.0
Nb−jets 4.0 1.0 0.5 1.5
HT 2.0 3.0 2.0 1.5

H jet
T 2.0 1.5 1.5 1.0

H lep
T 2.0 2.0 1.6 2.0

Hvis
T 2.0 0.7 1.0 0.5

Hvis,min
T 0.0 0.0 0.0 0.0

Emiss
T 3.0 1.0 2.0 1.0

pT, j0 2.0 1.8 1.5 1.0
pT, j1 1.0 1.0 2.0 0.0
pT, b0 3.0 0.8 3.0 0.0
pT, `SS0

2.5 2.5 2.0 0.8

pT, `SS1
3.0 0.0 1.9 0.0

pT, `OS 0.0 1.3 0.0 2.0
|ηj0| 2.5 1.2 1.6 0.8
|ηj1| 2.0 2.5 2.0 1.2
|ηb0| 2.0 2.0 1.0 0.0
max(|η`|) 2.0 1.2 2.0 0.0
|η`SS0 | 3.0 1.8 3.0 1.5

|η`SS1 | 3.0 4.0 3.0 0.0

|η`OS | 0.0 1.5 0.0 0.0
m`SS

0 `SS
1

3.5 1.0 2.5 1.5

m`SS0 `OS 0.0 2.0 0.0 1.0

m`SS1 `OS 0.0 0.5 0.0 0.2

m`0b0 2.0 0.6 2.0 0.9
max(mjjfwd) 4.0 2.0 2.0 1.0
mj0j1 3.0 2.0 2.0 1.0
|∆η`SS0 `OS | 0.0 1.5 0.0 0.0

|∆η`SS1 `OS | 0.0 2.0 0.0 1.2

|∆η`SS
0 `SS

1
| 2.0 3.0 2.5 2.2

|∆φ`SS0 `OS |/π 0.0 1.0 0.0 0.0

|∆φ`SS1 `OS |/π 0.0 1.0 0.0 0.0

|∆φ`SS
0 `SS

0
|/π 2.0 0.7 1.3 0.6

min(∆R`j) 2.0 3.5 1.4 1.8
min(∆R`OSj) 0.0 1.6 0.0 1.0
∆R`0 b0 3.0 3.0 1.5 1.5
min(∆R`SS0 j) 3.0 2.0 3.0 0.8

min(∆R`SS1 j) 3.0 2.0 3.0 0.8

∆Rj0 j1 3.0 1.5 2.0 0.0

Table A.4: List of observables to be unfolded and the optimal regularisation
parameter τ̂ for these observables in each region. The entries in bold correspond

to the selected variables that are unfolded.
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The χ2 parameter is underestimated in the altTruth configuration with the TREx-

Fitter option due to the overestimation in total uncertainty for τ > 0. The χ2

obtained by TRExFitter relative to the distribution at particle-level is locally min-

imised at large τ values in some of the regions because of the competing effects

between uncertainty underestimation and bias. However, the χ2 values in the large

τ region are kept low due to the unbiased nature of the second derivative Tikhonov

regularisation at zeroth and first order. The minimisation of the global correlation

coefficient takes place consistently in the low τ region. The optimal choice, τ̂ ,

succeeds in maintaining the rate of having at least one negative unfolded bin and

the average bin uncertainties to their minimal values, proving that PLU is able to

suppress the impact of statistical fluctuations with minimal induced bias.
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Figure A.6: A single toy unfolding fit to Njets, from top to bottom-right:
pre-fit plot, un-regularised result, and regularised result.

The effect of regularisation (after the above optimisation) is demonstrated in a

single pseudo-experiment, where the Njets distribution is unfolded using a set of

Poisson-smeared pseudo-data generated with the altTruth configuration, includ-

ing only statistical uncertainties. This test is summarised in Figure A.6, where the
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tt̄W distribution is unfolded with and without regularisation. In the case of the

regularised unfolding, the regularisation provides a better result in the bins where

the simulated prediction overshoots the pseudo-data and smoothens the unfolded

distribution, while reducing the total uncertainty (here statistical only).

A.4 Sensitivity, closure and stress-tests

Following the regularisation optimisation process, various stress tests are per-

formed to prove the robustness of the method and estimate the expected sen-

sitivity. A simplified version of the extended template fit is used for this purpose,

where only the dominant systematic uncertainties are considered and cross-section

uncertainties are assigned to the background contributions. The background con-

tributions and their considered uncertainties are: fake leptons (25%), tt̄H/tt̄Z

(11%), V V (6%), tt̄t/tZ/WtZ/V H (50%) and tt̄tt̄/V V V (30%). In the produc-

tion of the templates the “fake” lepton backgrounds (non-prompt HF, conversions,

QMisID) are all taken from the tt̄ simulated MC sample in a single template.

These sensitivity tests are based on fits to pseudo-data (Asimov) and the unfolded

distributions in the SR of the Njets and Nb−jets observables are shown in Figure A.7.

The uncertainties on the inclusive normalisation factors (NFs) for the tt̄W signal

acquired from this fit are 14%, 27%, 21%, and 39% for the 2`SS++, 2`SS−−, 3`+,

and 3`− regions, respectively, for the Njets observable, while a bit higher values

are acquired for the Nb−jets observable. A perfect closure is achieved in this fit due

to the remarkable agreement of the unfolded result and Sherpa-2.2.10 nominal

sample at particle-level.
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Figure A.7: Unfolded distributions in simplified template fit unfolding setup
Asimov fits
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2`SS++
Category σ(µ)/µ
FullSyst 0.098157
ME 0.097147
Scale 0.007070
Muon 0.006981
FTAG 0.006620
JES 0.005920
Pileup 0.005871
Trigger 0.003421
EGamma 0.003128
JER 0.002718

3` +
Category σ(µ)/µ
FullSyst 0.126692
ME 0.124424
Scale 0.015927
FTAG 0.011254
Trigger 0.008246
Muon 0.007889
Pileup 0.007232
JES 0.006349
JER 0.004133
EGamma 0.002228

2`SS--
Category σ(µ)/µ
FullSyst 0.101064
ME 0.100068
Muon 0.007428
Pileup 0.006460
FTAG 0.006430
JES 0.006173
Scale 0.004516
Trigger 0.004047
EGamma 0.003324
JER 0.003199

3`-
Category σ(µ)/µ
FullSyst 0.104134
ME 0.101628
FTAG 0.010051
Scale 0.009841
Muon 0.008083
Trigger 0.006713
JES 0.006231
Pileup 0.005822

Table A.5: Grouped impact tables for per-channel inclusive cross section nor-
malisation factors for Njets distribution. Systematics groups that do not appear

have a very small impact and causes the estimation procedure to fail.

The grouped impact configuration of TRExFitter is used to evaluate the ranking

of the modelling systematic uncertainties on the tt̄W signal. In this configuration

the systematic impact is calculated by the quadrature difference between the result

of a fit with all the uncertainties considered and the result of a fit when one group

of uncertainties is removed. The process is repeated for all systematic groups and

parameters of interest. Apart from the inclusion of systematic uncertainties, there

are also theoretical uncertainties on the generator modelling labelled as “ME” (de-

fined by comparison to MadGraph5 aMC@NLO), on the renormalisation and

factorisation scales labelled as “Scale” and uncertainties on the PDF modelling.

The results of the grouped systematic impacts for each fiducial region are sum-

marised in Table A.5. The ME uncertainty is the dominant one, while the PDF

uncertainties have minor impact.

Stress tests are also performed in order to ensure that the second derivate Tikhonov

regularisation is unbiased for shape differences between real and simulated data

up to first order. This is validated by unfolding the tt̄W sample in the Njets

distribution using Asimov data and injecting either a +40% normalisation effect

separately into the 2`SS and 3` regions or a ± 20% slope into the Sherpa-2.2.10

templates at particle-level. The unfolded results obtained from these stress tests

are shown in Figure A.8. Perfect closure is achieved in all the unfolded bins

validating the unbiased nature of the regularisation against linear shape effects.

Similar behaviour is observed in the rest of the observables that are not shown for

brevity.

Apart from the above tests, closure checks are performed by using the alternate
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Figure A.8: Unfolded distributions forNjets in simplified template fit unfolding
stress tests with +40% normalisation to 2`SS and 3` channels (top) and ±20%

linear shape (bottom).

MC sample (MG5 aMCNLO+Pythia-8) sample in the unfolding altTruth con-

figuration described in Section A.3. The results are summarised in Tables A.6

and A.7 for the Njets and Nb−jets observables, as a representative samples for the

rest of the unfolded observables. The unfolded distributions from this check are

shown in Figure A.9. The slight non-closure observed is explained as an artifact

due to regularisation. Non-closure uncertainties can be derived for each observable

from fits with statistical uncertainties only, where the background contributions

are fixed in the SR. The last columns in Tables A.6 and A.7 could be used as

non-closure uncertainties at any time, but at this stage of the analysis they are not

included in the fit allowing for the unfolded result to be quoted before and after

these uncertainties are applied. Another reason for not including the non-closure

uncertainties is that a Gaussian treatment of for them is problematic, and the fit

itself produces a conservative version of these uncertainties due to pulls in the nui-

sance parameters (NPs) and background NFs, which could absorb the difference

between the nominal and alternate signal samples.
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Njets

Channel Bin
dσ/dX [fb]

Data |Sherpa-2.2.10 − Data| |MG5 aMC@NLO+Pythia-8 − Data|

2`SS + +

[2,3) 1.29± 0.31 0.11 0.01
[3,4) 2.82± 0.34 0.28 0.02
[4,5) 3.07± 0.35 0.32 0.03
[5,6) 1.79± 0.25 0.15 0.00
[6,7) 0.83± 0.16 0.04 0.01
[7,8) 0.51± 0.18 0.00 0.01

3`+

[1,2) 0.28± 0.16 0.02 0.00
[2,3) 0.87± 0.20 0.06 0.01
[3,4) 0.62± 0.19 0.05 0.01
[4,5) 0.31± 0.13 0.02 0.01
[5,6) 0.22± 0.15 0.01 0.01

2`SS−−

[2,3) 0.57± 0.26 0.02 0.00
[3,4) 1.40± 0.31 0.07 0.02
[4,5) 1.59± 0.32 0.09 0.01
[5,6) 0.96± 0.24 0.03 0.01
[6,7) 0.46± 0.15 0.00 0.02
[7,8) 0.27± 0.16 0.01 0.01

3`−

[1,2) 0.14± 0.12 0.01 0.00
[2,3) 0.47± 0.16 0.03 0.00
[3,4) 0.32± 0.14 0.02 0.01
[4,5) 0.17± 0.10 0.01 0.00
[5,6) 0.12± 0.13 0.00 0.00

Table A.6: Non-closure results in differential cross-section using the
MG5 aMC@NLO sample for the Njets observable.

Nb−jets

Channel Bin
dσ/dX [fb]

Data |Sherpa-2.2.10 − Data| |MG5 aMC@NLO+Pythia-8 − Data|

2`SS + +
[1,2) 3.24± 0.90 0.44 0.00
[2,3) 6.93± 0.70 0.45 0.01
[3,4) 0.14± 0.07 0.00 0.00

3`+
[1,2) 0.74± 0.44 0.09 0.00
[2,3) 1.53± 0.35 0.08 0.00
[3,4) 0.03± 0.04 0.00 0.00

2`SS–
[1,2) 1.59± 0.77 0.14 0.00
[2,3) 3.59± 0.62 0.07 0.00
[3,4) 0.07± 0.13 0.00 0.00

3`-
[1,2) 0.39± 0.38 0.04 0.00
[2,3) 0.82± 0.30 0.03 0.00
[3,4) 0.01± 0.03 0.00 0.00

Table A.7: Non-closure results in differential cross-section using the
MG5 aMC@NLO sample for the Nb−jets observable.
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Figure A.9: Unfolded distributions from closure tests performed with a sim-
plified template fit setup using the altTruth configuration.

A final stress test is performed to further validate the robustness of the unfolding

method. The signal sample is split in half, where the first half (sample A) is

used for unfolding (as a particle-level template with a corresponding response

matrix) and the second half (sample B) is used to generate the pseudo-data for the

unfolding. Since the samples have equal number of MC statistics their statistical

fluctuations are expected to also be the same. There are two variations in which

this test can be performed.

• Variation (1): The tt̄W component of the pseudo-data is generated by forward-

folding of the particle-level template of sample B using the nominal response

matrix of sample A.

• Variation (2): The tt̄W component is built directly from sample B at detec-

tor level, which is the same as forward-folding the particle-level distribution of

sample B with the response matrix of sample B.

The unfolding procedure is proved to be robust against MC statistical uncertain-

ties, something that can be inferred by the very small observed non-closure against

the sample at particle-level.

The samples in this check are divided according to their parity of the event number

(to odd and even), resulting to samples of equal statistics. Each subsample is

weighted with an additional factor of 2.0, since each subsample is normalised to

the total MC weight of the unsplit sample. All backgrounds contributions are

considered in the SR and are kept fixed without systematic uncertainties. The

test is performed by unfolding the Njets distribution in the SR with and without

the use of regularisation for both variations.
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The agreement between the even numbered signal events stacked to the back-

ground prediction and the pseudo-data generated from the odd numbered signal

with the same background prediction is demonstrated before and after the unfold-

ing in Figures A.10 and A.12 for Variation (1) and (2), respectively. There are

two cases after the fit with and without regularisation to which the unfolded is

compared as shown in Figures A.11 and A.13.
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Figure A.10: Comparisons of signal-plus-background prediction to pseudo-
data generated with independent statistics of the tt̄W sample in Variation (1),
shown before (left) and after the fit for the unregularised (middle) and regu-

larised (right) case.
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Figure A.11: Comparison of unfolded distributions to the two tt̄W samples
obtained using half the nominal statistics in the regularised (left) and unregu-

larised (right) case in Variation (1).

In Variation (1), perfect closure is achieved in the case without regularisation and

almost perfect closure otherwise. In Variation (2), MC statistical fluctuations

between the tt̄W subsamples are visible in the unfolded distribution relative to

both particle-level distributions. These fluctuations are reduced in the regularised

case, and they are lower than the statistical uncertainty of the pseudo-data. Larger

fluctuations are observed in the 3` channel due to the additional splitting of by

number of SFOS lepton pairs at detector-level. This is also reflected in the slight

pre-fit disagreement that appears to be larger in these regions. In this variation,
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there is not perfect closure even in the unregularised case due to the fit being

overconstrained in the 3` channel, while almost perfect closure is shown in the

2`SS channels since the detector-level bins are able to constrain almost fully the

truth bins.

0.5
0.75

1
1.25

 

D
at

a 
/ P

re
d.

2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5

jetsN
2lSS++ 3l+ [0] 3l+ [1] 3l+ [2] 2lSS-- 3l- [0] 3l- [1] 3l- [2]

1−10

1

10

210

310

410

510

E
ve

nt
s

ATLAS Internal
-1 = 13 TeV, 139 fbs

W Differentialtt
Combined SR
Pre-Fit

Data Wtt
*)γ(Z/tt Htt

VV µHF
HFel  Internal Convtt
Mat Conv QMisID
Other Uncertainty

0.5
0.75

1
1.25

 

D
at

a 
/ P

re
d.

2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5

jetsN
2lSS++ 3l+ [0] 3l+ [1] 3l+ [2] 2lSS-- 3l- [0] 3l- [1] 3l- [2]

1−10

1

10

210

310

410

510

E
ve

nt
s

ATLAS Internal
-1 = 13 TeV, 139 fbs

W Differentialtt
Combined SR
Post-Fit

Data Wtt
*)γ(Z/tt Htt

VV µHF
HFel  Internal Convtt
Mat Conv QMisID
Other Uncertainty

0.5
0.75

1
1.25

 

D
at

a 
/ P

re
d.

2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5 6 7 2 3 4 5 2 3 4 5 2 3 4 5

jetsN
2lSS++ 3l+ [0] 3l+ [1] 3l+ [2] 2lSS-- 3l- [0] 3l- [1] 3l- [2]

1−10

1

10

210

310

410

510

E
ve

nt
s

ATLAS Internal
-1 = 13 TeV, 139 fbs

W Differentialtt
Combined SR
Post-Fit

Data Wtt
*)γ(Z/tt Htt

VV µHF
HFel  Internal Convtt
Mat Conv QMisID
Other Uncertainty

Figure A.12: Comparisons of signal-plus-background prediction to pseudo-
data generated with independent statistics of the tt̄W sample in Variation (2),
shown before (left) and after the fit for the unregularised (middle) and regu-

larised (right) case.

2 4 6 8 10 12 14 16 18 20 22
jetsParticle-Level N

0.5

1

1.5

2

2.5

3

3.5

 [f
b]

je
ts

/d
N

σd

Unfolded data
ttW (Even)
ttW (Odd)
Total uncertainty

ATLAS Internal
-1 = 13 TeV, 139 fbs

2 4 6 8 10 12 14 16 18 20 22

jetsParticle-Level N

0.5
1

1.5
2

D
at

a
P

re
di

ct
io

n 2 4 6 8 10 12 14 16 18 20 22
jetsParticle-Level N

0.5

1

1.5

2

2.5

3

3.5

 [f
b]

je
ts

/d
N

σd

Unfolded data
ttW (Even)
ttW (Odd)
Total uncertainty

ATLAS Internal
-1 = 13 TeV, 139 fbs

2 4 6 8 10 12 14 16 18 20 22

jetsParticle-Level N

0.5
1

1.5
2

D
at

a
P

re
di

ct
io

n

Figure A.13: Comparison of unfolded distributions to the two tt̄W samples
obtained using half the nominal statistics in the regularised (left) and unregu-

larised (right) case in Variation (2).
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[24] J. Blümlein and R. Rückl, “Production of scalar and vector leptoquarks in

e+e− annihilation,” Phys. Lett. B, vol. 304, pp. 337–346, Apr. 1993. [cited

on p. 49.]

[25] J. Bl:mlein, E. Boos, and A. Kryukov, “Leptoquark pair production in

hadronic interactions,” Z. Phys. C -. Particles and Fields, vol. 76,

pp. 137–153, Mar. 1997. [cited on p. 50.]

[26] T. Mandal, S. Mitra, and S. Seth, “Pair production of scalar leptoquarks at

the LHC to NLO parton shower accuracy,” Phys. Rev. D, vol. 93, no. 3,

p. 035018, 2016. [cited on pp. 50 and 281.]
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