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per Clara Cuf́ı Cabré sota la nostra direcció
al Departament de Matemàtiques
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Preface

This thesis concerns the study of invariant manifolds and periodic orbits of discrete and
continuous dynamical systems.

A dynamical system, (M,T,Φ), is defined as the action Φ of a group, T, which represents
the time, on a set M, called the phase space, of the form

Φ : T×M −→M
(t, x) 7−→ Φ(t, x),

such that for all x ∈ M and all t, s ∈ T, it holds that Φ(0, x) = x and Φ(t + s, x) =
Φ(s,Φ(t, x)).

In practice, a discrete dynamical system is given by a map, F : U ⊂ Rn → Rn, with T = Z,
and by the action Φ(k, x) = F k(x), where F k denotes the k-fold composition of F with itself.
A continuous dynamical system is given by a complete vector field, X : U ⊂ Rn → Rn, with
T = R, and by the action Φ(t, x) = ϕt(x), where d

dtϕt(x) = X(ϕt(x)). In the case that X is
not complete, there exists an equivalent vector field X̃ such that its solutions are defined for
all t ∈ R.

The memoir is divided into two parts that can be read independently. The first part is
dedicated to the study of invariant manifolds associated with parabolic points and parabolic
invariant tori, both for maps and vector fields. The second part concerns the study of periodic
orbits of dynamical systems on manifolds. Each part starts with an introductory chapter.
Then, every chapter contains an introduction section where we motivate the main problem
and we describe the structure of the chapter and locate its main results.

Part I consists of six chapters. After the introduction, Chapters 2 and 3 concern the study
of invariant curves of planar maps with parabolic points. The work of these two chapters is
collected in the paper [22]. In Chapter 4 we study an analogous problem for planar vector
fields. This work, even if it is original on its form, can be also deduced from the results of [25].
Finally, Chapters 5 and 6 are dedicated to invariant manifolds of higher dimensional maps
and vector fields with parabolic invariant tori. The content of these chapters is collected in a
paper in preparation, [21].

Part 2 consists on three chapters, which are also independent between them. After a common
introduction in Chapter 7, Chapter 8 is dedicated to the study of the set of periods of a
class of diffeomorphisms on manifolds. The work of this chapter is reflected in the paper [23].
Finally, the results presented in Chapter 9, concerning the existence of limit cycles of linear
vector fields, appear in the preprint [24].
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Part I

Invariant manifolds of parabolic points and
tori with nilpotent part
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Chapter 1

Introduction

This first part of the thesis is dedicated to the study of invariant manifolds of some families
of discrete and continuous dynamical systems. Concretely, the main objective is to provide
sufficient conditions for the existence and regularity of local invariant manifolds asymptotic
to parabolic points and parabolic invariant tori.

Given U ⊂ Rn and a map, F : U → Rn, or a vector field, X : U → Rn, and invariant manifold
is a submanifold V of U such that for all x ∈ V , F (x) remains in V , for the case of maps,
or such that for all x ∈ V , X(x) ∈ TxV , for the case of vector fields, where TxV is the space
tangent to V at the point x. A fixed point of F is a point x ∈ U such that F (x) = x, and a
fixed or critical point of X is a point x ∈ U such that X(x) = 0.

A fixed point p of a map or a vector field is said to be parabolic if the linearization of the
map at p has all the eigenvalues equal to 1 or −1, or, respectively, if the linearization of the
vector field at p has all the eigenvalues equal to zero. One can also generalize this concept to
higher dimensional invariant sets such as invariant tori.

Invariant manifolds play a central role in the study of dynamical systems. There is a huge
amount of literature devoted to studying them in many different settings. In this thesis we
deal with the invariant manifolds of a type of parabolic fixed points in dimension two, and
with a related generalized problem with parabolic invariant tori. The fixed points (resp.
invariant tori) that we study have the particularity that the differential of the map or the
vector field at the fixed point (resp. invariant torus) does not diagonalize. For this resason
we call them parabolic points (resp. parabolic tori) with nilpotent part.

The study of parabolic invariant manifolds is relevant, apart from the interest that presents
itself as a mathematical problem, because that kind of manifols appears naturally in many
problems motivated by physics, chemistry and other sciences.

Parabolic points appear generically in two-parameter families of planar maps or in one-
parameter families in the case of area-preserving maps. In particular they appear when a
family of maps undergoes a Bogdanov-Takens bifurcation [10, 71].

In some problems in Celestial Mechanics it is useful to consider parabolic points or parabolic
orbits at infinity in order to use their invariant manifolds (provided they exist) to study
features of the dynamics in the finite phase space. The local study in a neighborhood of such
points is done by means of a change of variables which sends the infinity to a finite part of the
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space [54]. Also, the periodic orbits become fixed points of appropriate families of Poincaré
maps. In such cases the fixed points are parabolic for all values of the parameters of the
family and may have invariant manifolds.

Parabolic manifolds have been also used to prove the existence of oscillatory motions in
some well-known problems of Celestial Mechanics as the Sitnikov problem [67, 56] and the
circular planar restricted three-body problem [50, 36, 37] using the transversal intersection of
invariant manifolds of parabolic points and symbolic dynamics. The Sitnikov problem deals
with a configuration of the restricted three-body problem where the two primary bodies
(those with non-zero mass) describe ellipses, while the third body moves in the line through
their center of mass and orthogonal to the plane where the motion of the primaries takes
place. The circular planar restricted three-body problem, instead, considers the motion of a
body of negligible mass moving under the gravitational action of the two primary bodies,
which perform a circular motion, while all three bodies remain in the same plane.

The existence of oscillatory motions in all these instances is strongly related to some invariant
objects at infinity that are either fixed points or periodic orbits and also with their stable and
unstable manifolds. Although if these invariant objects are parabolic in the sense that the
linearization of the vector field on them has all the eigenvalues equal to zero, they do have
stable and unstable invariant manifolds in the classical sense of hyperbolic invariant objects,
that is, invariant manifolds that locally govern the dynamics close to the invariant object.

Parabolic manifolds also appear in the Manev problem [20], and they play a significant role
in the study of certain physical systems [48, 30].

In Chapters 2 and 3 we study the existence and regularity of invariant manifolds of planar
maps having a parabolic fixed point with nilpotent part. The study is done for analytic maps
(Chapter 2) and for finitely differentiable maps (Chapter 3). We distinguish three different
cases depending on the nonlinear terms of the series expansion of the maps, where the generic
maps are contained in case 1.

In the analytic case, we prove the existence of an analytic one-dimensional invariant manifold
(away from the fixed point) under suitable conditions on some of the coefficients of the
nonlinear terms of the map. The existence of an analytic invariant curve in such case is
already proved in [25] using a variation of McGehee’s method. However, here we use the
parameterization method (see Section 2.2.2), which provides approximations of the manifolds
up to any order, and we also present an a posteriori result.

In the Cr case, first we use our results for analytic maps applied to the Taylor polynomial of
degree r of the map. In this way we obtain an analytic invariant manifold which is used as
an approximation to apply the parameterization method to the original map. Moreover, we
use the fiber contraction theorem to obtain the differentiability result. Concretely, we prove
that if the regularity of the map is bigger than some (easily computable) value, then there
exists an invariant manifold of the same regularity, away from the fixed point.

For both the analytic and the Cr cases, we provide approximations of the parameterizations
of the invariant manifolds up to an order that depends on the regularity of the map. Those
approximations are used to prove later on the existence of the invariant manifolds. Moreover,
one can implement our algorithms in a computer program to calculate the coefficients of an
approximation of the invariant manifolds.

For the same class of maps that we consider, but using different tools, some regularity results
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are obtained in [75]. In that paper, the authors deal with what we denote by case 1 for C∞

maps and obtain the existence of a stable manifold W s+
ρ as the graph of some function ϕ by

solving a fixed point equation equivalent to the invariance of the graph of ϕ. This equation
is considered for functions ϕ in a suitable subset of the space of functions of class C [(k+1)/2],
where [·] denotes integer part, and it is solved by applying the Schauder fixed point theorem.
Hence, they obtain invariant manifolds of class C [(k+1)/2]. Instead, in our approach, we use
the parameterization method and we obtain, away from the fixed point, analytic invariant
manifolds for analytic maps and Cr invariant manifolds for Cr maps, provided r is larger
than some quantity that depends on the nonlinear terms of the map.

One-dimensional manifolds of fixed points with linear part equal to the identity are studied
in [3] using the parameterization method. Higher-dimensional manifolds in the same setting
are considered in [2] using a generalized version of the method of McGehee, and in [5, 6]
using the parameterization method, where applications to Celestial Mechanics are given. The
Gevrey character of one-dimensional manifolds is studied in [4].

In Chapter 4 we consider an analogous problem as in Chapters 2 and 3, but concerning planar
vector fields. We present the results of existence of invariant curves of such vector fields
using the results from the previous chapters and the fact that, under suitable conditions, the
invariant manifolds of a vector field are the same ones as the invariant manifolds of its time-t
flow.

In Chapters 5 and 6 we deal with invariant manifolds of parabolic invariant tori with nilpotent
part. We consider maps (Chapter 5) and vector fields (Chapter 6) defined in R2×Td, having
a d-dimensional invariant torus, T = {x = y = 0}. The map (resp. vector field) restricted to
T defines a rotation of frequency ω, and its differential restricted to the directions normal to
T does not diagonalize. In this context, we give conditions on the coefficients of the nonlinear
terms of the map (resp. vector field) under which T possesses stable and unstable invariant
manifolds, also called whiskers. We also consider the same problem for non-autonomous vector
fields that depend quasiperiodically on time, and we present some applications of our results.

All the results of existence of invariant manifolds, both for maps and vector fields, and for
fixed points and invariant tori, are stated in two steps. In the first step we present an algorithm
that allows to compute an approximation of a parameterization of the invariant manifolds.
In the planar case this approximation is a polynomial. In the case of maps and vector fields
with invariant tori, it is a function that depends in a polynomial way of one of the variables
and where the coefficients of the polynomial are functions of the angle variables.

In the second step, we present an a posteriori result, which is a kind of statement that
assumes that one can find a «close to invariant» manifold satisfying certain hypotheses, and
then ensures that there exist a true invariant manifold closeby.

The algorithm provided in the first step of the procedure satisfies the hypotheses required in
the second step, and hence, combining the two results, we obtain the existence of an invariant
manifold which is well approximated by the parameterization provided in the first step.

Contrary to the case of hyperbolic fixed points or hyperbolic invariant tori, the dynamics
inside the parabolic invariant manifolds can not be linearized. As a consequence of our tech-
niques we obtain a normal form of the dynamics of the maps and vector fields restricted
to the invariant manifolds, extending some of the results of Takens [70] and Voronin [74] to
parabolic tori. In the planar case we recover the normal form of a one-dimensional system
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around a parabolic point described in [18] and [70].

It is well accepted that some versions of invariant manifold theory, at least for the analytic
case, where already known to Darboux, Poincaré and Lyapunov by the end of the 19th
century. The motivation for Poincaré in [60] was the theory of special functions, where he
considered equations of the form

F ◦K(t) = K(λt), (1.0.1)

where F is a polynomial, and which can be interpreted as saying that the system of functions
given by the components of K admits a multiplication rule. The paper [60] shows that given
a map F and provided that λ, with |λ| > 1, is a simple eigenvalue of DF (0) and that there
are no eigenvalues of F wich are powers of λ, one can compute a formal series expansion for
K. Moreover, using the so-called majorant method one can show that the formal series of K
converges.

In our setting we deal with equations similar to (1.0.1) to find an invariant manifold, K, of F
(or a modified version of it for the case of vector fields). We also find a series expansion for K
that provides an approximation of a parameterization of an invariant manifold. However, due
to the nature of the parabolic invariant manifolds, the series of K does not converge in any
neighborhood of the fixed point or the invariant torus. This is a consequence of the fact that
for analytic systems one cannot expect to find analyticity of the invariant manifolds around
a parabolic point or a parabolic invariant torus. We can however obtain the existence of a
solution K of an equation of the form (1.0.1) by looking for a correction of the approximation
of the series expansion of K.

Throughout this first part of the memoir, M and ρ0 will denote positive constants, and they
do not take necessarily the same value at different places.
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Chapter 2

Invariant manifolds of analytic
maps with nilpotent parabolic
points

2.1 Introduction

The objective of this chapter is to study the existence and regularity of invariant curves
asymptotic to a parabolic nilpotent fixed point and to provide an algorithm to compute an
approximation of a parameterization of such invariant curves.

We consider two-dimensional maps having a parabolic fixed point whose linearization does
not diagonalize, concretly we assume it has a double eigenvalue equal to 1. By simple changes
such maps can be brought to the form

F (x, y) =

x+ cy + f1(x, y)

y + f2(x, y)

 , (2.1.1)

with c > 0, f1(0, 0) = f2(0, 0) = 0 and Df1(0, 0) = Df2(0, 0) = 0. The origin has a center
manifold of dimension two, however, inside this manifold there may exist curves that behave
topologically as stable or unstable curves.

This class of maps was considered in [25] and the existence of analytic curves was proved.
Concretely the (local) sets considered there and the ones we deal with are

W s+
ρ = {(x, y) | Fn(x, y) ∈ (0, ρ)× (−ρ, ρ), ∀n  0, lim

n→∞
Fn(x, y) = 0}

and
W u+
ρ = {(x, y) | F−n(x, y) ∈ (0, ρ)× (−ρ, ρ), ∀n  0, lim

n→∞
F−n(x, y) = 0}.

The main result of [25] concerns analytic stable invariant curves in the domain {(x, y) ∈
R2 | x  0, y ¬ 0} under some appropriate conditions on the higher order terms. Then, the
existence of both stable and unstable curves in neighborhoods of the origin are deduced from
the main result by using the symmetries (x, y) 7→ (−x, y), (x, y) 7→ (x,−y) and (x, y) 7→
(−x,−y) and the inverse map F−1. Moreover, a detailed study of the local dynamics provide
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the uniqueness of such curves in the category of Ck maps where k is the minimum regularity
for having a Taylor expansion providing the relevant nonlinear terms [25].

In this chapter we study the existence and regularity of stable curves in the domain {(x, y) ∈
R2 | x  0, y ¬ 0} using the parameterization method. In the analytic case we recover the
existence results of [25] but we also provide approximations of the curves up to an arbitrarily
high order. We consider three cases of maps of the form (2.1.1), already introduced in [25],
which depend in some sense on the dominant part of the nonlinear terms. The study depends
on each case. Contrary to other works we do not use the Poincaré normal form for the map,
but a simple and easy-to-compute reduced form.

This class of maps, assuming the fixed point is not isolated, was studied in [17] motivated
by the study of collisions in two-body problems with central force potential satisfying certain
asympotic properties at the origin. A special case of this family not previously covered is
studied in [45]. These papers use an adapted form of the method of McGehee for parabolic
points without nilpotent part [54]. McGehee’s method consists of looking for a sector-like
domain S, with the fixed point in the vertex, such that the points whose positive iterates
remain on S form a graph of some function ϕ. To prove analyticity, it considers the complex-
ified map and uses Rouché’s theorem to obtain the uniqueness of ϕ(x) in terms of x, for x
in a complex extension S of S, so that then one can apply the implicit function theorem to
obtain the analyticity of ϕ(x) for x ∈ S.

This chapter is dedicated to the study of invariant curves of maps of the form (2.1.1) which
are analytic. In Chapter 3 we consider the analogous problem but for differentiable maps.
Since the proofs of the results for analytic maps are, in general, more simple than the results
for differentiable maps, we will introduce the maps we will deal with for the differentiable
case, which is more general, the analytic maps being a particular case of them. However, in
this chapter the existence results will only concern analytic maps.

The main results of this chapter are Theorems 2.2.1 and 2.2.3, concerning the existence of
analytic invariant curves of a map F of the form (2.1.1). In Section 2.2 we present them
after introducing the parameterization method. The results are stated for the stable curves.
In Section 2.2.4 we show that completely analogous results hold true for the unstable ones.
In Section 2.3 we provide an algorithm to obtain parameterizations of approximations of the
invariant curves of F . We provide the proof of existence of such curves in Section 2.4. Finally,
in Section 2.5 we illustrate numerically that these curves in general are not analytic in any
neighborhood of the fixed point.

2.2 Statement of the main results

2.2.1 Reduction of the maps to a simple form

We consider Cr, r  3, or analytic maps F : U ⊂ R2 → R2, where U is a neighborhood of
(0, 0), of the form

F (x, y) =

x+ c y + f1(x, y)

y + f2(x, y)

 , (2.2.1)
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with c > 0 and with f1(x, y), f2(x, y) = O(‖(x, y)‖2). Via the Cr change of variables given
by x̃ = x, ỹ = y + 1

c f1(x, y), F can be written in the form

F (x, y) =

 x+ c y

y + f(x, y)

 ,
with f(x, y) = O(‖(x, y)‖2) having the same regularity as F . In the Cr case we denote by
P (x, y) the Taylor polynomial of degree r of f(x, y). We write P (x, y) in the form

P (x, y) = p(x) + yq(x) + u(x, y),

where we have collected all the terms independent of y in p(x), the terms that are linear in
y in yq(x) and all remaining terms in u(x, y). Note that all terms in u(x, y) have the factor
y2. More precisely, we write p(x) = xk(ak + · · ·+ arx

r−k) and q(x) = xl−1(bl + · · ·+ brx
r−l),

with 2 ¬ k, l ¬ r. Therefore we have f(x, y) = P (x, y) + g(x, y) with g(x, y) = o(‖(x, y)‖r).

Also, note that one can always assume that c > 0. If this is not the case, then it can be
attained via the linear transformation given by L(x, y) = (x,−y), taking the conjugate map
F̃ = L−1 ◦F ◦L. Notice however that L sends the lower semi plane to the upper one. Hence,
any map F of the form (2.2.1) can be written in the form

F̄ (x, y) =

 x+ c y

y + p(x) + yq(x) + u(x, y) + g(x, y)

 , (2.2.2)

with c > 0. In the analytic case we have the same form with g(x, y) analytic. In general we
will not write the dependence of p, q, u and g on r. Throughout the chapter we will refer to
(2.2.2) as the reduced form of F and we will use the same notation F .

We will deal with maps of the form (2.2.2). We remark that in contrast with other references
[25, 75] in which they work with normal forms of F à la Poincaré, we work with the reduced
form obtained with a simple change of variables. This is an important advantage when one
has to perform effective computations.

Following [25], we shall consider three cases depending on the indices k and l:

• Case 1: k < 2l − 1 and ak 6= 0,

• Case 2: k = 2l − 1 and ak 6= 0, bl 6= 0,

• Case 3: k > 2l − 1 and bl 6= 0.

In order to deal, whenever possible, with several cases at the same time we associate to F
the integers N and s: N = k in case 1 and N = l in cases 2 and 3; s = 2r in case 1 and s = r
in cases 2, 3. Notice that the generic case is case 1 with k = 2.

Next we make a comment concerning notation. The superindices x and y on the symbol of a
function or an operator that takes values in R2 will denote the first and second components of
its image, respectively. In R2 and C2 we will use the norm given by ‖(x, y)‖ = max {|x|, |y|}.
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2.2.2 The parameterization method

To study the stable curves of F we will use the parameterization method (see [14], [15], [16],
[42]). It consists in looking for the curves as images of parameterizations, K, together with
a representation of the dynamics of the map restricted to them, R, satisfying the invariance
equation,

F ◦K = K ◦R. (2.2.3)

This is a functional equation that has to be adapted to the setting of the problem at hand.
Clearly, we need the range of R to be contained in the domain of K. It follows immediately
from (2.2.3) that the range of K is invariant. Essentially, K is a (semi)conjugation of the
map restricted to the range of K to R. Equation (2.2.3) has to be solved in a suitable space
of functions. Usually it is convenient to have good approximations of K and R and look for a
(small) correction of K, in some sense, while maintaining R fixed. Assuming differentiability
and taking derivatives in (2.2.3) we get DF ◦K ·DK = DK ◦ R ·DR which says that the
range of DK has to be invariant by DF .

In our setting we look for K = (Kx,Ky) : [0, ρ) → R2 such that K(0) = (0, 0) and DK(t)
satisfies DKy(t)/DKx(t) → 0 as t → 0. We already know that in the parabolic case, in
general, there is a loss of regularity of the invariant curves at the origin with respect to the
regularity of the map [25], [5], [6]. Then we can not assume a priori a Taylor expansion of
high degree of the curve at t = 0. However, we can obtain formal polynomial approximations,
Kn and Rn, of K and R, satisfying (2.2.3) up to a certain order that depends on the de-
gree of differentiability of F . Our results will then provide that these expressions are indeed
approximations of true invariant curves, whose existence is rigorously established.

On the other hand we can suppose that we have approximations, obtained in some way, that
satisfy some conditions and obtain that there are true invariant curves closeby.

2.2.3 Main results

We state the main results concerning the existence of analytic stable invariant manifolds of
analytic maps of the form (2.2.2). Since an analytic map of the form (2.2.1) is analytically
conjugated to a map of the form (2.2.2), the results of the next theorems provide invariant
manifolds for (2.2.1).

Theorem 2.2.1. Let F : U ⊂ R2 → R2 be an analytic map in a neighborhood U of (0, 0) of
the form (2.2.2). Assume the following hypotheses according to the different cases:

(case 1) ak > 0, (case 2) ak > 0, bl 6= 0, (case 3) bl < 0.

Then, there exists a C1 map K : [0, ρ)→ R2, analytic in (0, ρ), such that

K(t) =

 (t2,Ky
k+1t

k+1) + (O(t3), O(tk+2)) case 1,

(t,Ky
l t
l) + (O(t2), O(tl+1)) cases 2, 3,

(2.2.4)

with Ky
k+1 = −

√
2ak

c(k+1) for case 1, Ky
l =

bl−
√
b2
l
+4 c ak l

2 c l for case 2 and Ky
l = bl

cl for case 3,

and a polynomial R of the form R(t) = t+RN t
N +R2N−1t

2N−1, with Rk = c
2K

y
k+1 for case

1 and Rl = cKy
l for cases 2, 3, such that

F (K(t)) = K(R(t)), t ∈ [0, ρ).
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Remark 2.2.2. This theorem provides a local stable manifold parameterized by K : [0, ρ)→
R2 with ρ small. The proof does not give an explicit estimate for the value of ρ. However, we
can extend the domain of K by using the formula

K(t) = F−jK(Rj(t)), j  1,

while the iterates of the inverse map F−1 exist (note that R is a weak contraction). In
particular, if the map F−1 is globally defined, as it happens for example for the Hénon map,
one can extend the domain of K to [0,∞). This observation also applies for the next theorem
2.2.3. Also, the domain of K can be extended to an open domain of C that contains (0, ρ).

Next theorem is an a posteriori version of Theorem 2.2.1 which, given an analytic approxima-
tion, in a certain sense, of the solutions K and R of the conjugation equation F ◦K = K ◦R,
provides exact solutions of the equation, close to the approximations.

Theorem 2.2.3. Let F : U ⊂ R2 → R2 be as in Theorem 2.2.1 and let K̂ : (−ρ, ρ) → R2

and R̂ = (−ρ, ρ)→ R be analytic maps satisfying

K̂(t) =

 (t2, K̂y
k+1t

k+1) + (O(t3), O(tk+2)) case 1,

(t, K̂y
l t
l) + (O(t2), O(tl+1)) cases 2, 3,

and R̂(t) = t+ R̂N t
N +O(tN+1), R̂N < 0, such that

F (K̂(t))− K̂(R̂(t)) = (O(tn+N ), O(tn+2N−1)), (2.2.5)

for some n  2 in case 1 or n  1 in cases 2, 3.

Then, there exists a C1 map K : [0, ρ) → R2, analytic in (0, ρ), and an analytic map R :
(−ρ, ρ)→ R such that

F (K(t)) = K(R(t)), t ∈ [0, ρ)

and
K(t)− K̂(t) = (O(tn+1), O(tn+N )),

R(t)− R̂(t) =

 O(t2k−1) if n ¬ k
0 if n > k

case 1,

R(t)− R̂(t) =

 O(t2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.

Remark 2.2.4. In case 1, condition (2.2.5) with n  2 implies the following relations

K̂y
k+1 = ±

√
2ak

c(k + 1)
, R̂k =

c

2
K̂y
k+1.

In cases 2 and 3 condition (2.2.5) with n  1 implies

R̂l = cK̂y
k+1,

 ak + blK̂
y
l = lR̂lK̂

y
l case 2,

bl = lR̂l case 3.
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Remark 2.2.5. Theorem 2.2.3 provides the existence of a stable manifold assuming we have
previously computed an approximation of it, but the theorem is independent of the way
such an approximation has been obtained. Propositions 2.3.1, 2.3.4 and 2.3.5 (in Section 2.3)
provide an algorithm to obtain polynomial maps Kn and Rn that satisfy condition (2.2.5) of
Theorem 2.2.3 for any n.

Remark 2.2.6. The form of the map R given in the statement of Theorem 2.2.1 is the
normal form of the dynamics of a one-dimensional system in a neighborhood of a parabolic
point (see [18, 70, 74]).

As mentioned, using the conjugations (x, y) 7→ (±x,±y) and F−1 we can obtain the local
phase portraits and the location of the local invariant manifolds of F depending on the studied
cases (see [25]).

Remark 2.2.7. The invariant manifolds obtained in Theorems 2.2.1 and 2.2.3 are unique.
For that we refer to Theorem 4.1 of [25], where it is proved that if the map F is Ck, in
all the considered cases the local stable set W s+

ρ is a graph and therefore is unique. This
is proved by checking that both the iterates of the points that are above and the ones that
are below the invariant curve cannot converge to the fixed point by a detailed study of the
behaviour of the iterates. However, the parameterizations are not unique because if K and
and R satisfy F ◦K = K ◦R, then for any invertible map β : [0, ρ]→ R, the maps K̃ = K ◦β
and R̃ = β−1 ◦R ◦ β satisfy F ◦ K̃ = K̃ ◦ R̃.

2.2.4 Unstable manifolds

Assuming F satisfies the hypotheses of Theorem 2.2.1, in cases 1 and 2, the result for the
stable manifold is obtained from the stated theorem without having to compute the inverse
map F−1. For case 3, if one assumes bl > 0 instead, then an analogous result is obtained for
the existence of an unstable manifold of F .

Next, we show that the expansions of the parameterizations of the unstable curves obtained
in Section 2.3 are approximations of true invariant curves, as it happens for the stable ones.

Assume we have a map of the form (2.2.2). Then, by Propositions 2.3.1, 2.3.4 or 2.3.5 (see
next section) we have approximations Kn and Rn such that

Gn(t) = F (Kn(t))−Kn(Rn(t)) = (O(tn+N ), O(tn+2N−1)), (2.2.6)

with Rn(t) = t + RN t
N + O(tN+1) and RN > 0, which means that 0 is a repellor for Rn.

Also, Rn is locally invertible and we have

R−1
n (t) = t−RN tN +O(tN+1),

and

F−1

x
y

 =

x− cy + cak(x− cy)k + cbly(x− cy)l−1 +O(xk+1) +O(yxl)

y − ak(x− cy)k − bly(x− cy)l−1 +O(xk+1) +O(yxl)

 .
Then, composing by F−1 and R−1

n in (2.2.6) we obtain

F−1(Kn(t))−Kn(R−1
n (t)) = (O(tn+N ), O(tn+2N−1)).
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Moreover, there exists a change of variables of the form C(x, y) = (x,−y) + O(‖(x, y)‖N )
that transforms F−1 into its reduced form G := C−1 ◦ F−1 ◦ C, and then G reads

G

x
y

 =

 x+ cy

y + akx
k − blyxl−1 +O(xk+1) +O(yxl)

 .
We also have

G(C−1(Kn(t)))− C−1(Kn(R−1
n (t))) = (O(tn+N ), O(tn+2N−1)).

Thus, if F is in case 1 with ak > 0 then G is also in case 1 with the same coefficient ak
positive. Also, if F is in case 2 with ak > 0 and bl 6= 0 then G is also in case 2 with the
corresponding coefficients ak positive and bl different from 0. If F is in case 3 with bl > 0 then
G is also in case 3 and the coefficient of yxl−1 is given by −bl. Therefore, by Theorem 2.2.3
there exist a map K : [0, ρ) → R2, analytic in (0, ρ) and an analytic map R : (−ρ, ρ) → R
such that G ◦K = K ◦R, with

K(t)− C−1Kn(t) = (O(tn+1), O(tn+N )), (2.2.7)

R(t)−R−1
n (t) =

 O(t2k−1) if n ¬ k
0 if n > k

case 1,

R(t)−R−1
n (t) =

 O(t2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.

Hence, we have F−1 ◦ C ◦K = C ◦K ◦R, which means that C ◦K is a parameterization of
an unstable manifold of F . Moreover, from (2.2.7) and the form of C, we have

C(K(t))−Kn(t) = (O(tn+1), O(tn+N )),

and therefore Kn is an approximation of a parameterization of such unstable manifold.

2.3 Formal polynomial approximation of a parameterization
of the invariant curves

In this section we consider Cr maps F of the form (2.2.2) and we provide algorithms, de-
pending on the case, to obtain two polynomial maps, Kn and Rn, that are approximations
of solutions K and R of the invariance equation

F ◦K = K ◦R. (2.3.1)

Because of the nature of the problem, the two components of Kn will have different orders
and different degrees. The index n has to be seen as an induction index. Higher values of n
mean better approximation.

The obtained approximations correspond to formal invariant curves. They correspond to
stable curves when the coefficient Rk (case 1) or Rl (cases 2, 3) of Rn are negative (see the
results below). When those coefficients are positive they correspond to unstable curves.
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Proposition 2.3.1 (Case 1). Let F be a Cr map of the form (2.2.2) with 2 ¬ k ¬ r. Assume
that k < 2l − 1 and ak > 0. Then, for all 2 ¬ n ¬ 2(r − k + 1), there exist two pairs of
polynomial maps, Kn and Rn, of the form

Kn(t) =

 t2 + · · ·+Kx
nt
n

Ky
k+1t

k+1 + · · ·+Ky
n+k−1t

n+k−1


and

Rn(t) =

{
t+Rkt

k if 2 ¬ n ¬ k,
t+Rkt

k +R2k−1t
2k−1 if n  k + 1,

such that
Gn(t) := F (Kn(t))−Kn(Rn(t)) = (O(tn+k), O(tn+2k−1)). (2.3.2)

For the first pair we have

Ky
k+1 = −

√
2 ak

c (k + 1)
, Rk = −

√
c ak

2(k + 1)
=
c

2
Ky
k+1,

and for the second one

Ky
k+1 =

√
2 ak

c (k + 1)
, Rk =

√
c ak

2(k + 1)
=
c

2
Ky
k+1.

If F is C∞ or analytic, one can compute the polynomial approximation Kn up to any order.

Remark 2.3.2. The algorithm described in the proof of this (and the next) propositions can
be implemented in a computer program to calculate Rn and the expansion of Kn.

Notation 2.3.3. Along the proof, given a Cr one-variable map f , we will denote by [f ]n,
0 ¬ n ¬ r, the coefficient of the term of order n of the jet of f at 0.

Proof. We will see that we can determine Kn and Rn iteratively.

For n = 2, we claim that there exist polynomial maps K2(t) = (t2,Ky
k+1t

k+1) and R2(t) =
t+Rkt

k, such that G2(t) = F (K2(t))−K2(R2(t)) = (O(tk+2), O(t2k+1)).

Indeed, from the expansion of G2 we have

G2(t) =

 t2 + cKy
k+1t

k+1 − t2 − 2Rktk+1 +O(t2k)

Ky
k+1t

k+1 + akt
2k −Ky

k+1t
k+1 − (k + 1)Ky

k+1Rkt
2k +O(t2k+1)

 ,
so, if the conditions

cKy
k+1 − 2Rk = 0, ak − (k + 1)Ky

k+1Rk = 0,

are satisfied, then we clearly have G2(t) = (O(t2+k), O(t2k+1)), and we obtain the values of
Ky
k+1 and Rk given in the statement.

Now we assume that we have already obtained maps Kn and Rn, 2 ¬ n < 2(r− k+ 1), such
that (2.3.2) holds true, and we look for

Kn+1(t) = Kn(t) +

Kx
n+1 t

n+1

Ky
n+k t

n+k

 , Rn+1(t) = Rn(t) +Rn+k−1 t
n+k−1,
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such that Gn+1(t) = (O(tn+k+1), O(tn+2k)).

Using Taylor’s theorem, we write

Gn+1(t) = F (Kn(t) + (Kx
n+1 t

n+1, Ky
n+k t

n+k))

− (Kn(t) + (Kx
n+1 t

n+1, Ky
n+k t

n+k)) ◦ (Rn(t) +Rn+k−1 t
n+k−1)

= Gn(t) +DF (Kn(t)) · (Kx
n+1t

n+1,Ky
n+kt

n+k)

− (Kx
n+1t

n+1,Ky
n+k t

n+k) ◦ (Rn(t) +Rn+k−1 t
n+k−1)

+
ˆ 1

0
(1− s)D2F (Kn(t) + s(Kx

n+1t
n+1, Ky

n+kt
n+k)) ds (Kx

n+1t
n+1, Ky

n+kt
n+k)⊗2

−DKn(Rn(t))Rn+k−1 t
n+k−1

−
ˆ 1

0
(1− s)D2Kn(Rn(t) + sRn+k−1 t

n+k−1) ds (Rn+k−1 t
n+k−1)2.

Performing the computations in the previous expression we have

Gn+1(t) = Gn(t)

+

 [cKy
n+k − (n+ 1)RkKx

n+1 − 2Rn+k−1] tn+k +O(tn+k+1)

[k akKx
n+1 − (n+ k)RkK

y
n+k − (k + 1)Ky

k+1Rn+k−1] tn+2k−1 +O(tn+2k)

 . (2.3.3)

Since, by the induction hypothesis, Gn(t) = (O(tn+k), O(tn+2k−1)), to complete the induction
step we need to make [Gxn+1]n+k and [Gyn+1]n+2k−1 vanish.

From (2.3.3) we have

[Gxn+1]n+k = [Gxn]n+k + cKy
n+k − (n+ 1)RkKx

n+1 − 2Rn+k−1,

[Gyn+1]n+2k−1 = [Gyn]n+2k−1 + k akK
x
n+1 − (n+ k)RkK

y
n+k − (k + 1)Ky

k+1Rn+k−1.

Thus, the conditions [Gxn+1]n+k = [Gyn+1]n+2k−1 = 0 are equivalent to−(n+ 1)Rk c

k ak −(n+ k)Rk

Kx
n+1

Ky
n+k

 =

 −[Gxn]n+k + 2Rn+k−1

−[Gyn]n+2k−1 + (k + 1)Ky
k+1Rn+k−1

 . (2.3.4)

If n 6= k the matrix in the left hand side of (2.3.4) is invertible, so we can take Rn+k−1 = 0
and then obtain Kx

n+1 and Ky
n+k in a unique way. When n = k, the determinant of the matrix

is zero. Then, choosing

R2k−1 =
2k Rk [Gxn]2k + c [Gyn]3k−2

2 (3k + 1)Rk
,

system (2.3.4) has solutions. In this case, however,Kx
k+1 andKy

2k are not uniquely determined.

Proposition 2.3.4 (Case 2). Let F be a Cr map of the form (2.2.2), with r  k  2. We

assume k = 2l − 1, ak 6= 0, bl 6= 0 and ak > −
b2l
4cl . If ak < 0 we assume also ak 6= 1−2l

(3l−1)2
b2l
c .

Then, for all 1 ¬ n ¬ r − 2l + 2 = r − k + 1, there exist two pairs of polynomial maps, Kn
and Rn, of the form

Kn(t) =

 t+ · · ·+Kx
nt
n

Ky
l t
l + · · ·+Ky

n+l−1t
n+l−1

 (2.3.5)
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and

Rn(t) =

{
t+Rlt

l if 1 ¬ n ¬ l − 1,

t+Rlt
l +R2l−1t

2l−1 if n  l,
(2.3.6)

such that
Gn(t) := F (Kn(t))−Kn(Rn(t)) = (O(tn+l), O(tn+2l−1)).

For the first pair we have

Ky
l =

bl −
√
b2l + 4 c ak l

2 c l
, Rl =

bl −
√
b2l + 4 c ak l

2l
= cKy

l ,

and for the second one

Ky
l =

bl +
√
b2l + 4 c ak l

2 c l
, Rl =

bl +
√
b2l + 4 c ak l

2l
= cKy

l .

If ak = 1−2l
(3l−1)2

b2l
c one can compute the coefficients of Kn and Rn up to n = l − 1.

If F is C∞ or analytic, one can compute the polynomial approximations Kn up to any order,
except when ak = 1−2l

(3l−1)2
b2l
c .

Proof. The proof is analoguous to the one of Proposition 2.3.1. We will see that we can
determine iteratively the coefficients of Kn and Rn, for what we proceed by induction.

For n = 1, we see that there exist polynomial maps K1(t) = (t, Ky
l t

l) and R1(t) = t+Rl t
l,

with Rl < 0, such that G1(t) = F (K1(t))−K1(R1(t)) = O(tl+1, t2l).

From the series expansion of G1 we have

G1(t) =

 t+ cKy
l t
l − t−Rltl +O(tl+1)

Ky
l t
l + (ak +Ky

l bl) t
2l−1 −Ky

l t
l −Ky

l l Rl t
2l−1 +O(t2l)

 ,
so, if the conditions

Ky
l −Rl = 0, ak +Ky

l (bl − l Rl) = 0,

are satisfied, then we clearly have G1(t) = (O(tl+1), O(t2l)), and we obtain the values Ky
l and

Rl given in the statement.

Next we assume that we have already obtained maps Kn and Rn such that (4.3.3) holds true,
and we look for

Kn+1(t) = Kn(t) +

Kx
n+1 t

n+1

Ky
n+l t

n+l

 , Rn+1(t) = Rn(t) +Rn+l−1 t
n+l−1.

By the induction hypothesis, we have Gn(t) = (O(tn+l), O(tn+2l−1)), and we want to obtain
Gn+1(t) = (O(tn+l+1), O(tn+2l)).

Using Taylor’s theorem similarly as in the proof of Proposition 2.3.4 we see that Gn+1(t) −
Gn(t) = (O(tn+l), O(tn+2l−1)), and hence, assuming Gn(t) = (O(tn+l, O(tn+2l−1)), to com-
plete the induction process we need to make [Gxn+1]n+l and [Gyn+1]n+2l−1 vanish.
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Concretely, performing the calculations we find

[Gxn+1]n+l = [Gxn]n+l − (n+ 1)RlKx
n+1 + cKy

n+l −Rn+l,

[Gyn+1]n+2l−1 = [Gyn]n+2l−1 + (k ak + (l − 1) blK
y
l )Kx

n+1 + (bl − (n+ l)Rl )K
y
n+l − l K

y
l Rn+l,

and therefore the condition [Gxn+1]n+l = [Gyn+1]n+2l−1 = 0 is equivalent to −(n+ 1)Rl c

k ak + (l − 1) blK
y
l bl − (n+ l)Rl

Kx
n+1

Ky
n+l

 =

 −[Gxn]n+l +Rn+l

−[Gyn]n+2l−1 + l Ky
l Rn+l

 . (2.3.7)

If n 6= l − 1 the matrix in the left hand side of (2.3.7) is invertible, so we can take Rn+l = 0
and then we obtain Kx

n+1 and Ky
n+l in a unique way. When n = l− 1, the determinant of the

matrix is zero. Then, choosing

R2l−1 =
c[Gyn]3l−2 + (cKy

l (2l − 1)− bl)[Gxn]2l−1

cKy
l (3l − 1)− bl

system (2.3.7) has solutions. In this case, however, Kx
l and Ky

2l−1 are not uniquely determined.

Note that the deominator of the expression above vanishes for ak = 1−2l
(3l−1)2

b2l
c < 0.

Proposition 2.3.5 (Case 3). Let F be a Cr map of the form (2.2.2), with r  l  2. Assume
k > 2l− 1, bl 6= 0 Then, for all 1 ¬ n ¬ r− 2l+ 2, there exist a pair of polynomial maps, Kn
and Rn, of the form (2.3.5) and (2.3.6) respectively, such that

Gn(t) := F (Kn(t))−Kn(Rn(t)) = (O(tn+l), O(tn+2l−1)).

We have
Ky
l =

bl
c l
, Rl =

bl
l

= cKy
l .

If we further assume that k ¬ r and ak 6= 0, then for 1 ¬ n ¬ r− (k− l)l− 2l+ 1 there exists
another pair Kn and Rn with

Kn(t) =

 t+ · · ·+Kx
nt
n

Ky
k−l+1t

k−l+1 + · · ·+Ky
n+k−lt

n+k−l


and

Rn(t) =

{
t+Rk−l+1t

k−l+1 if 2 ¬ n ¬ k − l,
t+Rk−l+1t

k−l+1 +R2(k−l)+1t
2(k−l)+1 if n  k − l + 1,

such that
Gn(t) := F (Kn(t))−Kn(Rn(t)) = (O(tn+k−l+1), O(tn+k)).

We have
Ky
k−l+1 = −ak

bl
, Rk−l+1 = cKy

k−l+1.

If F is C∞ or analytic, one can compute the polynomial approximations Kn up to any order.

The proof of Proposition 2.3.5 is analogous to the one of Propositions 2.3.1 and 2.3.4, and so
it will be omitted.
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2.4 Existence of analytic invariant curves

This section is devoted to prove Theorems 2.2.1 and 2.2.3. Following the parameterization
method, given a map F of the form (2.2.2), first we consider polynomial approximations
Kn : R → R2 and Rn : R → R of solutions of equation (2.2.3) obtained in Section 2.3 up to
a high enough order, to be determined in the proof. Then, keeping R = Rn fixed, we look
for a correction ∆ : [0, ρ)→ R2, for some ρ > 0, of Kn, analytic on (0, ρ), such that the pair
K = Kn + ∆, R = Rn satisfies the invariance condition

F ◦ (Kn + ∆)− (Kn + ∆) ◦R = 0. (2.4.1)

The proof of Theorem 2.2.1 is organized as follows. First, taking into account the structure
of F we rewrite equation (2.4.1) to separate the dominant linear part with respect to ∆ and
the remaining terms. This motivates the introduction of two families of operators, Sn,R and
Nn, F , and the spaces where these operators will act on. We provide the properties of these
operators in Lemmas 2.4.6 and 2.4.7.

Finally, we rewrite the equation for ∆ as the fixed point equation

∆ = Tn, F (∆), where Tn, F = S−1
n,R ◦ Nn, F

and we apply the Banach fixed point theorem to get the solution. The properties of the
operators Tn,F are deduced in Lemma 2.4.10. At the end of the section we also prove Theorem
2.2.3 using the preliminary results presented along the section.

2.4.1 The functional equation

Let F : U ⊂ R2 → R2 be an analytic map in a neighborhood U of (0, 0), satisfying the
hypotheses of Theorem 2.2.1,

F (x, y) =

x+ c y

y

+

 0

p(x) + y q(x) + u(x, y) + g(x, y)

 ,
where c > 0, p, q and u are the polynomials introduced in Section 2.2.1 and g(x, y) is an
analytic function. We take p, q and u of degree at least k in case 1 and degree at least 2l− 1
in cases 2 and 3. Then we have g(x, y) = O(‖(x, y)‖k+1) for case 1 and g(x, y) = O(‖(x, y)‖2l)
for cases 2 and 3. We denote v(x, y) = u(x, y) + g(x, y).

From Propositions 2.3.1, 2.3.4 and 2.3.5 we take n, with n  k + 1 in case 1 and n  l is
cases 2 and 3, and we have that there exist polynomials Kn and R = Rn such that

En(t) = (O(tn+N ), O(tn+2N−1)), (2.4.2)

where En = F ◦ Kn − Kn ◦ R. Since we are looking for the stable manifold we will take the
approximations corresponding to R = Rn with the coefficient RN < 0.

Hence, we look for ρ > 0 and a map K = Kn + ∆ : [0, ρ)→ R2, analytic on (0, ρ) satisfying
(2.4.1), where Kn and R are the mentioned maps that satisfy (2.4.2). Moreover, we will ask
∆ to satisfy ∆(t) = (∆x(t),∆y(t)) = (O(tn), O(tn+N−1)).
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Using (2.4.2) we can rewrite (2.4.1) as

∆x ◦R−∆x = c∆y + Exn ,
∆y ◦R−∆y = p ◦ (Kxn + ∆x)− p ◦ Kxn +Kyn · (q ◦ (Kxn + ∆x)− q ◦ Kxn)

+ ∆y · q ◦ (Kxn + ∆x) + v ◦ (Kn + ∆)− v ◦ Kn + Eyn.
(2.4.3)

2.4.2 Function spaces, operators and their properties

Next we introduce notation, suitable function spaces, and some operators.

Definition 2.4.1. Given β, ρ > 0 such that ρ < 1 and β < π, let S be the sector

S = S(β, ρ) =
{
z ∈ C | | arg(z)| < β

2
, 0 < |z| < ρ

}
.

Given a sector S = S(β, ρ) let Xn, for n ∈ N, be the Banach space given by

Xn = {f : S → C | f ∈ Hol(S), f((0, ρ)) ⊂ R, ‖f‖n := sup
z∈S

|f(z)|
|z|n

<∞},

where Hol(S) denotes the space of holomorphic functions on S.

Note that when n  1 the functions f in Xn can be continuously extended to z = 0 with
f(0) = 0 and, if moreover, n  2, the derivative of f can be continuously extended to z = 0
with f ′(0) = 0.

Note also that Xn+1 ⊂ Xn, for all n ∈ N, and that if f ∈ Xn+1, then ‖f‖n ¬ ‖f‖n+1. Moreover
if f ∈ Xm, g ∈ Xn, then fg ∈ Xm+n and ‖fg‖m+n ¬ ‖f‖m ‖g‖n.

Given n, m ∈ N we denote Xm,n := Xm ×Xn the product spaces, endowed with the product
norm

‖f‖m,n = max {‖fx‖m, ‖fy‖n}, f = (fx, fy) ∈ Xm,n.

Given n  1, N  2, we define the space

Σn,N = Xn, n+N−1,

endowed with the product norm. Also, given α > 0, we define the closed ball

Σα
n,N = {f ∈ Σn,N | ‖f‖Σn,N ¬ α}.

For the sake of simplicity, we will omit the parameters ρ and β in the notation of the spaces
Σn,N and the balls Σα

n,N .

Now let F be as in Theorem 2.2.1, and Kn and R = Rn be the polynomials provided in
Section 2.3 satisfying (2.4.2) with n  k + 1 in case 1 and n  l in cases 2, 3.

Since F is analytic in U , it has a holomorphic extension to some neighborhood W of (0, 0) in
C2. Let d > 0 be the radius of a ball in C2 contained in the domain where F is holomorphic.
Also, Kn and R are defined on any complex sector S(β, ρ). Then it is possible to set equation
(2.4.3) in a space of holomorphic functions defined in a sector S(β, ρ), and look for ∆ being
an analytic function of a complex variable that takes real values when restricted to the real
line.
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To solve equation (2.4.3), we will consider n big enough and we will look for a solution, ∆,
in a closed ball of the space Σn,N . In order for the compositions in (2.4.3) to make sense we
need to ensure the range of Kn + ∆ to be contained in the domain where F is analytic. We
take

α = min
{1

2 ,
d
2

}
.

In this way, since Kn(0) = (0, 0), taking ρK ∈ (0, 1) such that supz∈S(β, ρK) ‖Kn(z)‖
< d/2 and ρ ¬ ρK , if ∆ : S(β, ρ)→ C2 belongs to the ball of radius α of Xn,m, with n, m  0,
we have

sup
z∈S(β, ρ)

‖∆(z)‖ = sup
z∈S(β, ρ)

max{ |∆x(z)|, |∆y(z)|} ¬ max {d2 ρ
n, d2 ρ

m} < d

2
.

Therefore, under the previous conditions, if ρ ¬ ρK and ∆ ∈ Σα
n,N then ‖Kn(z) + ∆(z)‖ < d

and the composition F ◦ (Kn + ∆) is well defined.

Next we introduce two families of operators that will be used to deal with (2.4.3). The
definition of such operators is motivated by the equation itself.

First, we state the following auxiliary result (see [4]),

Lemma 2.4.2. Let R : S(β, ρ)→ C be a holomorphic function of the form R(z) = z+RNzN+
O(|z|N+1), with RN < 0. Assume that 0 < β < π

N−1 . Then, for any ν ∈ (0, (N−1)|RN | cosλ),
with λ = β N−1

2 , there exists ρ > 0 small enough such that

|Rj(z)| ¬ |z|
(1 + j ν |z|N−1)1/N−1 , ∀ j ∈ N, ∀ z ∈ S(β, ρ),

where Rj refers to the j-th iterate of the map R. In addition, R maps S(β, ρ) into itself.

Then, if f is defined in S(β, ρ), with suitable values of the parameters β, ρ, and R satisfies
the conditions of the lemma, the composition f ◦R is well defined.

Definition 2.4.3. Given n  1, N  2 and a polynomial R(z) = z + RNz
N + O(|z|N+1)

satisfying the hypotheses of Lemma 2.4.2, let Sn,R : Σn,N → Σn,N be the linear operator
defined component-wise as Sn,R = (Sxn,R, S

y
n,R), with

Sxn,R f = Syn,R f = f ◦R− f.

Remark 2.4.4. Notice that although both components of Sn,R are formally identical they
act on spaces of holomorphic functions of different orders.

Definition 2.4.5. Let F be the holomorphic extension of an analytic map of the form (2.2.2)
satisfying the hypotheses of Theorem 2.2.1. For n ∈ N, we introduce Nn, F = (N x

n, F ,N
y
n, F ) :

Σα
n,N → Xn+N−1, n+2N−2, by

N x
n, F (f) = c fy + Exn ,
N y
n, F (f) = p ◦ (Kxn + fx)− p ◦ Kxn +Kyn · (q ◦ (Kxn + fx)− q ◦ Kxn)

+ fy · q ◦ (Kxn + fx) + v ◦ (Kn + f)− v ◦ Kn + Eyn.
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By the properties of R and the choice of α, the operators Sn,R and Nn, F are well defined
and Sn,R is linear and bounded.

Using these operators, equations (2.4.3) can be written as

Sn,R ∆ = Nn, F (∆).

The following lemma states that the operators Sn,R have a bounded right inverse and provide
a bound for the norm ‖S−1

n,R‖.

Lemma 2.4.6. Given N  2 and n  1, the operator Sn,R : Σn,N → Σn,N , has a bounded
right inverse

S−1
n,R : Xn+N−1, n+2N−2 → Σn,N = Xn, n+N−1,

given by

S−1
n,R η = −

∞∑
j=0

η ◦Rj , η ∈ Xn+N−1, n+2N−2. (2.4.4)

Moreover, for any fixed ν ∈ (0, (N − 1)|RN | cosλ), with λ = βN−1
2 , there exists ρ > 0 such

that, taking S(β, ρ) with β < π
N−1 as the domain of the functions of Xn+N−1, n+2N−2, we

have the operator norm bounds

‖(Sxn,R)−1‖ ¬ ρN−1 + 1
ν
N−1
n , ‖(Syn,R)−1‖ ¬ ρN−1 + 1

ν
N−1

n+N−1 .

Proof. Note that Sn,R is defined component-wise, where each component acts in the same
way, with the only difference that the spaces of definition of each component contain functions
of different orders. We show the proof for Sxn,R : Xn+N−1 → Xn, but it is attained in the same
way for the component Syn,R.

A simple computation shows that (2.4.4) gives a formal right inverse of Sxn,R, namely

Sxn,R◦(Sxn,R)−1η = −Sxn,R
∞∑
j=0

η◦Rj = −
( ∞∑
j=0

η◦Rj
)
◦R+

∞∑
j=0

η◦Rj =
∞∑
j=0

η◦Rj−
∞∑
j=1

η◦Rj = η.

Let us see that the series given by (2.4.4) converges uniformly on S. Since R maps S into
itself, one has

|η(Rj(z))| ¬ ‖η‖n+N−1 |Rj(z)|n+N−1, ∀ z ∈ S,

and applying Lemma 2.4.2,

|η(Rj(z))| ¬ ‖η‖n+N−1 |Rj(z)|n+N−1 ¬ ‖η‖n+N−1

( |z|
(1 + jν|z|N−1)1/N−1

)n+N−1

¬ C ‖η‖n+N−1
1

j
n

N−1 +1
, ∀ z ∈ S,

so (2.4.4) converges uniformly on S by the Weierstrass M -test if n  1, and thus
∑∞
j=0 η ◦Rj

is holomorphic in S.
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We prove now that S−1
n,R is bounded on Xn+N−1. From the expression obtained in (2.4.4) and

by Lemma 2.4.2, one has, if β < π
N−1 and if ρ is small enough,

‖(Sxn,R)−1 η‖n = sup
z∈S

|(Sxn,R)−1η(z)|
|z|n

¬ sup
z∈S

1
|z|n

∞∑
j=0

|η(Rj(z))|

¬ ‖η‖n+N−1 sup
z∈S

1
|z|n

∞∑
j=0

|Rj(z)|n+N−1

¬ ‖η‖n+N−1 sup
z∈S

1
|z|n

∞∑
j=0

( |z|
(1 + jν|z|N−1)1/N−1

)n+N−1

,

and bounding the sum by an appropriate integral we obtain, provided that n  1,

1
|z|n

∞∑
j=0

( |z|
(1 + jν|z|N−1)1/N−1

)n+N−1

= |z|N−1
∞∑
j=0

1

(1 + j ν |z|N−1)
n+N−1
N−1

¬ |z|N−1
(

1 +
ˆ ∞

0

1

(1 + x ν |z|N−1)
n+N−1
N−1

dx

)

= |z|N−1
(

1 +
1

ν |z|N−1

ˆ ∞
0

1

(1 + y)
n+N−1
N−1

dy

)

= |z|N−1
(

1 +
1

ν|z|N−1
N − 1
n

)
= |z|N−1 +

1
ν

N − 1
n

.

Therefore, we get

‖S−1
n,R(η)‖n ¬ ‖η‖n+N−1 sup

z∈S

(
|z|N−1 +

1
ν

N − 1
n

)
= ‖η‖n+N−1

(
ρN−1 +

1
ν

N − 1
n

)
, η ∈ Xn+N−1,

which shows that (Sxn,R)−1 : Xn+N−1 → Xn is bounded with ‖(Sxn,R)−1‖ ¬ ρN−1 + 1
ν
N−1
n .

In the same way, (Syn,R)−1 : Xn+2N−1 → Xn+N−1 is bounded with ‖(Syn,R)−1‖ ¬ ρN−1 +
1
ν

N−1
n+N−1 .

Next, we show that the operatorsNn, F are Lipschitz and we provide bounds for their Lipschitz
constants.

Lemma 2.4.7. For each n  3, there exists a constant, Mn > 0, for which the operator Nn, F
satisfies

Lip N x
n, F = c,

and

Lip N y
n, F ¬ k |ak|+Mnρ, (case 1),

Lip N y
n, F ¬ max{((l − 1) |Ky

l bl|+ k |ak|) +Mnρ, |bl|+Mnρ}, (case 2),

Lip N y
n, F ¬ max{(l − 1) |Ky

l bl|+Mnρ, |bl|+Mnρ}, (case 3),
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where ρ is the radius of the sector S(β, ρ) where the functions of Σα
n,N are defined.

Proof. The statement concerning the component N x
n, F is clear by the definition of the oper-

ator, since for every f, f̃ ∈ Σα
n,N , one has

‖N x
n, F (f)−N x

n, F (f̃)‖n+N−1 = c ‖f − f̃‖n+N−1,

which means that Lip N x
n, F = c.

We prove next the result for the component N y
n,N . Let n  3 be fixed.

Using the integral form of the mean value theorem, one can write from the definition of the
operator N y

n, F , for every f, f̃ ∈ Σα
n,N ,

N y
n, F (f)−N y

n, F (f̃)

=
[ˆ 1

0
p′ ◦ (Kxn + f̃x + s (fx − f̃x)) ds+ (Kyn + f̃y)

ˆ 1

0
q′ ◦ (Kxn + f̃x + s (fx − f̃x)) ds

+
ˆ 1

0
D1v ◦ (Kn + f̃ + s (f − f̃)) ds

]
(fx − f̃x)

+
[
q ◦ (Kxn + fx) +

ˆ 1

0
D2v ◦ (Kn + f̃ + s (f − f̃)) ds

]
(fy − f̃y).

(2.4.5)

Let us denote

ξs = ξs(f, f̃) = Kn + f̃ + s (f − f̃), s ∈ [0, 1],

ϕ = ϕ(f, f̃) =
ˆ 1

0
p′ ◦ ξxs ds+ (Kyn + f̃y)

ˆ 1

0
q′ ◦ ξxs ds+

ˆ 1

0
D1v ◦ ξs ds,

ψ = ψ(f, f̃) = q ◦ (Kxn + fx) +
ˆ 1

0
D2v ◦ ξs ds,

so that we have

‖N y
n, F (f)−N y

n, F (f̃)‖n+2N−2 ¬ ‖ϕ(f, f̃) (fx − f̃x)‖n+2N−2 + ‖ψ(f, f̃) (fy − f̃y)‖n+2N−2.

For case 1 we have ξs ∈ X2, k+1, for every f, f̃ ∈ Σα
n, k, since we have Kn(t) = (O(t2), O(tk+1)),

and as we chose n  3, any function f ∈ Σα
n, k satisfies f(t) = (O(t3), O(tk+2)). Also, the first

pair of coefficients of the series expansion of ξs is the one of Kn.

Thus we can bound the norm

‖ξxs ‖2 = sup
z∈S

1
|z|2
|Kxn(z) + f̃x(z) + s(fx(z)− f̃x(z))| ¬ 1 +M ρ,

for all s ∈ [0, 1].

Moreover, checking the growth orders of ϕ and ψ taking into account the properties of p, q
and v, we have

ϕ ∈ X2k−2, ψ ∈ Xk ⊂ Xk−1, ∀ f, f̃ ∈ Σα
n, k.
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Then, applying the mean value theorem to (2.4.5), we have

‖N y
n, F (f)−N y

n, F (f̃)‖n+2k−2 ¬‖ϕ‖2k−2 ‖fx − f̃x‖n + ‖ψ‖k−1 ‖fy − f̃y‖n+k−1

¬‖ϕ‖2k−2 ‖fx − f̃x‖n + ρMn ‖fy − f̃y‖n+k−1.

Also, we can bound

‖ϕ‖2k−2 ¬ sup
s∈[0, 1]

(‖p′ ◦ ξxs ‖2k−2 + ‖(Kyn + f̃y) q′ ◦ ξxs +D1v ◦ ξs‖2k−2)

¬ sup
s∈[0, 1]

sup
z∈S

1
|z|2k−2 (k |ak||ξxs (z)|k−1 +Mn |z|2k−1)

¬ sup
s∈[0, 1]

(k |ak| ‖ξxs ‖k−1
2 +Mn |z|2k−1)

¬ k |ak|+Mn ρ,

for all f, f̃ ∈ Σα
n, k.

By joining the previous estimates we get

‖N y
n, F (f)−N y

n, F (f̃)‖n+2k−2

¬ (k |ak|+Mnρ) max {‖fx − f̃x‖n, ‖fy − h̃y0‖n+k−1},

for all f, f̃ ∈ Σα
n, k, that is,

Lip N y
n, F ¬ k |ak|+Mnρ,

for case 1.

For cases 2 and 3 of the reduced form of F , where N = l, Kn is of the form Kn(t) =
(t, Ky

l t
l) + (O(z2), O(zl+1)) and one obtains, for each given n  2 (and thus, also for n  3),

that ξs ∈ X1, l, and that the first pair of coefficients of ξs coincides with the first one of Kn.
Then, for every f, f̃ ∈ Σα

n, l we can bound

‖ξxs ‖1 ¬ 1 +Mn ρ.

Moreover, now checking the growth orders of ϕ and ψ, we have

ϕ ∈ X2l−2, ψ ∈ Xl−1, ∀ s ∈ [0, 1], ∀ f, f̃ ∈ Σα
n, l.

For case 2 we obtain the bounds

‖ϕ‖2l−2 ¬ sup
s∈[0, 1]

(‖p′ ◦ ξxs ‖2l−2 + ‖(Kyn + f̃y) q′ ◦ ξxs ‖2l−2 + ‖D1v ◦ ξs‖2l−2)

¬ sup
s∈[0, 1]

sup
z∈S

1
|z|2l−2

(
k |ak||ξxs (z)|k−1 + |Kyn(z) + f̃y(z)|(l − 1) |bl||ξxs (z)|l−2 +Mn |z|2l−1)

¬ k |ak|+ (l − 1)|Ky
l bl|+Mn ρ,

and

‖ψ‖l−1 ¬ sup
s∈[0, 1]

(‖q ◦ (Kxn + f̃x)‖l−1 + ‖D2v ◦ ξs‖l−1)

¬ sup
z∈S

1
|z|l−1 (|bl||Kxn + f̃x|l−1 +Mn|z|l)

¬ |bl|+Mnρ,
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for all f, f̃ ∈ Σα
n, l.

For case 3 the previous estimations can be done in the same way as for case 2. We shall only
remove the terms depending on the index k, since now we have k > 2l − 1, and hence the
corresponding terms are of higher order. In this case we have then

‖ϕ‖2l−2 ¬ sup
s∈[0, 1]

(‖p′ ◦ ξxs ‖2l−2 + ‖(Kyn + f̃y) q′ ◦ ξxs ‖2l−2 + ‖D1v ◦ ξs‖2l−2)

¬ sup
s∈[0, 1]

sup
z∈S

1
|z|2l−2 (|Kyn(z) + f̃y(z)|(l − 1) |bl||ξxs (z)|l−2 +Mn |z|2l−1)

¬ (l − 1)|Ky
l bl|+Mn ρ,

and

‖ψ‖l−1 ¬ sup
s∈[0, 1]

(‖q ◦ (Kxn + f̃x)‖l−1 + ‖D2v ◦ ξs‖l−1)

¬ sup
s∈[0, 1]

sup
z∈S

1
|z|l−1 (|bl||ξxs |l−1 +Mn|z|l)

¬ |bl|+Mnρ,

for all f, f̃ ∈ Σα
n, l.

Then, from (2.4.5) we have

‖N y
n, F (f)−N y

n, F (f̃)‖n+2l−2 ¬‖ϕ‖2l−2 ‖fx − f̃x‖n + ‖ψ‖l−1 ‖fy − f̃y‖n+l−1,

from what we obtain the bounds

Lip N y
0, F ¬ max{(l − 1) |Ky

l bl|+ k |ak|+Mn ρ, |bl|+Mn ρ} (case 2),

Lip N y
0, F ¬ max{(l − 1) |Ky

l bl|+Mn ρ, |bl|+Mn ρ} (case 3).

Now, we define the third family of operators, Tn, F .

Definition 2.4.8. Let F be the holomorphic extension of an analytic map of the form (2.2.2)
satisfying the hypotheses of Theorem 2.2.1. Given n  3 we define Tn, F : Σα

n,N → Σn,N by

Tn, F = S−1
n,R ◦ Nn, F .

Remark 2.4.9. Note that given a map F , to define the previous operators we always take
together the associated triple (F, Kn, R) satisfying F ◦Kn−Kn◦R = En. Then, the operators
Sn,R, Nn, F and Tn, F are associated not only with the map F itself but to the approximation
of a particular invariant manifold of F .

Lemma 2.4.10. Given an analytic map F satisfying the hypotheses of Theorem 2.2.1, there
exist n0 > 0 and ρ0 > 0 such that if ρ < ρ0, then, for every n  n0, we have Tn, F (Σα

n,N ) ⊆
Σα
n,N , and Tn, F is a contraction operator in Σα

n,N .
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Proof. Given a map F satisfying the hypotheses of Theorem 3.2.1 and the associated poly-
nomial maps R and Kn, the operator Tn, F satisfies, by its definition, for each n,

Lip Tn, F ¬ max{‖(Sxn,R)−1‖Lip N x
n, F , ‖(S

y
n,R)−1‖Lip N y

n, F }. (2.4.6)

Recall that the functions in Σn,N are defined in a sector S(β, ρ) with β < π
N−1 .

For case 1, from (2.4.6) and the estimates obtained in Lemmas 2.4.6 and 2.4.7, given ν ∈
(0, |Rk| (k − 1)λ), with λ = cos(β k−1

2 ), there is ρ0 such that for ρ < ρ0 we have the bound

Lip Tn, F ¬ max
{(
ρk−1 +

1
ν

k − 1
n

)
c,
(
ρk−1 +

1
ν

k − 1
n+ k − 1

)
(k ak +Mn ρ)

}
, (2.4.7)

for each n  3.

Then, fixed ν, we can take n0 as

n0 = min
{
n ∈ N | max

{( 1
ν
k−1
n

)
c,
( 1
ν

k−1
n+k−1

)
(k ak)

}
< 1,

}
,

and therefore, from (2.4.7), we can take also ρn < ρ0 such that we have Lip Tn, F < 1 provided
that n  n0.

For cases 2 and 3 of the normal form of F the result follows in a similar way, since, from
(2.4.6) and the estimates obtained in Lemmas 2.4.6 and 2.4.7, given ν ∈ (0, |Rl| (l − 1)λ),
with λ = cos(β l−1

2 ), we have, for ρ small enough,

Lip Tn, F ¬ max
{(
ρl−1 +

1
ν

l − 1
n

)
c,(

ρl−1 +
1
ν

l − 1
n+ l − 1

)
(max {((l − 1) |Ky

l bl|+ k ak) +Mn ρ, |bl|+Mn ρ})
}
,

for case 2, and

Lip Tn, F ¬ max
{(
ρl−1 +

1
ν

l − 1
n

)
c,(

ρl−1 +
1
ν

l − 1
n+ l − 1

)
(max {(l − 1) |Ky

l bl|+Mn ρ, |bl|+Mn ρ})
}
,

for case 3.

Let us see next that for a given n ∈ N such that Tn, F satisfies Lip TL,F < 1 for ρ < ρn, one
can find a new value for ρn, maybe smaller than the previous one, such that, if ρ < ρn, then
Tn, F maps Σα

n,N into itself.

For all f ∈ Σα
n,N we can write

‖Tn, F (f)‖Σn,N ¬ ‖Tn, F (f)− Tn, F (0)‖Σn,N + ‖Tn, F (0)‖Σn,N
¬ αLip Tn, F + ‖Tn, F (0)‖Σn,N .

From the definition of Tn, F and Nn, F we have, for each n ∈ N ,

Tn, F (0) = S−1
n,R ◦ Nn, F (0) = S−1

n,R En.
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Also, from the construction of En we have En = (Exn , Eyn) ∈ Xn+N,n+2N−1, ant thus, for every
ε > 0, there is ρn > 0 such that for ρ < ρn we have

‖Tn, F (0)‖Σn,N ¬ ‖S
−1
n,R‖ ‖En‖n+N−1, n+2N−2 ¬ ‖S−1

n,R‖Mn ρ < ε.

Therefore, since we have Lip Tn, F < 1, we can take ρn as

ρn = sup {ρ > 0 | αLip Tn, F + ‖Tn, F (0)‖Σn,N ¬ α},

and then for every ρ < ρn, we have Tn, F (Σα
n,N ) ⊆ Σα

n,N .

2.4.3 Proofs of Theorems 2.2.1 and 2.2.3

Now we are ready to give the proofs of Theorems 2.2.1 and 2.2.3.

Proof of Theorem 2.2.1. First we consider the holomorphic extension of F to a neighborhood
of the origin which contains a ball of radius d > 0 in C2 and let α = min {1/2, d/2}. Let Kn
and R(t) = Rn(t) = t+RN t

N +R2N−1t
2N−1 be the polynomials given by Propositions 2.3.1,

2.3.4 or 2.3.5 , with n  k + 1 or n  l respectively, satisfying

En(t) = F ◦ Kn(t)−Kn ◦ Rn(t) = (O(tn+N ), O(tn+2N−1)).

We also assume that n > n0, where n0 is the integer provided by Lemma 2.4.10. We rewrite

F ◦ (Kn + ∆)− (Kn + ∆) ◦R = 0

in the form (2.4.3), or using the previously defined operators,

Sn,R ∆ = Nn, F (∆).

By Lemma 2.4.6, if ρ is small, Sn,R has a right inverse and we can rewrite the equation as

∆ = Tn, F (∆).

By Lemma 2.4.10 we have that Tn, F maps Σα
n,N into itself and is a contraction. Then it has

a unique fixed point, ∆∞ ∈ Σα
n,N . Note that this solution is unique once Kn is fixed. Finally

K = Kn + ∆∞ satisfies the conditions in the statement.

The C1 character of K at the origin follows from the order condition of K at 0.

Proof of Theorem 2.2.3. We write the proof for case 1, the other cases being almost identical
except for some adjustments in the indices of the coefficients of Rn. Let n0 be the integer
provided by Lemma 2.4.10. If the value of n given in the statement is such that n < n0,
first we look for a better approximation Kn0 of the form Kn0(t) = K̂(t) +

∑n0
j=n+1 K̂

j(t) with

K̂j(t) = (K̂x
j t
j , K̂y

j+k−1t
j+k−1) and

Rn0(t) =

{
R̂(t) if n  k + 1,

R̂(t) + R̂2k−1t
2k−1 if n ¬ k.

The coefficients K̂x
j , K̂

y
j+k−1 and R̂2k−1 are obtained imposing the condition

F ◦ Kn0(t)−Kn0 ◦ Rn0(t) = (O(tn0+k), O(tn0+2k−1)).
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Proceeding as in Proposition 2.3.1, we obtain K̂j iteratively. We denote Kj(t) = K̂(t) +∑j
m=n+1 K̂

m(t) and Rj(t) = R̂(t) + R̃j(t), where R̃j(t) = δj,k+1R̂2k−1t
2k−1. In the iterative

step we have
F ◦ Kj(t)−Kj ◦ Rj(t) = (O(tj+k), O(tj+2k−1)).

Then,

F (Kj(t) + K̂j+1(t))−(Kj + K̂j+1) ◦ (R̂(t) + R̃j(t))

=F (Kj(t))−Kj(R̂(t))

+DF (Kj(t))K̂j+1(t)− K̂j+1(R̂(t) + R̃j(t))

+
ˆ 1

0
(1− s)D2F (Kj(t) + sK̂j+1(t))(K̂j+1(t))⊗2 ds

−DKj(R̂(t))R̃j(t)

−
ˆ 1

0
(1− s)D2Kj(R̂(t) + sR̃j(t))(R̃j(t))2 ds.

The condition
F ◦ Kj+1(t)−Kj+1 ◦ Rj+1(t) = (O(tj+k+1), O(tj+2k))

leads to the same equation (2.3.4) as in Proposition 2.3.1 which we solve in the same way.
From this point we can proceed as in the proof of Theorem 2.2.1 and look for ∆ ∈ Xn0, n0+k−1

such that the pair K = Kn0 + ∆, R = Rn0 satisfies F ◦K = K ◦R. We have that

K(t)− K̂(t) = Kn0(t)− K̂(t) + ∆(t) = (O(tn+1), O(tn+k)) + (O(tn0), O(tn0+k−1)),

with n < n0.

If n  n0 we look for K∗(t) = K̂(t) + K̂n+1(t) with

K̂n+1(t) = (K̂x
n+1t

n+1, K̂y
n+kt

n+k)

and

R∗(t) =

{
R̂(t) if n  k + 1,

R̂(t) + R̂2k−1t
2k−1 if n ¬ k.

We determine K̂x
n+1, K̂y

n+k so that F ◦ K∗(t)−K∗ ◦ R∗(t) = (O(tn+k+1), O(tn+2k)) as in the
previous case and we look for ∆ ∈ Σα

n,N ⊂ Xn+1, n+k such that the pair K = K∗+ ∆, R = R∗

satisfies F ◦K = K ◦ R. As before we obtain K(t)− K̂(t) = (O(tn+1), O(tn+k)). Again, the
C1 character of K at 0 follows form the order condition of K.

2.5 Numerical estimates for the Gevrey constant of the in-
variant curves

In this short section, we illustrate the fact that an analytic map F : U ⊂ R2 → R2 with
F (0) = 0 and such that the origin is a nilpotent parabolic fixed point, in general cannot have
a stable invariant curve that is analytic in any neighborhood of the fixed point.
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We have chosen two polynomial maps, F1 and F2, such that

DF1(0, 0) = DF2(0, 0) =

1 1

0 1

 ,
namely

F1(x, y) =

x+ y + x2 + xy + y2

y + x2 + xy + y2


and

F2(x, y) =

x+ y +
∑2
n=0 x

2−nyn + · · ·+
∑8
n=0 x

8−nyn

y + 3x2

 ,
and we have written a code in C language that computes an approximation of a parame-
terization, Kn, of the stable invariant curve of F1 and F2 and the Gevrey constant of such
parameterizations.

Definition 2.5.1. Given γ > 0, we say that a formal series of the form
∑∞
n=0 ant

n is γ −
Gevrey if there exist positive constants C, D such that

|an| ¬ C Dn (n!)γ , ∀n ∈ N.

This class of series was first introduced and studied in [31], and in [4] the Gevrey properties
of parabolic invariant curves of analytic maps are studied.

Our scope is to estimate numerically if the formal approximation Kn is a series of Gevrey
type and to compute its Gevrey constant, γ.

From Definition 2.5.1, one has that if a series
∑∞
n=0 an t

n is γ−Gevrey, then

log |an| ¬ logC + n logD + γ log(n!),

and so
log |an| − logC

log(n!)
¬ n logD

log(n!)
+ γ,

which shows that γ can be bounded as

γ  lim
n→∞

log |an|
log(n!)

,

in the case that such a limit exists. Hence, the quantity γ∗ = limn→∞
log |an|
log(n!) is a lower bound

of the Gevrey constant of the formal series. If γ∗ > 0, then the coefficients {an}n grow in a
factorial way, and in this case we say that the series is strictly of Gevrey type.

Note that after performing the change of variables given by x̃ = x, ỹ = y+ 1
c f1(x, y), presented

in Section 2.2.1, the maps F1 and F2 correspond to case 1 of the reduced form (2.2.2), with
k = 2. Then, our code implements the algorithm provided in the proof of Proposition 2.3.1
to obtain the coefficients of Kn.

Moreover, the program computes the quantities

αn =
log |Kx

n|
log(n!)

, βn =
log |Ky

n|
log(n!)

, n ¬ 300, (2.5.1)
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where {Kx
n, K

y
n}n are the coefficients of each component of the parameterization Kn. Since

the value of the coefficient Kx
3 is free, one has to chose it before running the program. We

have performed the simulation with Kx
3 = 0, Kx

3 = 1 and Kx
3 = −1 for both F1 and F2.

The program obtains the approximation Kn up to degree 300 for any given value of Kx
3 and

computes the sequence of values {αn}n and {βn}n defined in (2.5.1). In order to estimate the
Gevrey behavior of the invariant curve K, we are interested in the values of αn and βn for n
large.

In Figures 2.3 and 2.4 we have represented the values of αn and βn, respectively, versus n,
being F1 the input function, and in Figures 2.3 and 2.4 we have represented the values of αn
and βn, respectively, versus n, being F2 the input function.

From the results plotted in the figures it appears that the values of αn and βn may tend
respectively to some constants α and β as n tends to infinity. Hence, we suggest that the
invariant curves associated to the origin for the given maps may be functions of Gevrey type.
For the case of F1 we have α, β ∈ (0.4, 0.5) and for the case of F2 we have α, β ∈ (0.5, 0.6).

Observe that in both cases the values of αn and βn, for n big enough, do not seem to depend
on the initial value chosen for Kx

3 . That is, different parameterizations of the same stable
curve have the same Gevrey constant. Also, it holds that for both F1 and F2 the limits of
{αn}n and {βn}n appear to be the same, that is, the Gevrey constants are the same for both
components of K.

The fact that the polynomial approximations obtained for the invariant curves associated
to F1 and F2 are series of strictly Gevrey type shows that the series associated to these
curves cannot converge in any neighborhood of the origin, due to the factorial growth of the
coefficients. Therefore, the invariant curves associated with a nilpotent parabolic point given
in Theorem 2.2.1 can not be analytic functions in any neighborhood of the origin. This is
indeed the reason for which in Section 2.4.2 we consider spaces of functions defined on a
sector S(β, ρ), otherwise, it would not be possible to obtain an analytic function ∆ satisfying
the functional equation established in Section 2.4.1.
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Figure 2.1: Representation of the constants αn versus n for the map F1. The three different
plots correspond to the simulation starting with Kx

3 = 1, Kx
3 = 0 and Kx

3 = −1.

Figure 2.2: Representation of the constants βn versus n for the map F1. The three different
plots correspond to the simulation starting with Kx

3 = 1, Kx
3 = 0 and Kx

3 = −1.
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Figure 2.3: Representation of the constants αn versus n for the map F2. The three different
plots correspond to the simulation starting with Kx

3 = 1, Kx
3 = 0 and Kx

3 = −1.

Figure 2.4: Representation of the constants βn versus n for the map F2. The three different
plots correspond to the simulation starting with Kx

3 = 1, Kx
3 = 0 and Kx

3 = −1.
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Chapter 3

Invariant manifolds of differentiable
maps with nilpotent parabolic
points

3.1 Introduction

This chapter is the continuation of Chapter 2, and is devoted to state and prove the existence
of invariant curves for a differentiable planar map, F , having a parabolic nilpotent fixed
point.Concretely, the main results of the chapter show that, when they exist, the stable and
unstable invariant curves of F have the same degree of differentiability that the map F , away
from the fixed point.

First, for the convenience of the reader, we recall the setting of the problem, which was
already presented with more detail in Chapter 2.

We consider Cr, r  3, maps F : U ⊂ R2 → R2, where U is a neighborhood of (0, 0), of the
form

F (x, y) =

x+ c y + f1(x, y)

y + f2(x, y)

 , (3.1.1)

with c > 0 and with f1(x, y), f2(x, y) = O(‖(x, y)‖2). Via the Cr change of variables given
by x̃ = x, ỹ = y + 1

c f1(x, y), F can be written in the form

F (x, y) =

 x+ c y

y + f(x, y)

 ,
with f(x, y) = O(‖(x, y)‖2) having the same regularity as F . Therefore, along this chapter
we will always deal with maps of the form

F̄ (x, y) =

 x+ c y

y + p(x) + yq(x) + u(x, y) + g(x, y)

 , (3.1.2)

with
p(x) = xk(ak + · · ·+ arx

r−k), q(x) = xl−1(bl + · · ·+ brx
r−l),
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with 2 ¬ k, l ¬ r, where u(x, y) is a polynomial of degree r that contains the factor y2, and
where g(x, y) = o(‖(x, y)‖r). We also assume c > 0.

Throughout the chapter, as in the previous one, we will refer to (3.1.2) as the reduced form
of F and we will use the same notation F .

Again, we consider the following three cases for the reduced fom of F depending on the
indices k and l, namely,

• Case 1: k < 2l − 1 and ak 6= 0,

• Case 2: k = 2l − 1 and ak 6= 0, bl 6= 0,

• Case 3: k > 2l − 1 and bl 6= 0.

Also recall that in order to deal with several cases at the same time we associate to a map
F of the form (3.1.2) the integers N and s as N = k in case 1 and N = l in cases 2 and 3;
s = 2r in case 1 and s = r in cases 2, 3.

In Section 3.2 we present the main results of the chapter, concerning the existence of Cr

invariant curves for maps of the form (3.1.2). The rest of the chapter is devoted to prove
these results. In Sections 3.3 – 3.5 we present the setting and some preliminary lemmas. We
end the chapter proving the main theorems in Section 3.6.

3.2 Main results

The following are the main results concerning the existence and regularity of stable invariant
manifolds of Cr maps of the form (3.1.2). As in the analytic case in Chapter 2, the results
provide also the existence of invariant manifolds for maps of the form (3.1.1).

Theorem 3.2.1. Let F : U ⊂ R2 → R2 be a Cr map in a neighborhood U of (0, 0) of the
form (3.1.2) with r  3.

Assume the following hypotheses according to the different cases:

• (case 1) ak > 0 and r  3
2 k,

• (case 2) ak > 0, bl 6= 0, r > k and

max
{ β

(r − 2l + 2)(r − l + 1)
(
2l(l − 1) +

c k ak
b2l

β
)
,

2l β
r − l + 1

}
< 1,

where β = 2l |bl|
|bl−
√
b2
l
+4 c ak l|

.

• (case 3) bl < 0, r > 2l − 1 and l(l−1)
(r−2l+2)(r−l+1) < 1.

Then, there exists a C1 map H : [0, ρ)→ R2, H ∈ Cr(0, ρ), of the form

H(t) =

 (t2, Hy
k+1t

k+1) + (O(t3), O(tk+2)) case 1,

(t,Hy
l t
l) + (O(t2), O(tl+1)) cases 2, 3,

(3.2.1)
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with Hy
k+1 = −

√
2ak

c(k+1) for case 1, Hy
l =

bl−
√
b2
l
+4 c ak l

2 c l for case 2 and Hy
l = bl

cl for case 3,

and a polynomial R of the form R(t) = t+RN t
N +R2N−1t

2N−1, with Rk = c
2H

y
k+1 for case

1 and Rl = cHy
l for cases 2, 3, such that

F (H(t)) = H(R(t)), t ∈ [0, ρ).

If the map F is C∞ then the parameterization H is C∞ in (0, ρ).

Remark 3.2.2. The assumptions ak > 0 and k ¬ r for cases 1 and 2 and bl < 0 and l ¬ r for
case 3 are necessary conditions for the existence of a formal, locally unique stable invariant
curve of F asymptotic to (0, 0). The other hypotheses of the theorem are nondegeneracy
conditions on the reduced form of F , sufficient to ensure the existence of a stable invariant
curve of class Cr asymptotic to (0, 0). We do not claim that these conditions on r are sharp.

Remark 3.2.3. For case 2, the condition on the coefficients of F is always satisfied provided
that r is sufficiently larger than l. Another sufficient condition for it to be satisfied is that β
is small enough. The smallness of the coefficient β is a measure of how fast the dynamics on
the associated invariant manifold is. For case 3, a sufficient nondegeneracy condition for the
stable manifold to exist is given by r  4

3(2l − 1). Notice that the assumption r  2l − 1 is
necessary for the constructions we will do.

We also provide an a posteriori version of Theorem 3.2.1.

Theorem 3.2.4. Let F : U ⊂ R2 → R2 be a map satisfying the hypotheses of Theorem 3.2.1
and let K̂ : (−ρ, ρ)→ R2 and R̂ = (−ρ, ρ)→ R be analytic maps satisfying

K̂(t) =

 (t2, K̂y
k+1t

k+1) + (O(t3), O(tk+2)) case 1,

(t, K̂y
l t
l) + (O(t2), O(tl+1)) cases 2, 3,

and R̂(t) = t+ R̂N t
N +O(tN+1), R̂N < 0, such that

F (K̂(t))− K̂(R̂(t)) = (O(tn+N ), O(tn+2N−1)), (3.2.2)

for some 2 ¬ n ¬ 2r − 2k + 1 in case 1 or 1 ¬ n ¬ r − 2l + 1 in cases 2, 3.

Then, there exists a C1 map H : [0, ρ) → R2, H ∈ Cr(0, ρ), and an analytic map R :
(−ρ, ρ)→ R such that

F (H(t)) = H(R(t)), t ∈ [0, ρ)

and
H(t)− K̂(t) = (O(tn+1), O(tn+N )),

R(t)− R̂(t) =

 O(t2k−1) if n ¬ k
0 if n > k

case 1,

R(t)− R̂(t) =

 O(t2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.

As mentioned, using the conjugations (x, y) 7→ (±x,±y) and F−1 we can obtain the local
phase portraits and the location of the local invariant manifolds of F depending on the studied
cases (see [25]).

45



Remark 3.2.5. As well as in the previous chapter, the invariant manifolds obtained in
Theorems 3.2.1 and 3.2.4 are unique (see Remark 2.2.7).

Remark 3.2.6 (Unstable manifolds for Cr maps). As in Chapter 2, we can obtain analogous
results of existence of the unstable manifolds for a given map F without having to compute
explicitly the inverse map F−1, as explained in Section 2.2.4.

As in the analytic case, the expansions of the parameterizations of the unstable curves ob-
tained in Section 2.3 are approximations of true invariant curves, as it happens for the stable
ones.

Following the notation of Section 2.2.4, we have that if F satisfies the conditions of case 1,
G also does. The same happens for case 3 if we assume bl > 0 instead of bl < 0. If F satisfies
the conditions of case 2, since the coefficient bl of F becomes −bl for G, one has to check
the condition involving the maximum taking now β as β = 2l |bl|

|−bl−
√
b2
l
+4 c ak l|

. Then, for cases

1 and 3 or for case 2 when that condition holds, we conclude analogous results as the ones
explained for the analytic case.

3.3 The functional equation

The rest of the chapter is dedicated to the proofs of Theorems 3.2.1 and 3.2.4. To this end,
we will use some of the results presented in Chapter 2, and we will often refer to them.

Concretely, along this chapter we will focus on the proof of Theorem 3.2.1. The structure
of the proof of Theorem 3.2.4 is presented at the end of the chapter as a corollary of the
previous results. It is indeed analogous to the one of Theorem 2.2.3 of Chapter 2 and uses
the constructions of the approximations in the proofs of Theorems 2.2.1 and 3.2.1.

As in the analytic case, we use the parameterization method (see Section 2.2.2). To get an
initial approximation of a parameterization of the invariant manifolds of F , we first consider
the Taylor polynomial of F of degree r which we denote by F¬ and reads

F¬(x, y) =

x+ c y

y

+

 0

p(x) + y q(x) + u(x, y)

 .
Since F¬ is analytic, Theorem 2.2.1 provides a C1 map K : [0, ρ)→ R, analytic on (0, ρ) and
a polynomial, R, such that

F¬ ◦K −K ◦R = 0 on [0, ρ). (3.3.1)

Then, we look for ρ > 0 and a Cr function, H = K + ∆ : (0, ρ)→ R2, such that

F ◦ (K + ∆)− (K + ∆) ◦R = 0. (3.3.2)

Moreover, we ask ∆ to satisfy ∆(t) = (∆x(t),∆y(t)) = (O(t2r−2k+2), O(t2r−k+1)) for case 1
and ∆(t) = (O(tr−2l+2), O(tr−l+1)) for cases 2 and 3.

Next, we establish a functional equation for ∆ obtained from (3.3.2) which will be the object
of our study. Later, in Section 3.4 we describe the function spaces where we will set such
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an equation and the operators SL,R and NL,F together with their properties (Lemmas 3.4.6
and 3.4.7). Notice that although the notation of the operators is similar to the one of the
operators in Chapter 2, both pair of families of operators are different.

In Section 3.5 we recall the fiber contraction theorem and we also introduce the family of
operators TL,F given by TL,F = S−1

L,R ◦NL,F and we describe its properties in Lemmas 3.5.2
and 3.5.3. Finally, in Section 3.6 we prove the existence of a solution of the functional equation
and we conclude the proof of Theorems 3.2.1 and 3.2.4.

Let F : U ⊂ R2 → R2 be a Cr map of the form (3.1.2) satisfying the hypotheses of Theorem
3.2.1. Along the section, once having taken a Cr map F of the form (3.1.2), the maps K and
R will always refer to the analytic solutions of F¬ ◦K −K ◦ R = 0, on some interval [0, ρ)
given by Theorem 2.2.1.

Using (3.3.1) and the previous notation, condition (3.3.2) can be rewritten as

∆x ◦R−∆x = c∆y,

∆y ◦R−∆y = p ◦ (Kx + ∆x)− p ◦Kx +Ky · (q ◦ (Kx + ∆x)− q ◦Kx)

+ ∆y · q ◦ (Kx + ∆x) + u ◦ (K + ∆)− u ◦K + g ◦ (K + ∆).

(3.3.3)

Clearly, a continuous function ∆ satisfies (3.3.2) if and only if it satisfies (3.3.3). Since we
want to prove differentiablity of ∆, next we derive r equations for the derivatives of ∆ by
formally differentiating equation (3.3.3). In our approach we will look for continuous solutions
of these equations.

After having differentiated (3.3.3) L times, 1 ¬ L ¬ r, we obtain

DL∆x ◦R (DR)L −DL∆x = cDL∆y + J xL,N (∆, . . . , DL−1∆),

DL∆y ◦R (DR)L −DL∆y

= p′ ◦ (Kx + ∆x)DL∆x + (Ky + ∆y) q′ ◦ (Kx + ∆x)DL∆x

+ q ◦ (Kx + ∆x)DL∆y + (Du+Dg) ◦ (K + ∆) ·DL∆

+ J yL,N (∆, . . . , DL−1∆),

(3.3.4)

where J xL, F and J yL, F are given by

J xL, F (f0, . . . fL−1) = ΛxL,R(fx0 , . . . f
x
L−1),

J yL, F (f0, . . . fL−1) = ΛyL,R(fy0 , . . . f
y
L−1) + ΩL,F (f0, . . . , fL−1),

(3.3.5)

and ΛiL,R, i = x, y, by

Λi1, R(f i0) = 0,

Λi2, R(f i0, f
i
1) = −f i1 ◦RD2R,

ΛiL,R(f i0, . . . , f
i
L−1) = D[ΛiL−1, R(f i0, . . . , f

i
L−2)]

− (L− 1) f iL−1 ◦R (DR)L−2D2R, L ∈ {3, . . . , r},

(3.3.6)

where in the expansion of the derivative D[ΛiL−1, R(f i0, . . . , f
i
L−2)] we substitute Dfi by fi+1.
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Note that ΛiL,R does not depend on f0. Moreover, ΩL,F is given by

Ω1, F (f0) = DKx (p′ ◦ (Kx + fx0 )− p′ ◦Kx) +DKy · (q ◦ (Kx + fx0 )− q ◦Kx)

+Ky ·DKx (q′ ◦ (Kx + fx0 )− q′ ◦Kx) + fy0 ·DK
x q′ ◦ (Kx + fx0 )

+ (Du ◦ (K + f0)−Du ◦K)DK +Dg ◦ (K + f0)DK,

ΩL,F (f0, . . . , fL−1) = D[ΩL−1, F (f0, . . . , fL−2)] +D[p′ ◦ (Kx + fx0 )]fxL−1

+D[(Ky + fy0 )q′ ◦ (Kx + fx0 )]fxL +D[q ◦ (Kx + fx0 )]fyL−1

+D[(Du+Dg) ◦ (K + f0)] · fL−1, L ∈ {2, . . . , r}.

(3.3.7)

Note that ΛL,R(f0, . . . , fL−1) comes from the differentiation on the left hand side of (3.3.3)
and ΩL,F (f0, . . . , fL−1) comes from the differentiation on the right hand side of the second
equation of (3.3.3). Expanding the derivatives in (3.3.6) and (3.3.7) and changing Dfi by
fi+1 we obtain expressions that have to be understood as operators acting on (f0, . . . , fL−1),
considering the fj ’s as independent variables.

It is important to note that ΛiL,R and Ωi
L,F , i = x, y, depend in a polynomial way on fj for

j  1, but not on f0.

3.4 Function spaces, the operators SL,R and NL,F and their
properties

We introduce next the notation and the function spaces that we will use to study the func-
tional equations (3.3.3) and (3.3.4).

Definition 3.4.1. Given 0 < ρ < 1, let Yn, for n ∈ Z, be the Banach space given by

Yn = {f : (0, ρ)→ R | f ∈ C0(0, ρ), ‖f‖n := sup
(0, ρ)

|f(t)|
|t|n

<∞},

where C0(0, ρ) denotes the space of continuous functions on (0, ρ).

Note that when n  1 the functions f in Yn can be continuously extended to t = 0 with
f(0) = 0 and, if moreover, n  2, the derivative of f can be continuously extended to t = 0
with f ′(0) = 0. For n < 0 the functions contained in Yn may be unbounded in a neighborhood
of 0.

Note also that Yn+1 ⊂ Yn, for all n ∈ Z. If f ∈ Ym, g ∈ Yn, then fg ∈ Ym+n and ‖fg‖m+n ¬
‖f‖m ‖g‖n. If f ∈ Yn+1, then ‖f‖n ¬ ‖f‖n+1.

Given n, m ∈ Z we denote Ym,n := Ym × Yn the product space, endowed with the product
norm

‖f‖m,n = max {‖fx‖m, ‖fy‖n}, f = (fx, fy) ∈ Ym × Yn.

Given s, r, N positive integer numbers and L ∈ {0, . . . , r}, we define the spaces

ΣL,N =
L∏
j=0

(Ys−2N+2−j, s−N+1−j), 0 ¬ L ¬ r
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and
DΣL−1, N = Ys−2N+2−L, s−N+1−L, 1 ¬ L ¬ r

both endowed with the product norm. Clearly, we have ΣL,N = ΣL−1, N × DΣL−1, N , and
ΣL,N = Σ0, N ×

∏L
i=1DΣi−1, N , for 1 ¬ L ¬ r.

For notational convenience we also write DΣ−1, N = Σ0, N .

Also, let αi > 0, 1 ¬ i ¬ r. Given L we write α = (α0, . . . , αL). We define the closed balls

Σα0
0, N = {f ∈ Σ0, N | ‖f‖Σ0, N ¬ α0},

DΣαi
i−1, N = {f ∈ DΣi−1, N | ‖f‖DΣi−1, N ¬ αi}, i ∈ {1, . . . , r},

and the products of balls

Σα
L,N = Σα0

0, N ×
L∏
i=1

DΣαi
i−1, N , L ∈ {1, . . . , r},

For notational convenience we will write Σα
0, N = Σα0

0, N .

An element of ΣL,N will be denoted by (f0, . . . , fL), with f0 = (fx0 , f
y
0 ) ∈ Σ0, N , and fi =

(fxi , f
y
i ) ∈ DΣi−1, N , for i = 1, . . . , L.

For the sake of simplicity we do not write the dependence with respect to r, s and ρ in the
notation of the previous objects.

To solve the functional equation (3.3.2), we look for a solution, f0, of (3.3.3) contained
in a closed ball Σα0

0, N , and for a solution, (f1, . . . , fL), of (3.3.4) in a product Σα
L,N , for

each L ∈ {1, . . . , r}. In order for the compositions in (3.3.4) to be meaningful we have to
deal with f0 in a ball of sufficiently small radius. Arguing as in the analytic case we take
α0 = min

{1
2 ,

d
2

}
, where d is the radius of a ball contained in the domain where F is Cr. The

values of the radii αi, 1 ¬ i ¬ r, will be determined later (see proof of Lemma 3.5.3).

In the differentiable case we consider analogous operators as in the analytical case but now we
need a family of them, depending on L, to deal with the equations (3.3.4) for the derivatives
of ∆. Their definitions are determined by the structure of such equations.

First, we state two auxiliary results about the iterates of R and their derivatives.

Lemma 3.4.2. Let R : [0, ρ) → R be a differentiable map of the form R(t) = t + RN t
N +

O(|t|N+1), with RN < 0. Then, for any ν, µ such that 0 < ν < (N − 1)|RN | < µ, there exists
ρ > 0 such that

t

(1 + j µ tN−1)1/N−1 < Rj(t) <
t

(1 + j ν tN−1)1/N−1 , ∀ j  1, ∀ t ∈ (0, ρ). (3.4.1)

As a consequence, R maps (0, ρ) into itself.

If R were a polynomial the upper bound in Lemma 3.4.2 would be an immediate corollary of
Lemma 2.4.2.

Proof. Let λ > 0 and ϕλ(t) = t
(1+λ tN−1)1/N−1

for t  0. A computation shows that d
dtϕλ(t) =

1
(1+λ tN−1)N/N−1

> 0 and hence ϕλ is increasing. We prove (3.4.1) by induction. When j = 1,
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it is easy to see that there exists ρ > 0 such that

ϕµ(t) =
t

(1 + µ tN−1)1/N−1 < R(t) <
t

(1 + ν tN−1)1/N−1 = ϕν(t), ∀ t ∈ (0, ρ).

Assuming (3.4.1) for j  1,

Rj+1(t) = R(Rj(t)) < ϕν(Rj(t)) < ϕν
( t

(1 + j ν tN−1)1/N−1

)
=

t

(1 + (j + 1) ν tN−1)1/N−1

in the same interval (0, ρ). The lower bound is obtained in a completely analogous way using
ϕµ.

Lemma 3.4.3. Let R : [0, ρ) → R be a differentiable map of the form R(t) = t + RN t
N +

O(|t|N+1), with RN < 0, such that DR(t) = 1 +NRN t
N−1 +O(|t|N ). For any ν, µ such that

0 < ν < (N − 1)|RN | < µ, let κ = ν/µ. Then, there exists ρ > 0 such that

DRj(t) ¬ 1
(1 + j µ tN−1)κN/N−1 , ∀ j ∈ N, ∀ t ∈ (0, ρ). (3.4.2)

Proof. Since N |RN | > ν N
N−1 , by the form of the derivative DR, there exists ρ > 0 such that

0 < DR(t) < 1− νN

N − 1
tN−1, ∀ t ∈ (0, ρ).

Using the chain rule DRj(t) = Πj−1
m=0DR(Rm(t)) and the lower bound in (3.4.1) we can write

DRj(t) = exp
j−1∑
m=0

logDR(Rm(t)) ¬ exp
j−1∑
m=0

log
(
1− νN

N − 1
(Rm(t))N−1

)

¬ exp

 −νN
N − 1

j−1∑
m=0

(Rm(t))N−1

 ¬ exp

 −νN
N − 1

j−1∑
m=0

tN−1

(1 +mµtN−1)


¬ exp

(
−νN
N − 1

ˆ j

0

tN−1

(1 + sµtN−1)
ds

)
= exp

(
−νN

µ(N − 1)

ˆ jµtN−1

0

1
1 + ξ

dξ

)

= exp
( −κN
N − 1

log(1 + jµtN−1)
)

=
1

(1 + jµtN−1)κN/N−1 .

From now on we assume R is as in the previous lemmas and ρ satisfies the conclusions of
them, in particular, R(0, ρ) ⊂ (0, ρ).

Definition 3.4.4. Given L ∈ {0, . . . , r}, let SL,R : DΣL−1,N → DΣL−1,N be the linear
operator defined component-wise as SL,R = (SxL,R, S

y
L,R), with

SxL,R f = SyL,R f = f ◦R (DR)L − f.

Notice that although both components are formally identical, they act on different domains.
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Definition 3.4.5. Given a map F of class Cr satisfying the hypotheses of Theorem 3.2.1,
let N0, F : Σα

0, N → Ys−N+1, s be the operator given by

N x
0,F (f0) = c fy0 ,

N y
0,F (f0) = p ◦ (Kx + fx0 )− p ◦Kx +Ky · [q ◦ (Kx + fx0 )− q ◦Kx]

+ fy0 · q ◦ (Kx + fx0 ) + u ◦ (K + f0)− u ◦K + g ◦ (K + f0),

and let NL,F : Σα
L,N → Ys−N+1−L, s−L, L ∈ {1, . . . , r}, be the operator given by

N x
L,F (f0, . . . , fL) = c fyL + J xL,N (f0, . . . , fL−1),

N y
L,F (f0, . . . , fL) = p′ ◦ (Kx + fx0 ) · fxL + (Ky + fy0 ) · q′ ◦ (Kx + fx0 ) fxL

+ q ◦ (Kx + fx0 ) · fyL + (Du+Dg) ◦ (K + f0) · fL
+ J yL,N (f0, . . . , fL−1),

where JL,N are already introduced in (3.3.5), (3.3.6) and (3.3.7).

From the definition of the operators SL,R and NL,F , the recursive expressions of ΛL,R and
ΩL,F obtained in (3.3.6) and (3.3.7) and the choice of α0 it is clear that the operators SL,R
and NL,F are well defined and that SL,R is linear and bounded.

Note that with the operators introduced above, equations (3.3.3) and (3.3.4) can be written
now as

SL,RDL∆ = NL,F (∆, . . . , DL∆), (∆, . . . , DL∆) ∈ Σα
L,N ,

for each L ∈ {0, . . . , r} and α0 as fixed previously and some αi > 0, 1 ¬ i ¬ L.

In the following lemmas we prove that each of the operators SL,R has a bounded right inverse
and we provide a bound for the norm ‖S−1

L,R‖. We also show that each of the operators NL,F
is Lipschitz with respect to the last variable and we provide a uniform bound for the Lipschitz
constant for the family NL,F , L ∈ {0, . . . , r}.

Lemma 3.4.6. Let 0 ¬ L ¬ r. Assume r > k in case 1 and r > 2l − 1 in cases 2 and 3.
Then, given 0 < ν < (N − 1)|RN | < µ such that κ = ν/µ satisfies κ > 1/N , there exists
ρ > 0 small enough such that, taking (0, ρ) as the domain of the functions of Ys−N+1−L, s−L,
the operator SL,R : DΣL−1, N → DΣL−1, N has a bounded right inverse,

S−1
L,R : Ys−N+1−L, s−L → DΣL−1, N = Ys−2N+2−L, s−N+1−L,

given by

S−1
L,R η = −

∞∑
j=0

η ◦Rj (DRj)L, η ∈ Ys−N+1−L, s−L, (3.4.3)

and we have the operator norm bound

‖(SxL,R)−1‖ ¬ ρN−1 + 1
ν

N−1
s−2N+2+L(κN−1) ,

‖(SyL,R)−1‖ ¬ ρN−1 + 1
ν

N−1
s−N+1+L(κN−1) .

Proof. A simple computation shows that the expression (3.4.3) of SL,R formally satisfies
SL,R ◦ (SL,R)−1 η = η, for η ∈ Ys−N+1−L, s−L.
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We give the details of the proof for the second component SyL,R : Ys−N+1−L → Ys−N+1−L
of the operator SL,R, the details for SxL,R : Ys−2N+2−L → Ys−2N+2−L being completely
analogous. The results for SL,R follow immediately because the components of the operator
are uncoupled.

We take κ > 1/N and µ, ν such that 0 < ν < (N − 1)|RN | < µ and ν/µ = κ. By Lemmas
3.4.2 and 3.4.3 there exists ρ > 0 such that R maps the interval (0, ρ) into itself and the
bounds (3.4.1) and (3.4.2) hold. Then, given η ∈ Ys−L

|(η ◦Rj(DRj)L)(t)| ¬ ‖η‖s−L |Rj(t)|s−L |DRj(t)|L

¬ ‖η‖s−L
ts−L

(1 + j ν tN−1)
s−L
N−1

1

(1 + j µ tN−1)
κNL
N−1

¬ M ‖η‖s−L
1

j
s+L(κN−1)

N−1

, ∀ t ∈ (0, ρ),

hence, since s  r  N > N − 1, (3.4.3) converges uniformly on (0, ρ) by the Weierstrass
M -test. Thus, (SyL,R)−1 η = −

∑∞
j=0 η ◦Rj(DRj)L is continuous on (0, ρ).

Now, we prove that (SyL,R)−1 is a bounded operator from Ys−L to Ys−N+1−L and we obtain
a bound for its norm. Again, having chosen κ = ν/µ, from Lemmas 3.4.2 and 3.4.3 one has,

‖(SyL,R)−1 η‖s−N+1−L ¬ sup
t∈(0,ρ)

1
ts−N+1−L

∞∑
j=0

|η(Rj(t))(DRj(t))L|

¬ ‖η‖s−L sup
t∈(0,ρ)

1
ts−N+1−L

∞∑
j=0

ts−L

(1 + jνtN−1)
s−L
N−1

1

(1 + jµtN−1)
κNL
N−1

,

and, bounding the sum by an appropriate integral, we obtain the bound

1
ts−N+1−L

∞∑
j=0

ts−L

(1 + jνtN−1)
s−L
N−1

1

(1 + jµtN−1)
κNL
N−1

¬ tN−1
(

1 +
ˆ ∞

0

1

(1 + xνtN−1)
s−L+κNL

N−1
dx

)

= tN−1 +
1
ν

N − 1
s−N + 1 + L(κN − 1)

.

Therefore, we get

‖(SyL,R)−1 η‖s−N+1−L

¬ ‖η‖s−L sup
t∈(0,ρ)

(
tN−1 +

1
ν

N − 1
s−N + 1 + L(κN − 1)

)
, η ∈ Xs−L,

which shows that (SyL,R)−1 : Ys−L → Ys−N+1−L is bounded and

‖(SyL,R)−1‖ ¬ ρN−1 +
1
ν

N − 1
s−N + 1 + L(κN − 1)

.

In the same way, (SxL,R)−1 : Ys−N+1−L → Ys−2N+2−L is bounded and

‖(SxL,R)−1‖ ¬ ρN−1 +
1
ν

N − 1
s− 2N + 2 + L(κN − 1)

.
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Lemma 3.4.7. Let 0 ¬ L ¬ r. Assume r > k in case 1 and r > 2l − 1 in cases 2 and
3. There exists a constant, M > 0, for which the family of operators NL,F satisfy, for each
L ∈ {0, . . . , r},

Lip N x
L, F (f0, . . . , fL−1, ·) = c,

and

Lip N y
L, F (f0, . . . , fL−1, ·) ¬ k |ak|+Mρ, (case 1),

Lip N y
L, F (f0, . . . , fL−1, ·)
¬ max{((l − 1) |Ky

l bl|+ k |ak|) +Mρ, |bl|+Mρ}, (case 2),

Lip N y
L, F (f0, . . . , fL−1, ·) ¬ max{(l − 1) |Ky

l bl|+Mρ, |bl|+Mρ}, (case 3),

where (0, ρ) is the domain of the functions of Σα
L,N .

Proof. To distinguish the roles of the variables (f0, . . . , fL−1) and fL we will denote the latter
by hL. The statement concerning the component N x

L,F is clear by the definition of NL,F .

For N y
L,N we first deal with the case L = 0.

Since g(x, y) = o(‖(x, y)‖r) and g ∈ Cr we have Dig(x, y) = o(‖(x, y)‖r−1), i = 1, 2.

For every h0, h̃0 ∈ Σα
0,N , from the definition of the operator N y

0,F , one can write

N y
0, F (h0)−N y

0, F (h̃0)

=
( ˆ 1

0
p′ ◦ (Kx + h̃x0 + s(hx0 − h̃x0)) ds

+ (Ky + hy0)
ˆ 1

0
q′ ◦ (Kx + h̃x0 + s(hx0 − h̃x0)) ds

+
ˆ 1

0
(D1u+D1g) ◦ (K + h̃0 + s(h0 − h̃0)) ds

)
(hx0 − h̃x0)

+
(
q ◦ (Kx + h̃x0) +

ˆ 1

0
(D2u+D2g) ◦ (K + h̃0 + s(h0 − h̃0)) ds

)
(hy0 − h̃

y
0).

Let us denote, for s ∈ [0, 1]

ξs = ξs(h0, h̃0) = K + h̃0 + s(h0 − h̃0),

ϕ = ϕ(h0, h̃0) =
ˆ 1

0
p′ ◦ ξxs ds+ (Ky + hy0)

ˆ 1

0
q′ ◦ ξxs ds+

ˆ 1

0
(D1u+D1g) ◦ ξs ds,

ψ = ψ(h0, h̃0) = q ◦ (Kx + h̃x0) +
ˆ 1

0
(D2u+D2g) ◦ ξs ds,

so that we have

‖N y
0,F (h0)−N y

0,F (h̃0)‖s ¬ ‖ϕ(h0, h̃0)(hx0 − h̃x0)‖s + ‖ψ(h0, h̃0)(hy0 − h̃
y
0)‖s. (3.4.4)

For case 1 we have K ∈ Y2, k+1 and, since s = 2r and r > k, then for every h0, h̃0 ∈ Σα
0, k we

have (h0, h̃0) ∈ Y4, k+2. Thus we can bound the norm

‖ξxs ‖2 = sup
t∈(0,ρ)

1
t2
|Kx(t) + h̃x0(t) + s(hx0(t)− h̃x0(t))| ¬ 1 +Mρ,
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for all s ∈ [0, 1].

Moreover, checking the orders of ϕ and ψ, taking into account the properties of p, q, u and
g, we have

ϕ ∈ Y2k−2, ψ ∈ Yk ⊂ Yk−1, ∀ h0, h̃0 ∈ Σα
0, k.

More precisely, we can bound

‖ϕ‖2k−2 ¬ sup
s∈[0,1]

(‖p′ ◦ ξxs ‖2k−2 + ‖(Ky + hy0) q′ ◦ ξxs +D1g ◦ ξs +D1u ◦ ξs‖2k−2)

¬ sup
s∈[0,1]

sup
t∈(0,ρ)

1
t2k−2 (k |ak||ξxs (t)|k−1 +M t2k−1)

¬ k|ak|+Mρ,

(3.4.5)

‖ψ‖k−1 ¬Mρ, (3.4.6)

for all h0, h̃0 ∈ Σα0
0,k.

Then, from (3.4.4) we have

‖N y
0,F (h0)−N y

0,F (h̃0)‖s ¬‖ϕ‖2k−2 ‖hx0 − h̃x0‖s−2k+2 + ‖ψ‖k−1 ‖hy0 − h̃
y
0‖s−k+1

¬(k|ak|+Mρ)‖hx0 − h̃x0‖s−2k+2 + ρM ‖hy0 − h̃
y
0‖s−k+1,

which proves that Lip N y
0,F ¬ k |ak|+Mρ, for case 1.

For cases 2 and 3 the bounds for Lip N y
0, F are obtained in an analogous way. In these cases

we have K ∈ Y1, l and we obtain ξs ∈ Y2, l+1. Take h0, h̃0 ∈ Σα
0,l. Since r > 2l − 1,

ϕ ∈ Y2l−2, ψ ∈ Yl−1,

with the following bounds for their norms,

‖ϕ‖2l−2 ¬ k |ak|+ (l − 1)|Ky
l bl|+Mρ, ‖ψ‖l−1 ¬ |bl|+Mρ, (3.4.7)

in case 2 and
‖ϕ‖2l−2 ¬ (l − 1)|Ky

l bl|+Mρ, ‖ψ‖l−1 ¬ |bl|+Mρ, (3.4.8)

in case 3.

The proof for L  1 is similar. Given f0, . . . , fL−1 and hL, h̃L ∈ DΣL−1, N , from the definition
of N y

L,N , we have

N y
L, F (f0, . . . , fL−1, hL)−N y

L, F (f0, . . . , fL−1, h̃L)

=
(
p′ ◦ (Kx + fx0 ) + (Ky + fy0 ) q′ ◦ (Kx + fx0 )

+ (D1u+D1g) ◦ (K + f0)
)
(hxL − h̃xL)

+
(
q ◦ (Kx + fx0 ) + (D2u+D2g) ◦ (K + f0)

)
(hyL − h̃

y
L).

Given f0 ∈ Σα
0,N , we denote

ϕ̃ = ϕ̃(f0) = p′ ◦ (Kx + fx0 ) + (Ky + fy0 ) q′ ◦ (Kx + fx0 ) + (D1u+D1g) ◦ (K + f0),

ψ̃ = ψ̃(f0) = q ◦ (Kx + fx0 ) + (D2u+D2g) ◦ (K + f0),
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so that we can write

‖N y
L,F (f0, . . . , fL−1, hL)−N y

L,F (f0, . . . , fL−1, h̃L)‖s
¬ ‖ϕ̃(f0)(hxL − h̃xL)‖s + ‖ψ̃(f0)(hyL − h̃

y
L)‖s.

The orders of ϕ̃ and ψ̃ are the same as the ones of the corresponding ϕ and ψ when L = 0,
respectively, for each of the cases 1, 2 and 3. That is,

ϕ̃ ∈ Y2k−2, ψ̃ ∈ Yk ⊂ Yk−1,

for case 1 and
ϕ̃ ∈ Y2l−2, ψ̃ ∈ Yl−1,

for cases 2 and 3. As in the case L = 0, for each f0 ∈ Σα0
0,N , the order of K + f0 is the same

as the one of K. Therefore we get the same bounds for the norms of ϕ̃ and ψ̃, namely those
obtained in (3.4.5) - (3.4.8), and finally the bounds in the statement.

Note that the bound we have found for Lip NL,F (f0, . . . , fL−1, ·) does not depend on L, and
the obtained bounds for ‖(Sx0, R)−1‖ and ‖(Sy0, R)−1‖ do not depend on κ.

3.5 Main lemmas and the fiber contraction theorem

From SL,R and NL,F introduced in Section 3.4, we can define the operators TL,F and T ×L,F .

Definition 3.5.1. Given a map F of class Cr satisfying the hypotheses of Theorem 3.2.1,
let TL,F : Σα

L,N → DΣL−1, N be the operator given by

TL,F = S−1
L,R ◦ NL,F , L ∈ {0, . . . , r},

and let T ×L,F : Σα
L,N −→ ΣL,N be the operator given by

T ×L,F = (T0, F , . . . , TL,F ), L ∈ {1, . . . , r}.

In the following results we show that, under appropriate conditions, the operators TL,F have
some properties strongly related to the hypotheses of the fiber contraction theorem.

Lemma 3.5.2. Let F be a Cr map satisfying the hypotheses of Theorem 3.2.1, αi > 0,
1 ¬ i ¬ r, and α = (α0, . . . , αL), 0 ¬ L ¬ r. Then, for every L ∈ {0, . . . , r−1}, the operator
TL,F : Σα

L,N → DΣL−1, N is Lipschitz on Σα
L,N with respect to (f0, . . . , fL−1), with Lipschitz

constant independent of fL.

Moreover, the operator Tr, F : Σα
r,N → DΣr−1, N can be decomposed as T (1)

r, F +T (2)
r, F , where T (1)

r, F

is Lipschitz on Σα
r,N with respect to (f0, . . . , fr−1), with Lipschitz constant independent of fr

and
T (2)
r, F =

(
0, (Syr,R)−1 ◦ (Drg ◦ (K + f0)(DK + f1)r)

)
,

which is continuous with respect to (f0, f1).
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Proof. As before, to distinguish the roles of the variables fL and (f0, . . . , fL−1) we will denote
the former by hL. Since TL,F = S−1

L,R ◦NL,F and S−1
L,R is linear and bounded, along the proof

we will deal only with NL,F .

Given a function hL ∈ DΣαL
L−1,N we decompose

NL,F (f0, . . . , fL−1, hL) = AhL, F (f0) + JL,F (f0, . . . , fL−1),

where AhL, F := (AxhL, F ,A
y
hL, F

) : Σα
0,N → Ys−N+1−L,s−L is the auxiliary operator

AxhL, F (f0) = c hyL,

AxhL, F (f0) = p′ ◦ (Kx + fx0 ) · hxL + (Ky + fy0 ) · q′ ◦ (Kx + fx0 )hxL
+ q ◦ (Kx + fx0 ) · hyL + (Du+Dg) ◦ (K + f0) · hL,

and we will work on AhL, F and JL,F separately.

Clearly AxhL, F is uniformly Lipschitz on Σα
0, N . To deal with AyhL, F , let f0, f̃0 ∈ Σα

0, N . Then

AyhL, F (f0)−AyhL, F (f̃0) = ϕhL(f0, f̃0)(fx0 − f̃x0 ) + ψhL(f0, f̃0)(fy0 − f̃
y
0 )

+ θ(f0, f̃0)(f0 − f̃0) · hL,

with

ϕhL = ϕhL(f0, f̃0) = hxL

ˆ 1

0
p′′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds

+ hyL

ˆ 1

0
q′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds

+ hxL (Ky + fy0 )
ˆ 1

0
q′′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds,

ψhL = ψhL(f0, f̃0) = hxL q
′ ◦ (Kx + f̃x0 ),

θ = θ(f0, f̃0) =
ˆ 1

0
(D2u+D2g) ◦ (K + f̃0 + s(f0 − f̃0)) ds.

First we deal with case 1. By similar arguments as in Lemma 3.4.7 we have ϕhL(f0, f̃0)
∈ Y2r−2−L ⊆ Y2k−2−L, ψhL(f0, f̃0) ∈ Yr−1−L ⊆ Yk−1−L. All the entries of the matrix θ(f0, f̃0)
belong to Y0. Also, it is clear that the quantities ‖ϕhL (f0, f̃0)‖2k−2−L, ‖ψ (f0, f̃0)‖k−1−L and
the ‖ · ‖Y0-norm of the entries of θ (f0, f̃0) are uniformly bounded for f0, f̃0 ∈ Σα

0,N , the norm
depending on α0 in the form ρmα0 for some m > 0 and depending linearly on αL.

Then, since hL is fixed, we get

‖AyhL, F (f0)−AyhL, F (f̃0)‖2r−L ¬ ‖ϕhL (f0, f̃0)‖2k−2−L ‖fx0 − f̃x0 ‖2r−2k+2

+ ‖ψhL (f0, f̃0)‖k−1−L ‖fy0 − f̃
y
0 ‖2r−k+1

+M‖hL‖DΣL−1,k ‖f0 − f̃0‖Σ0,k
¬M αL‖f0 − f̃0‖Σ0,k .

Similarly we also obtain ‖AyhL, F (f0)−AyhL, F (f̃0)‖2r−L ¬ M αL‖f0 − f̃0‖Σ0,k for cases 2 and
3, where in these cases we have ϕhL ∈ Yr−L−1, ψhL ∈ Yr−l−L and the entries of θ belong to
Y0. This proves that AhL, F is uniformly Lipschitz on Σα

0, N .
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Next we deal with JL,F . Recall that we have, for every L ∈ {1, . . . , r},

J xL, F (f0, . . . , fL−1) = ΛxL,R(fx0 , . . . , f
x
L−1),

J yL,F (f0, . . . , fL−1) = ΛyL,R(fy0 , . . . , f
y
L−1) + ΩL,F (f0, . . . , fL−1),

where ΛxL,R and ΛyL,R are given recursively in (3.3.6) and ΩL,F is given recursively in (3.3.7).

From (3.3.6), Λi1,R = 0 and, for L  2, one can check by induction that

ΛiL,R(f i1, . . . , f
i
L−1) =

L−1∑
j=1

PL, j f
i
j ◦R, i = x, y, (3.5.1)

where each function PL, j is a polynomial on the variable t.

Indeed, P2, 1(t) = −D2R(t) ∈ YN−2. Assuming (3.5.1) and applying the recurrence (3.3.6) we
have

ΛiL+1, R =
L−1∑
j=1

P ′L, j f
i
j ◦R+

L−1∑
j=1

PL, j f
i
j+1 ◦RDR− Lf iL ◦R (DR)L−1D2R

= P ′L, 1 f
i
1 ◦R+

L−1∑
j=2

(
P ′L, j + PL, j−1DR

)
f ij ◦R

+
(
PL,L−1DR− L(DR)L−1D2R

)
f iL ◦R.

We also have the recurrences

PL+1, 1(t) = P ′L, 1(t),

PL+1, j(t) = P ′L, j + PL, j−1DR, 2 ¬ j ¬ L− 1,

PL+1, L(t) = PL,L−1DR− L(DR)L−1D2R,

and then we also deduce by induction that PL, j = YN+j−1−L.

From this, it is clear that ΛL,R = (ΛxL,R, ΛyL,R) : Σα
L−1,N → Ys−N+1−L,s−L is linear and

bounded, so it is uniformly Lipschitz in Σα
L−1, N .

Also, from (3.3.7), one can see that ΩL,F is a polynomial operator on the variables f1, . . . , fL−1

having coefficients depending on f0.

When L = 1,

Ω1, F (f0)− Ω1, F (f̃0)

=DKx

ˆ 1

0
(p′′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds (fx0 − f̃x0 )

+DKy

ˆ 1

0
(q′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds (fx0 − f̃x0 )

+ (Ky + f̃y0 )DKx

ˆ 1

0
q′′ ◦ (Kx + f̃x0 + s(fx0 − f̃x0 )) ds (fx0 − f̃x0 )

+ (fy0 − f̃
y
0 )DKx q′ ◦ (Kx + fx0 )

+DKx

ˆ 1

0
(D2u+D2g) ◦ (K + f̃0 + s(f0 − f̃0)) ds (f0 − f̃0)
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and hence there exists M > 0 depending on F and α0 such that

‖Ω1, F (f0)− Ω1, F (f0)‖s−1 ¬M‖f0 − f̃0‖Σ0,N .

For L > 1, we decompose ΩL,F = Ω(1)
L,F + Ω(2)

L,F , where

Ω(2)
L,F = Ω(2)

L,F (f0, f1) = DLg ◦ (K + f0)(DK + f1)L,

and Ω(1)
L,F = ΩL,F − Ω(2)

L,F . The difference Ω(1)
L,F (f0, . . . , fL−1) − Ω(1)

L,F (f̃0, . . . , f̃L−1) is a sum

of terms of the form cL(f0, f̃0)Π, where Π is a product of factors among fx,yj , f̃x,yj and

fx,yj − f̃x,yj and such that cL(f0, f̃0)Π ∈ Ys−L. From (3.3.7) we estimate Ω(1)
L,F (f0, . . . , fL−1)−

Ω(1)
L,F (f̃0, . . . , f̃L−1) iteratively, where a part of it comes from

D[Ω(1)
L−1, F (f0, . . . , fL−2)− Ω(1)

L−1, F (f̃0, . . . , f̃L−2)].

When one differenciates formally the terms cL−1(f0)Π, the new terms cL−1(f0, f̃0)′Π and
cL−1(f0, f̃0)Π′ appear.

The factors of each function cL(f0, f̃0) are derivatives of Ki, f ij , f̃
i
j ,
´ 1

0 (Q1(Ki + f̃ i0 + s(f i0 −
f̃ i0)) ds (fx0 − f̃x0 ) and (Q2(Ki + f i0), where Q1, Q2 are polynomials (derivatives of p, q or u),
and the derivative of

ˆ 1

0
Dmg ◦ (K + f̃0 + s(f0 − f̃0)) ds (f0 − f̃0), m ¬ L− 1. (3.5.2)

When taking a derivative, each term generates several terms, each one having bigger order,
the same order or the same order minus one unit. The term Ω(2)

L,F is Lipschitz when L < r.
When L = r, it is continuous (in the given topology) since Drg isuniformly continuous in
closed balls.

On the other hand, when taking a derivative to Π we obtain terms which have the same
factors except one which is transformed to its derivative, that is, fx,yj is transformed to fx,yj+1

or fx,yj − f̃
x,y
j is transformed to fx,yj+1− f̃

x,y
j+1. In any case the order decreases by one unit so we

have that their ‖ · ‖s−L-norm is bounded by ML‖(f0, . . . , fL−1) − (f̃0, . . . f̃L−1)‖ΣL,N , where
the constant ML depends on α0, . . . , αL and F but not on the (f ij)

′s.

Next we introduce a convenient rescaling. Given γ > 0, let

Tγ(x, y) = (x, γ y). (3.5.3)

We define F̃ = T−1
γ ◦ F ◦ Tγ . If K and R are analytic maps associated to F , then the

corresponding analytic maps associated to F̃ will be given by K̃ = T−1
γ ◦ K and R̃ = R.

Concretely, the parameterizations of F̃ and K̃ with respect to the coefficients of F and K
will be given by

F̃ (x, y) =

x+ γcy

y

+

 0

γ−1 ak x
k + bl y x

l−1 + · · ·

 ,
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and

K̃(t) =

 t2 + · · ·
γ−1Ky

k+1 t
k+1 + · · ·

 , for case 1,

K̃(t) =

 t+ · · ·
γ−1Ky

l t
l + · · ·

 , for cases 2 and 3.

Lemma 3.5.3. Given a Cr map F satisfying the hypotheses of Theorem 3.2.1, there exist
ρ0 > 0 and a linear transformation Tγ as in (3.5.3) such that if ρ < ρ0, then the oper-
ator TL, F̃ : Σα

L,N → DΣL−1, N associated to F̃ = T−1
γ ◦ F ◦ Tγ, for L ∈ {0, . . . , r}, is

contractive with respect to the variable fL ∈ DΣα
L−1, N . Moreover, for a proper choice of

α = (α0, . . . , αL), TL, F̃ maps Σα
L,N into DΣαL

L−1, N , for each L ∈ {0, . . . r}.

Proof. By its definition, the operator TL,F satisfies

Lip TL,F (f0, . . . , fl−1, ·) ¬ max{‖(SxL,R)−1‖Lip N x
L, F (f0, . . . , fL−1, ·),

‖(SyL,R)−1‖Lip N y
L,F (f0, . . . , fL−1, ·)}.

(3.5.4)

From the estimates obtained in Lemmas 3.4.6 and 3.4.7 we have that the bounds of Lip NL,F
(f0, . . . , fL−1, ·) do not depend on L, and taking κ < 1 close to 1 the obtained bounds for
‖S−1

L,R‖ decrease as L increases, so that it holds

Lip TL,F (f0, . . . , fL−1, ·) ¬ Lip T0,F , ∀ L ∈ {0, . . . , r}.

Actually, this inequality is for the obtained bounds for the Lipschitz constants of the family
{TL,F }L. Note also that Lip T0, F does not depend on κ.

To prove the first part of the lemma we will find an appropriate map Tγ given in (3.5.3)
(that is, an appropriate value for γ) such that if the coefficients of F satisfy the hypotheses of
Theorem 3.2.1, then the corresponding operator TL, F̃ associated to F̃ = T−1

γ ◦F ◦Tγ satisfies
Lip TL, F̃ (f0, . . . , fL−1, ·) < 1.

We start by considering case 1. From (5.7.9) and the estimates obtained in Lemmas 3.4.6 and
3.4.7, given ν ∈ (0, (k − 1)|Rk|) there is ρ̃0 such that for ρ < ρ̃0 we have the bound

Lip TL, F̃ (f0, . . . , fL−1, ·) ¬ max
{(
ρk−1 +

1
ν

k − 1
2r − 2k + 2

)
γ |c|,

(
ρk−1 +

1
ν

k − 1
2r − k + 1

)
(γ−1 k ak +M ρ)

}
.

Clearly, the condition

max
{
γ
|c|
|Rk|

1
2r − 2k + 2

, γ−1 k ak
|Rk|

1
2r − k + 1

}
< 1, (3.5.5)

is sufficient to ensure that there exists 0 < ρ0 < ρ̃0 such that Lip TL,F̃ (f0, . . . , fl−1, ·)
< 1 for ρ < ρ0, since keeping κ fixed one can choose a value for ν close enough to (k−1)|Rk|.
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Then, taking γ =
√

k ak
c

2r−2k+2
2r−k+1 , condition (3.5.5) is given by

2k(k + 1)
(2r − 2k + 2)(2r − k + 1)

< 1,

which holds for any k  2 and r  3
2 k. Hence, if r  3

2 k, the operator TL, F̃ associated to

F̃ = T−1
γ ◦ F ◦ Tγ for the chosen value of γ satisfies Lip TL, F̃ (f0, . . . , fL−1, ·) < 1, for every

L ∈ {0, . . . , r}, provided that ρ < ρ0.

For cases 2 and 3 of the reduced form of F the result follows in a similar way choosing an
appropriate value for the parameter γ.

For case 2 we have, from (5.7.9) and the estimates obtained in Lemmas 3.4.6 and 3.4.7, that
the condition

max
{
γ
|c|
|Rl|

1
r − 2l + 2

, γ−1 (l − 1) |Ky
l bl|+ k ak
|Rl|

1
r − l + 1

,
|bl|
|Rl|

1
r − l + 1

}
< 1, (3.5.6)

is sufficient to ensure that there exists ρ0 > 0 such that Lip TL,F (f0, . . . , fl−1, ·) < 1 for
ρ < ρ0.

Then, taking γ =

√
(l−1) |Ky

l
bl|+k ak
c

r−2l+2
r−l+1 , condition (3.5.6) is given by

max
{ β

(r − 2l + 2)(r − l + 1)
(
(l − 1) +

c k ak
b2l

β
)
,

β

r − l + 1
}
< 1,

where β = 2l |bl|
|bl−
√
b2
l
+4 c ak l|

, which is the condition for F assumed for case 2.

For case 3 we have, again from (5.7.9) and the estimates obtained in Lemmas 3.4.6 and 3.4.7,
that the condition

max
{
γ
|c|
|Rl|

1
r − 2l + 2

, γ−1 (l − 1) |Ky
l bl|

|Rl|
1

r − l + 1
,
|bl|
|Rl|

1
r − l + 1

}
< 1, (3.5.7)

is sufficient to ensure that there exists ρ0 > 0 such that Lip TL,F (f0, . . . , fl−1, ·) < 1 for
ρ < ρ0.

Taking γ = |bl|
|c|

√
(l−1)(r−2l+2)
l(r−l+1) , condition (3.5.7) is given by

max
{ l(l − 1)

(r − 2l + 2)(r − l + 1)
,

l

r − l + 1
}
< 1,

that is,
l(l − 1)

(r − 2l + 2)(r − l + 1)
< 1,

which is the condition for F assumed for case 3.

Finally we prove that given a map F satisfying the hypotheses of Theorem 3.2.1 such that
the associated operators TL,F satisfy Lip TL,F (f0, . . . , fL−1, ·) < 1 for ρ < ρ0, one can find
a new ρ0, maybe smaller than the previous one, and a choice for the values α1, . . . , αr such
that, if ρ < ρ0, then TL,F maps Σα

L,N into DΣαL
L−1, N , for every L ∈ {0, . . . , r}.
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For later use, we estimate ‖TL,F (0, . . . , 0)‖DΣL−1, N . From Definition 3.4.5 of NL,F and the
definition of JL,F in (3.3.5) we have

NL,F (0, . . . , 0) = JL,F (0, . . . , 0) = (0, DL(g ◦K)).

Moreover DL(g ◦K)(t) = o(|t|s−L). Therefore, for every ε > 0, there is ρ0 > 0 such that if
ρ < ρ0, then

‖TL,F (0, . . . , 0)‖DΣL−1,N ¬ ‖(S
y
L,R)−1‖ ‖N y

L, F (0, . . . , 0)‖s−N+1−L, s−L

¬ ‖(SyL,R)−1‖ sup
t∈(0, ρ)

|DL(g ◦K)(t)|
ts−L

¬ ‖(SyL,R)−1‖ ε.
(3.5.8)

Next we proceed by induction. For L = 0, we have, for all f0 ∈ Σα0
0,N ,

‖T0, F (f0)‖Σ0, N ¬ ‖T0, F (f0)− T0,F (0)‖Σ0, N + ‖T0, F (0)‖Σ0, N
¬ α0 Lip T0, F + ‖T0, F (0)‖Σ0, N .

We need to see then that there exists ρ0 > 0 such that ‖T0, F (f0)‖Σ0, N ¬ α0 provided that
ρ < ρ0. Clearly this holds from the estimate obtained in (3.5.8) since we have Lip T0, F < 1,
and then one can take ρ0 such that α0 Lip T0, F + ‖T0,F (0)‖Σ0, N ¬ α0 for ρ < ρ0. Hence we
have T0, F (Σα0

0, N ) ⊆ Σα0
0, N .

Now, we take ρ1 < ρ0 and we denote by εL the quantity

εL = ‖TL,F (0, . . . , 0)‖DΣL−1, N , L ∈ {1, . . . , r},

taking as the domain of the functions of Σα
L,N the interval (0, ρ1).

Continuing with the induction procedure, for each L ∈ {1, . . . , r}, we decompose

‖TL,F (f0, . . . , fL)‖DΣL−1,N ¬ ‖TL,F (f0, . . . , fL)− TL,F (f0, . . . , fL−1, 0)‖DΣL−1,N

+ ‖TL,F (f0, . . . , fL−1, 0)− TL,F (0, . . . , 0)‖DΣL−1,N

+ ‖TL,F (0, . . . , 0)‖DΣL−1,N .

(3.5.9)

Also, from the definitions of TL,F and NL,F we have

TL,F (f0, . . . , fL−1, 0) = S−1
L,R ◦ NL,F (f0, . . . , fL−1, 0) = S−1

L,R ◦ JL,F (f0, . . . , fL−1).

Now we have to consider separately the cases L < r and L = r. For L < r we have, from
Lemma 3.5.2, that TL,F (f0, . . . , fL) is uniformly Lipschitz with respect to (f0, . . . , fL−1) in
Σα
L,N , and in particular,

Lip TL,F (·, 0) = Lip (S−1
L,R ◦ JL,F ).

Therefore, from (3.5.9) we have

‖TL,F (f0, . . . , fL)‖DΣL−1, N ¬ Lip TL,F (f0, . . . , fL−1, ·) ‖fL‖DΣL−1, N

+ Lip (S−1
L,R ◦ JL,F ) ‖(f0, . . . , fL−1)‖ΣL−1, N + ‖TL,F (0, . . . , 0)‖DΣL−1, N

¬ αL Lip TL,F (f0, . . . , fL−1, ·) + max {α0, . . . , αL−1}Lip (S−1
L,R ◦ JL,F ) + εL.

(3.5.10)
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Then we can choose a value for the radius αL of DΣαL
L−1, N to ensure that TL,F maps Σα

L,N

into DΣαL
L−1, N . Since we have Lip TL,F (f0, . . . , fL−1, ·) < 1, then taking

αL =
εL + Lip (S−1

L,R ◦ JL,F ) max {α0, . . . , αL−1}
1− Lip TL,F (f0, . . . , fL−1, ·)

,

we have, applying (3.5.10),

‖TL,F (f0, . . . , fL)‖DΣL−1, N ¬ αL,

for each (f0, . . . , fL) ∈ Σα
L,N , as we wanted to see.

For L = r we proceed in an analogous way, except for the fact that we use the decomposi-
tion T (1)

r, F + T (2)
r, F given in Lemma 3.5.2. Since T (1)

r, F is Lipschitz with respect to (f0, . . . , fr),
its contribution is as in the cases L < r. As we also have Tr, F (f0, . . . , fL−1, 0) = S−1

r,R ◦
Jr, F (f0, . . . , fr−1) and S−1

r,R is linear, we can denote T (i)
r, F (f0, . . . , fr−1, 0) = S−1

r,R◦J
(i)
r,F (f0, . . . , fr−1),

for i = 1, 2, with J (2)
r, F (f0, . . . , fr−1) = (0, Drg ◦ (K + f0)(DK + f1)r).

We proceed as in (3.5.9), but now for the second term of the sum we have, applying Lemma
3.5.2,

‖Tr, F (f0, . . . , fr−1, 0)−Tr, F (0, . . . , 0)‖DΣr−1, N

¬ Lip (S−1
r,R ◦ J

(1)
r, F ) ‖(f0, . . . , fr−1)‖Σr−1, N

+ ‖(Syr,R)−1‖‖Drg ◦ (K + f0)(DK + f1)r‖s−r.

To bound the quantity ‖Drg ◦ (K + f0)(DK + f1)r‖s−r, note that we have Drg(x, y)
= o(‖(x, y)‖0).

For case 1 of the reduced form of F we have (DK+ f1)r ∈ Yr and thus, for every ε > 0 there
is ρ0 such that if ρ < ρ0, then

‖Drg ◦ (K + f0)(DK + f1)r‖r = sup
t∈(0,ρ)

1
tr
|Drg ◦ (K + f0)(t)(DK + f1)r(t)| < ε.

Similarly, for cases 2 and 3 we have (DK + f1)r ∈ Y0 and

‖Drg ◦ (K + f0)(DK + f1)r‖0 = sup
t∈(0,ρ)

|Drg ◦ (K + f0)(t)(DK + f1)r(t)| < ε.

Then, for the chosen radius ρ1 we denote ε̂ = ‖Drg ◦ (K + f0)(DK + f1)r‖s−r and similarly
as in (3.5.10) we have

‖Tr, F (f0, . . . , fr)‖DΣr−1, N

¬ αr Lip Tr, F (f0, . . . , fr−1, ·) + max {α0, . . . , αr−1}Lip (Sr,R ◦ J (1)
r, F ) + εr + ε̂,

and therefore the statement of the lemma follows choosing

αr =
ε̂+ εr + Lip (S−1

r,R ◦ J
(1)
r,F ) max {α0, . . . , αr−1}

1− Lip Tr, F (f0, . . . , fr−1, ·)
.
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Remark 3.5.4. The value α0 denoting the radius of the ball Σα0
0, N , obtained previously, is

forced by the definition ofN0, F (and thus, of T0, N ). Indeed, since we will look for the invariant
curves of F as parameterizations of Σα0

0, N , their image must be contained in the domain where
F is Cr. This is not the case for the derivatives of the invariant curves, for which we do not
need to put a bound on them to have the operators well defined. Also, the definition of TL,F ,
for L ∈ {1, . . . , r} does not force any restriction to the size of the arguments f1, . . . , fL since
the dependence with respect to these variables is polynomial. The values α1, . . . , αr obtained
in Lemma 3.5.3 provide then upper bounds for the norms of the derivatives of the invariant
curves of F .

Finally, for the convenience of the reader, we recall the fiber contraction theorem [58] which
will be used in the proof of Theorem 3.2.1. We use a version of it stated in [26].

Theorem 3.5.5 (Fiber contraction theorem). Let Σ and DΣ be metric spaces, DΣ complete,
and Γ : Σ×DΣ→ Σ×DΣ a map of the form Γ(γ, ϕ) = (G(γ), H(γ, ϕ)). Assume that

(a) G has an attracting fixed point, γ∞ ∈ Σ,

(b) H is contractive with respect to the second variable, i.e., for all γ ∈ Σ, LipH(γ, ·)
< 1.

Let ϕ∞ ∈ DΣ be the fixed point of H(γ∞, ·).

(c) H is continuous with respect to γ at (γ∞, ϕ∞).

Then, (γ∞, ϕ∞) is an attracting fixed point of Γ.

3.6 Proofs of Theorems 3.2.1 and 3.2.4

We give next the proof of Theorems 3.2.1 and 3.2.4, where we use the setting and the results
obtained along the previous sections.

Proof of Theorem 3.2.1. Let F be as in the statement and Tγ , γ > 0, be defined by (3.5.3).
It is clear that given maps H and R, the triple (F, H, R) satisfies F ◦H = H ◦R if and only
if (F̃ , H̃, R̃) satisfies F̃ ◦ H̃ = H̃ ◦ R̃, where F̃ = T−1

γ ◦ F ◦ Tγ , H̃ = T−1
γ ◦ H and R̃ = R.

Clearly F and F̃ belong to the same case 1, 2 or 3 of the reduced form (3.1.2).

To prove the theorem, we shall look for ρ > 0 and a function H : (0, ρ)→ R2, with H(0) = 0
and H ∈ Cr(0, ρ), and a map of the form R(t) = t + RN t

N + R2N−1t
2N−1, with RN < 0,

such that
F ◦H = H ◦R, (3.6.1)

with N = k for case 1 of (3.1.2) and N = l for cases 2 and 3.

We take the value γ > 0 associated with F provided in Lemma 3.5.3, and we set F̃ =
T−1
γ ◦ F ◦ Tγ . Let F̃¬ be the Taylor polynomial of F̃ of degree r at the origin. Then it is a

polynomial of the form

F̃¬(x, y) =

x+ γ c y

y

+

 0

γ−1 ak x
k + bl y x

l−1 + h.o.t.

 .
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Since we assumed ak > 0 for cases 1 and 2 and bl < 0 for case 3, then by Theorem 2.2.1,
there exists, for each case, an analytic map K̃ and a polynomial R of the form R(t) =
t+RN t

N +R2N−1 t
2N−1, with RN < 0, satisfying F̃¬ ◦ K̃ − K̃ ◦R = 0.

Given such maps K̃ and R, we look for ρ > 0 and a function ∆ : (0, ρ)→ R2, ∆ ∈ Cr(0, ρ),
such that

F̃ ◦ (K̃ + ∆)− (K̃ + ∆) ◦R = 0. (3.6.2)

To do so, we consider the set of r equations described in (3.3.3) and (3.3.4). We take α =
(α0, . . . , αr) with α0 = min

{1
2 ,

d
2

}
, where d is the radius of a centered ball in R2 contained

in the domain where F̃ is of class Cr, and α1, . . . , αr given in Lemma 3.5.3. We also take
the value ρ > 0 associated to F̃ provided in Lemma 3.5.3.

Given such values of ρ and α, we take the function spaces Σα
L,N , for L ∈ {0, . . . , r}, with

domain (0, ρ) ⊂ R. Concretely, we look for a solution ∆ of (3.6.2) with ∆ ∈ Y2r−2k+2 ×
Y2r−k+1 for case 1 and ∆ ∈ Yr−2l+2 × Yr−l+1 for cases 2 and 3.

With the operators introduced in Definition 3.5.1, equation (3.3.3) can be written as

f0 = T0, F̃ (f0), f0 ∈ Σα
0, N , (3.6.3)

and each of the equations (3.3.4) can be written as

fL = TL, F̃ (f0, . . . , fL), (f0, . . . , fL) ∈ Σα
L,N ,

for L ∈ {1, . . . , L}, or equivalently, all of them together as a unique equation,

(f0, . . . , fr) = T ×
r, F̃

(f0, . . . , fr), (f0, . . . , fr) ∈ Σα
r,N . (3.6.4)

By Lemma 3.5.3 and the Banach fixed point theorem, T0, F̃ has an unique attracting fixed
point, f∞0 ∈ Σα

0,N , which is a solution of equation (3.6.3) and which ensures that there exists
a continuous solution, ∆∞, of (3.6.2). We will see next that in fact the solution f∞0 of (3.6.3)
is a function of class Cr.

We will proceed by induction. First we prove that f∞0 is C1.

Let us pick a C1 function f0
0 ∈ Σα0

0, N such that f0
1 := Df0

0 belongs to DΣα1
0, N . For simplicity

we take f0
0 = 0. Then we take the sequence (f j0 , f

j
1 ) = (T ×

1, F̃
)j(f0

0 , f
0
1 ). From the definition

of the operator T1, F̃ , we have

D(T0, F̃ (f0
0 )) = T1, F̃ (f0

0 , f
0
1 ). (3.6.5)

Applying (3.6.5) inductively we have that f j1 = Df j0 , for all j. Also, since f0
0 is C1 and

f0
1 = Df0

0 , all the iterates f j0 = (T0, F̃ )j(f0
0 ) are C1, and as we have said the sequence

converges in Σα0
0, N to f∞0 .

Again, by Lemma 3.5.3, the operator T1, F̃ : Σα
0,N × DΣα1

0,N → DΣα1
0, N is contractive with

respect to the variable f1 ∈ DΣα
0, N . Thus, T1, F̃ (f∞0 , ·) has a unique attracting fixed point,

f∞1 ∈ DΣα
0,N .

Moreover, by Lemma 3.5.2, T1, F̃ is continuous with respect to f0 at any point (f0, f1) ∈ Σα
1, N .

Hence, by the fiber contraction theorem, (f∞0 , f∞1 ) ∈ Σα
1, N is an attracting fixed point of T ×

1, F̃
,
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which means that the sequence f i1 = Df j0 converges in DΣ0, N . That is, f i1 converges uniformly
in C0(0, ρ) and therefore we have f∞1 = Df∞0 and thus, f∞0 ∈ C1(0, ρ).

Now, for every L ∈ {2, . . . , r}, we assume that there exists a unique attracting fixed point
of T ×

L−1, F̃
, given by (f∞0 , . . . , f∞L−1) ∈ Σα

L−1, N , such that f∞0 ∈ CL−1(0, ρ) and

f∞1 = Df∞0 , . . . , f∞L−1 = DL−1f∞0 .

We will see next that in fact f∞0 is of class CL.

Let us pick again the function f0
0 = 0 ∈ CL(0, ρ), and let us take also f0

1 := Df0
0 , . . . , f

0
L :=

DLf0
0 . Then we have (f0

0 , . . . f
0
L−1) ∈ Σα

L−1, N and f0
L ∈ DΣαL

L−1, N .

From the definition of the operator TL, F̃ , we have

D(TL−1, F̃ (f0
0 , . . . , f

0
L−1)) = TL, F̃ (f0

0 , . . . , f
0
L). (3.6.6)

Then let (f j0 , . . . , f
j
L) = (T ×

L,F̃
)j(f0

0 , . . . , f
0
L). Applying (3.6.6) inductively we have f j1 =

Df j0 , . . . , f
j
L = DLf j0 , for all j, and then the iterates (f j0 , . . . , f

j
L−1) = (T ×L−1, N )j(f0

0 , . . . , f
0
L−1)

are such that f jm ∈ CL−m, for m ∈ {0, . . . , L−1}. By the induction hypothesis, the sequence
(f j0 , . . . , f

j
L−1) converges in ΣL−1, N to the solution (f∞0 , . . . , f∞L−1) and

f∞1 = Df∞0 , . . . , f∞L−1 = DL−1f∞0 .

Also, applying Lemmas 3.5.2 and 3.5.3 and the fiber contraction theorem, the sequence f jL =
DLf j0 converges in DΣL−1, N . That is, f jL converges uniformly in C0(0, ρ) and therefore we
have f∞L = DLf∞0 and thus, f∞0 ∈ CL(0, ρ). In conclusion f∞0 ∈ Cr(0, ρ).

Finally, the Cr map H̃ = K̃ + ∆ with ∆ = f∞0 parameterizes the stable manifold of F̃ and
therefore it is Cr.

When F is C∞, to see that the stable manifold is C∞ we take r1 satisfying the hypotheses
of the theorem and r2 > r1. The previous proof provides H1 = Kr1 + ∆1 and H2 = Kr2 + ∆2

defined in (0, ρ1) and (0, ρ2) and of class Cr1 and Cr2 respectively that parameterize stable
manifolds W1 and W2. Theorem 4.1 of [25], which is proved by geometric methods, provides
the uniqueness of the stable manifold in this setting. If ρ2 < ρ1, since we deal with stable
manifolds we can extend W2 iterating by F−1 to recover W1. Then W1 is Cr2 for all r2 >
r1.

Finally, as a corollary of the previous results, we give a short proof of Theorem 3.2.4.

Proof of Theorem 3.2.4. We write the proof for case 1, the other cases being almost identical
except for some adjustements in the index n. We write F = F¬ + (0, g) where F¬ denotes
the Taylor polynomial of degree r of F . Then, from (3.2.2) we have

F (K̂(t))− K̂(R̂(t)) = F¬(K̂(t)) + (0, g(K̂(t)))− K̂(R̂(t)) = (O(tn+k), O(tn+2k−1)),

and thus, since g(K̂(t)) = o(t2r) and n ¬ 2r − 2k + 1, we have

F¬(K̂(t))− K̂(R̂(t)) = (O(tn+k), O(tn+2k−1)) + (0, O(t2r)) = (O(tn+k), O(tn+2k−1)).
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Clearly, F¬ is analytic and satisfies the hypotheses of Theorem 2.2.3. Then, there exists a
C1 map K : [0, ρ)→ R2, analytic in (0, ρ), and an analytic map R : (−ρ, ρ)→ R such that

F¬(K(t)) = K(R(t)), t ∈ [0, ρ),

and
K(t)− K̂(t) = (O(tn+1), O(tn+k)),

R(t)− R̂(t) =

 O(t2k−1) if n ¬ k,
0 if n > k.

Also, following the proof of Theorem 3.2.1, there exists a C1 map H : [0, ρ) → R2, H ∈
Cr(0, ρ), given by H = K + ∆, with ∆ = (O(t2r−2k+2), O(t2r−k+1)), ∆ ∈ Cr(0, ρ), such that

F (H(t)) = H(R(t)), t ∈ [0, ρ).

To complete the proof of the theorem, note that we have

H(t)− K̂(t) = K(t)− K̂(t) + ∆(t)

= (O(tn+1), O(tn+k)) + (O(t2r−2k+2), O(t2r−k+1)) = (O(tn+1), O(tn+k)).
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Chapter 4

Integral curves of planar vector
fields asymptotic to a parabolic
point

4.1 Introduction

The objective of this chapter is to use the results of existence of invariant curves for maps
obtained in Chapters 2 and 3 to present analogous results concerning the existence of invariant
curves of planar vector fields.

Let X : U ⊆ R2 → R2 be a vector field of class Cr of the form

X(x, y) =

cy + f1(x, y)

f2(x, y)

 (4.1.1)

with f1(x, y), f2(x, y) = O(‖(x, y)‖2). The origin is a critical point of parabolic type, con-
cretely with

DX(0, 0) =

0 c

0 0

 ,
and therefore the only eigenspace of DX(0, 0) is 〈(1, 0)〉.

We study the existence of solutions for the differential system (ẋ, ẏ) = X(x, y), where X is
of the form (4.1.1), that are asymptotic to the critical point at the origin. A neighbourhood
of the origin is contained in the center manifold, but in some cases there may exist solutions
of the differential equation that have the origin as α−limit or ω−limit. We also obtain a
representation of the dynamics inside the stable and unstable curves.

In the particular case of planar vector fields, an invariant curve is the image of a solution of
the vector field. Thus, the invariant curves of a planar vector field can be parametrized by the
time variable as solutions of the system. We will however consider the invariant manifolds as
planar curves parametrized by a real variable. We call this variable u to distinguish it form
the space variables (x, y) and from the time variable, t.
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As in the previous chapters, the superindices x and y on the symbol of a function or an
operator that takes values in R2 will denote the first and second components of its image,
respectively.

For our study we use the parameterization method for invariant manifolds, presented in
Section 2.2.2, but now slightly modified and adapted to the vector field setting. Concretely,
we look for a parameterization, K, and a one-dimensional vector field, Y , such that

X ◦K = DK · Y, (4.1.2)

with DK(0, 0) = (1, 0). Equation (4.1.2) expresses that at the range of K, the vector field X
is tangent to the range of K, and therefore, the image of K is invariant under the flow of X.
Moreover, the vector field Y is a representation of X restricted to the invariant manifold K.

Here we will not look directly for solutions K and Y that satisfy (4.1.2) by studying the
properties of (4.1.2) as a functional equation, as we did for the map case. We will instead
obtain the results for vector fields from the corresponding results for maps presented in
Chapters 2 and 3. The main tool we will use is the fact that the invariant curves of a vector
field are the same invariant curves of the map given by its time−t flow.

Similarly as with the maps described in Section 2.2.1, performing the change of variables
given by x̃ = x, ỹ = y + 1

c f1(x, y), (4.1.1) can be brought to the form

X(x, y) =

 cy

p(x) + yq(x) + u(x, y) + g(x, y)

 (4.1.3)

with c > 0, 2 ¬ k, l ¬ r, where p(x) = xk(ak + · · ·+ arx
r−k), q(x) = xl−1(bl + · · ·+ brx

r−l),
where u(x, y) is a polynomial containing the factor y2 and where g(x, y) = o(‖(x, y)r‖). We
denote (4.1.3) as the reduced form of X. We also consider the following three cases for this
reduced form depending on the indices k and l, analogous to the cases presented for maps:

• Case 1: k < 2l − 1 and ak 6= 0,

• Case 2: k = 2l − 1 and ak 6= 0, bl 6= 0,

• Case 3: k > 2l − 1 and bl 6= 0.

In order to deal with several cases at the same time we associate to X the integer N as N = k
in case 1 and N = l in cases 2 and 3.

The main results of this chapter are Theorems 4.5.1 and 4.5.2, concerning the existence of
analytic invariant curves of an analytic vector field of the form (4.1.3), and Theorems 4.5.3
and 4.5.4, concerning the existence of differentiable invariant curves. Since any vector field of
the form (4.1.1) is Cr-conjugate to a vector field of the form (4.1.3), the existence results given
in the main theorems also provide invariant manifolds for (4.1.1). As for the map case, we
cannot expect the invariant curves of X to have sharp regularity around a parabolic critical
point.

In Section 4.3 we provide an algorithm to obtain parameterizations of approximations of the
invariant curves of X.

In Section 4.4 we present some results about the connections between a vector field X of the
form (4.1.3) and its time−t flow, ϕt.
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Finally we present the main results of the chapter in Section 4.5. The results are stated for the
stable curves. The existence of the unstable ones is obtained from the corresponding study of
the stable curves of −X. Moreover, using the conjugations (x, y) 7→ (±x,±y) one can obtain
the local phase portraits and the location of the local invariant manifolds of X depending on
the studied cases.

The existence results 4.5.2 and 4.5.3 presented in Section 4.5 could also be obtained from the
results for maps of [25] using the tools presented in Section 4.4. However, our setting based
on the parameterization method and the results for maps from Chapters 2 and 3 allows to
state Theorems 4.5.1 and 4.5.4 as a posteriori results and to provide an effective algorithm
to compute an approximation of a parameterization of the invariant manifolds of X.

4.2 Preliminary results

In this short section we introduce some preliminary results about vector fields and flows that
will be used later on.

Given a vector field X : U ⊆ Rn → Rn, we denote by ϕ(t, x) its flow. First, we recall the
properties of ϕ in the two following well known results (see for example [69]),

Theorem 4.2.1. Let X be a vector field of class Cr, r  1, defined in an open set, U ⊂ Rn.

(a) For each point x ∈ U , there exists an interval, Ix, where a unique maximal integral curve
of X passing through x, ϕx : Ix → U , is defined. That is, ϕx satisfies in Ix the differential

equation
dy

dt
= X(y), y(0) = x.

(b) If y = ϕx(t), for some t ∈ Ix, then

Iy = Ix − t = {τ − t | τ ∈ Ix},

and ϕy(s) = ϕx(t+ s), for all s ∈ Iy.

(c) The set D = {(t, x) | x ∈ U, t ∈ Ix} ⊆ Rn+1 is open, and the mapping ϕ : D → Rn
defined as ϕ(t, x) = ϕx(t) is of class Cr in D.

Theorem 4.2.2. Let X : U ⊂ Rn → Rn be a vector field, X ∈ C1(U). If x ∈ U and
Ix = (ω−x , ω

+
x ) is such that ω+

x <∞ (resp. ω−x > −∞), then ϕx(t) tends to ∂U when t→ ω+
x

(resp. when t→ ω−x ). That is, for each compact K ⊂ U there exists ε = ε(K) > 0 such that
if t ∈ [ω+

x − ε, ω+
x ) (resp. t ∈ (ω−x , ω

−
x + ε]), then ϕx(t) /∈ K.

As a consequence of Theorem 4.2.1, the flow ϕ(t, x) of a vector field X : U ⊂ Rn → Rn
defines a map, ϕt : V → Rn, where V is an open subset of U that depends on t, such that
ϕt ∈ Cr(U), and where ϕt is given by ϕt(x) = ϕ(t, x). We call ϕt the time−t flow of X.

We will refer to the flow of a given vector field X as ϕ(t, x), ϕx(t) or ϕt(x) to emphasize in
each case the dependence on the variable we are interested in.

In the next result we show that under suitable conditions, a vector field and its time-t flow
have the same invariant manifolds.
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Proposition 4.2.3. Let X1 : U1 ⊂ Rn → Rn, X2 : U2 ⊂ Rm → Rm be vector fields of class
C1, where n ¬ m, and let ϕ1 : D1 ⊂ Rn+1 → Rn, ϕ2 : D2 ⊂ Rm+1 → Rm be their flows,
respectively. Let K : U1 → U2 be a map of class C1. Then,

X2(K(x)) = DK(x)X1(x), ∀ x ∈ U1,

if and only if
ϕ2(t,K(x)) = K(ϕ1(t, x)), ∀ (t, x) ∈ D1.

Proof. We define, for each x ∈ U1, the functions

α(t) = K(ϕ1(t, x)), β(t) = ϕ2(t,K(x)).

Observe that

β′(t) =
∂

∂t
ϕ2(t,K(x)) = X2(ϕ2(t,K(x))) = X2(β(t)),

and we also have, using (4.2.3),

α′(t) =
∂

∂t
K(ϕ1(t, x)) = DK(ϕ1(t, x))X1(ϕ1(t, x)) = X2(K(ϕ1(t, x))) = X2(α(t)).

Moreover, α(0) = β(0) = K(x). We have then that for each x ∈ U1, α(t) and β(t) are
functions satisfying the same differential equation and with the same initial condition, and
thus α(t) ≡ β(t).

To see (4.2.3), since we assume α(t) ≡ β(t), we have α′(t) ≡ β′(t), and then

DK(ϕ1(t, x))X1(ϕ1(t, x)) = X2(ϕ2(t,K(x))), ∀ (t, x) ∈ D1.

In particular for t = 0 we have DK(x)X1(x) = X2(K(x)), for all x ∈ U1.

4.3 Formal polynomial approximation of a parameterization
of the invariant curves

In this section we present analogous results to the ones in Section 2.3, but in this case
concerning planar vector fields.

Concretely, we consider Cr vector fields X of the form (4.1.3) and we provide algorithms,
depending on the cases 1, 2 or 3, to obtain a polynomial map Kn and a one-dimensional
vector field, Yn, that are approximations of solutions K and Y of the invariance equation

X ◦K = DK · Y. (4.3.1)

As in Section 2.3, the two components of Kn will have different order and different degree,
and the index n has to be seen as an induction index. Therefore, higher values of n mean
better approximation.

The obtained approximations correspond to formal invariant curves. They correspond to
stable curves when the coefficient Yk (case 1) or Yl (cases 2, 3) of Yn in the statements below
are negative. When those coefficients are positive they would correspond to unstable curves.
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The parameterizations obtained in the propositions below have a completely analogous form
to the parameterizations obtained for maps in Section 2.3. Also, the obtained form of the
one-dimensional vector field Yn, namely Yn(u) = YNu

N + Y2N−1u
2N−1, is the normal form

of a one-dimensional vector field around a parabolic singularity [70].

Proposition 4.3.1 (Case 1). Let X be a Cr vector field of the form (4.1.3) with 2 ¬ k ¬ r.
Assume that k < 2l − 1 and ak > 0. Then, for all 2 ¬ n ¬ 2(r − k + 1), there exist two
polynomials, Kn, and two vector fields Yn, of the form

Kn(u) =

 u2 + · · ·+Kx
nu

n

Ky
k+1u

k+1 + · · ·+Ky
n+k−1u

n+k−1


and

Yn(u) =

{
Yku

k if 2 ¬ n ¬ k,
Yku

k + Y2k−1u
2k−1 if n  k + 1,

such that
Gn(t) := X(Kn(u))−DKn(u) · Yn(u) = (O(un+k), O(un+2k−1)). (4.3.2)

For the first pair we have

Ky
k+1 = −

√
2 ak

c (k + 1)
, Yk = −

√
c ak

2(k + 1)
=
c

2
Ky
k+1,

and for the second one

Ky
k+1 =

√
2 ak

c (k + 1)
, Yk =

√
c ak

2(k + 1)
=
c

2
Ky
k+1.

If X is C∞ or analytic, one can compute the polynomial approximation Kn up to any order.

Remark 4.3.2. The algorithm described in the proof of this and the next propositions can
be implemented in a computer program to calculate R and the expansion of Kn.

Notation. Along the proof, given a Cr one-variable map f , we will denote [f ]n, 0 ¬ n ¬ r,
the coefficient of the term of order n of the jet of f at 0.

Proof. We will see that we can determine Kn and Yn iteratively.

For n = 2, we claim that there exist polynomials K2(u) = (u2, Ky
k+1 u

k+1) and Y2(u) = Yk u
k,

such that G2(u) = F (K2(u))−DK2 · Y2(u) = (O(uk+2), O(u2k+1)).

Indeed, from the expansion of G2 we have

G2(u) =

 cKy
k+1u

k+1 − 2Ykuk+1

aku
2k − (k + 1)Ky

k+1Yku
2k +O(u2k+1)

 ,
so, if the conditions

cKy
k+1 − 2Yk = 0, ak − (k + 1)Ky

k+1Yk = 0,
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are satisfied, then we clearly have G2(u) = (O(u2+k), O(u2k+1)), and we obtain the values of
Ky
k+1 and Yk given in the statement.

Now we assume that we have already obtained polynomials Kn and Yn, 2 ¬ n < 2(r− k+ 1)
such that (4.3.2) holds true, and we look for

Kn+1(u) = Kn(u) +

Kx
n+1 u

n+1

Ky
n+k u

n+k

 , Yn+1(u) = Yn(u) + Yn+k−1 u
n+k−1,

such that Gn+1(u) = (O(un+k+1), O(un+2k)).

Using Taylor’s theorem, we write

Gn+1(u) = X(Kn(u) + (Kx
n+1 u

n+1, Ky
n+k u

n+k))

− (DKn(u) +D(Kx
n+1 u

n+1, Ky
n+k u

n+k)) · (Yn(u) + Yn+k−1 u
n+k−1)

= Gn(u) +DX(Kn(u)) · (Kx
n+1 u

n+1, Ky
n+k u

n+k)

+
ˆ 1

0
(1− s)D2X(Kn(u) + s(Kx

n+1 u
n+1, Ky

n+k u
n+k)) ds (Kx

n+1 u
n+1, Ky

n+k u
n+k)⊗2

−D(Kx
n+1 u

n+1, Ky
n+k u

n+k) · Yn(u)−DKn+1(u) · Yn+k−1u
n+k−1.

Performing the computations in the previous expression we have

Gn+1(u) = Gn(u)+

 [cKy
n+k − (n+ 1)YkKx

n+1 − 2Yn+k−1]un+k +O(un+k+1)

[k akKx
n+1 − (n+ k)YkK

y
n+k − (k + 1)Ky

k+1 Yn+k−1]un+2k−1 +O(un+2k)

 .
(4.3.3)

Since, by the induction hypothesis, Gn(u) = (O(un+k), O(un+2k−1)), to complete the induc-
tion step we need to make [Gxn+1]n+k and [Gyn+1]n+2k−1 vanish.

From (4.3.3) we have

[Gxn+1]n+k = [Gxn]n+k + cKy
n+k − (n+ 1)YkKx

n+1 − 2Yn+k−1,

[Gyn+1]n+2k−1 = [Gyn]n+2k−1 + k akK
x
n+1 − (n+ k)YkK

y
n+k − (k + 1)Ky

k+1 Yn+k−1.

Thus, the conditions [Gxn+1]n+k = [Gyn+1]n+2k−1 = 0 are equivalent to−(n+ 1)Yk c

k ak −(n+ k)Yk

Kx
n+1

Ky
n+k

 =

 −[Gxn]n+k + 2Yn+k−1

−[Gyn]n+2k−1 + (k + 1)Ky
k+1 Yn+k−1

 . (4.3.4)

If n 6= k the matrix in the left hand side of (4.3.4) is invertible, so we can take Yn+k−1 = 0
and then obtain Kx

n+1 and Ky
n+k in a unique way. When n = k, the determinant of the matrix

is zero. Then, choosing

Y2k−1 =
2k Yk [Gxn]2k + c [Gyn]3k−2

2 (3k + 1)Yk
,

system (4.3.4) has solutions. In this case, however,Kx
k+1 andKy

2k are not uniquely determined.
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Proposition 4.3.3 (Case 2). Let X be a Cr vector field of the form (4.1.3), with r  k  2.

We assume k = 2l−1, ak 6= 0, bl 6= 0 and ak > −
b2l
4cl . If ak < 0 we assume also ak 6= 1−2l

(3l−1)2
b2l
c .

Then, for all 1 ¬ n ¬ r− 2l+ 2 = r− k+ 1, there exist two polynomials, Kn, and two vector
fields, Yn, of the form

Kn(u) =

 u+ · · ·+Kx
nu

n

Ky
l u

l + · · ·+Ky
n+l−1u

n+l−1

 (4.3.5)

and

Yn(u) =

{
Ylu

l if 1 ¬ n ¬ l − 1,

Ylu
l + Y2l−1u

2l−1 if n  l,
(4.3.6)

such that
Gn(u) := X(Kn(u))−DKn(u) · Yn(u) = (O(un+l), O(un+2l−1)).

For the first pair we have

Ky
l =

bl −
√
b2l + 4 c ak l

2 c l
, Yl =

bl −
√
b2l + 4 c ak l

2l
= cKy

l ,

and for the second one

Ky
l =

bl +
√
b2l + 4 c ak l

2 c l
, Yl =

bl +
√
b2l + 4 c ak l

2l
= cKy

l .

If ak = 1−2l
(3l−1)2

b2l
c one can compute the coefficients of Kn and Yn up to n = l− 1. If X is C∞

or analytic, one can compute those coefficients up to any order, except when ak = 1−2l
(3l−1)2

b2l
c .

Proposition 4.3.4 (Case 3). Let X be a Cr vector field of the form (4.1.3), with r  l  2.
Assume k > 2l− 1, bl 6= 0 Then, for all 1 ¬ n ¬ r − 2l+ 2, there exist two polynomials, Kn,
and two vector fields, Yn, of the form (4.3.5) and (4.3.6) respectively, such that

Gn(u) := X(Kn(u))−DKn(u) · Yn(u) = (O(un+l), O(un+2l−1)).

We have
Ky
l =

bl
c l
, Yl =

bl
l

= cKy
l .

If we further assume that k ¬ r and ak 6= 0, then for 1 ¬ n ¬ r− (k− l)l− 2l+ 1 there exists
another pair, Kn and Yn, with

Kn(u) =

 u+ · · ·+Kx
nu

n

Ky
k−l+1u

k−l+1 + · · ·+Ky
n+k−lu

n+k−l


and

Yn(u) =

{
Yk−l+1u

k−l+1 if 2 ¬ n ¬ k − l,
Yk−l+1u

k−l+1 + Y2(k−l)+1u
2(k−l)+1 if n  k − l + 1,
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such that

Gn(u) := X(Kn(u))−DKn(u) · Yn(u) = (O(un+k−l+1), O(un+k)).

We have
Ky
k−l+1 = −ak

bl
, Yk−l+1 = cKy

k−l+1.

If F is C∞ or analytic, one can compute the polynomial approximations Kn up to any order.

The proofs of Propositions 4.3.3 and 4.3.4 are analogous to the one of Proposition 4.3.1.

4.4 From vector fields to flows

In this section we present some features of the relationship between a vector field X of the
form (4.1.3) and its time−t flow, ϕt.

We recall the notation for maps introduced in Section 2.2.1 of Chapter 2. We consider maps
F : U → R2, F ∈ Cr(U), of the form

F (x, y) =

 x+ c y

y + p(x) + yq(x) + u(x, y) + g(x, y)

 , (4.4.1)

with p(x) = xk(ak + · · · + arx
r−k), q(x) = xl−1(bl + · · · + brx

r−l), 2 ¬ k, l ¬ r, and where
u(x, y) is a polynomial of degre r with the factor y2, and g(x, y) = o(‖(x, y)‖r). For such
maps we consider the three cases 1, 2 and 3 already defined in Section 2.2.1. Of course the
three cases distinguished for (4.4.1) and the ones of (4.1.3) are completely analogous.

Along this section we will see, roughly speaking, that if X is a vector field of the form (4.1.3),
then its time−t flow ϕt has analogous properties to the corresponding map of the form (4.4.1).
Actually, we have that

Dϕt(0, 0) =

1 ct

0 1

 ,
and thus ϕt has a nilpotent parabolic fixed point at (0, 0). The properties concerning the map
ϕt (or ϕ1) that we are interested in are collected in Corollary 4.4.5. Such corollary is proved
as a consequence of the following Lemmas 4.4.1 and 4.4.4, which contain many tedious but
straightforward computations.

We will also show that a given approximation of a parameterization of an invariant curve of
X is also an approximation of a parameterization of an invariant curve of the time−t flow ϕt
(Lema 4.4.7).

Lemma 4.4.1. Let X : U ∈ R2 → R2 be a vector field in a neighborhood U of (0, 0) of the
form (4.1.3). Then, its time−t flow, ϕ : D → R2, where D = {(t, x) | x ∈ U, t ∈ Ix}, has the
form

ϕ(t, x, y) =

x+ cty + p1(t, x) + yq1(t, x) + u1(t, x, y) + g1(t, x, y)

y + p2(t, x) + yq2(t, x) + u2(t, x, y) + g2(t, x, y)
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where, for i = 1, 2, pi is a polynomial of degree r on the variable x, qi is a polynomial of
degree r−1 on the variable x, ui is a polynomial of degree r on the variables (x, y) containing
the factor y2 and gi(t, x, y) = o(‖(x, y)‖r).

Moreover, if k > l, we have

p1(t, x) = 1
2cakt

2xk +O(xk+1), q1(t, x) = 1
2cblt

2xl−1 +O(xl),

p2(t, x) = aktx
k +O(xk+1), q2(t, x) = bltx

l−1 +O(xl),

and if k ¬ l, we have

p1(t, x) = 1
2cakt

2xk +O(xk+1), q1(t, x) = O(xk−1),

p2(t, x) = aktx
k +O(xk+1), q2(t, x) = O(xk−1).

Proof. By Theorem 4.2.1, the flow ϕt is of class Cr in U . Thus in a neighborhood of 0, ϕt
can be written as

ϕt(x, y) =

ϕxt (x, y)

ϕyt (x, y)

 =

∑i+j¬r a
x
ij(t)x

iyj + o(‖(x, y)‖r)∑
i+j¬r a

y
ij(t)x

iyj + o(‖(x, y)‖r)

 .
By its definition, ϕt satisfies

ϕt(x, y) = (x, y) +
ˆ t

0
X(ϕs(x, y)) ds, (t, x, y) ∈ D. (4.4.2)

Since (0, 0) is a critical point of X, then ϕt(0, 0) = (0, 0), and hence ax00(t) ≡ ay00(t) ≡ 0.

From (4.4.2), for the second component of ϕt we have

ϕyt (x, y) = y +
ˆ t

0
p
( r∑
i+j=1

axij(s)x
iyj
)
ds+

ˆ t

0

( r∑
i+j=1

ayij(s)x
iyj
)
q
( r∑
i+j=1

axij(s)x
iyj
)
ds

+
ˆ t

0
u
( r∑
i+j=1

axij(s)x
iyj ,

r∑
i+j=1

ayij(s)x
iyj
)
ds+ o(‖(x, y)‖r).

(4.4.3)

In order to analyze each term of (4.4.3) we define

ξs,1(x, y) := p
( r∑
i+j=1

axij(s)x
iyj
)
,

ξt,2(x, y) :=
( r∑
i+j=1

ayij(s)x
iyj
)
q
( ∑
i+j¬r

axij(s)x
iyj
)
,

ξt,3(x, y) := u
( r∑
i+j=1

axij(s)x
iyj ,

r∑
i+j=1

ayij(s)x
iyj
)
,
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and then from the properties of p, q and u, we have

ξs,1(x, y) = akx
k(ax10(s))k + akyx

k−1(ax10(s))k−1ax01(s) +O(xk+1) + yO(xk) +O(y2), (4.4.4)

ξs,2(x, y) =
( r∑
i+j=1

ayij(s)x
iyj
) [
blx

l−1(ax10(s))l−1 +O(xl) + bly
l−1(ax01(s))l−1 +O(yl)

+ blyx
l−2(ax10(s))l−2ax01(s) + yO(xl−1)

]
=
( r∑
i=1

ayi0(s)xi
) [
blx

l−1(ax10(s))l−1 +O(xl) + bly
l−1(ax01(s))l−1 +O(yl)

+ blyx
l−2(ax10(s))l−2ax01(s) + yO(xl−1)

]
+ blyx

l−1ay01(s)(ax10(s))l−1 + yO(xl),
(4.4.5)

ξys,3(x, y) =
[( r∑
i=1

ayi0(s)xi
)2 + 2

( r∑
i=1

ayi0(s)xi
)
y(ay01(s) +O(‖(x, y)‖))

+O(y2)
][
C(s) +O(‖(x, y)‖)

]
, (4.4.6)

where C(s) is some function of s.

Note that from (4.4.3), since k, l  2, we have

ϕyt (x, y) =
r∑

i+j=1

ayij(t)x
iyj + o(‖(x, y)‖r) = y +O(‖(x, y)‖2),

and hence
ay10(t) ≡ 0, ay01(t) ≡ 1, (4.4.7)

and concerning ϕxt we have

ϕxt (x, y) = x+
ˆ t

0
c ϕys(x, y) ds = x+ cx

ˆ t

0
ay10(s) ds+ cy

ˆ t

0
ay01(s) ds+O(‖(x, y)‖2)

= x+ cty +O(‖(x, y)‖2),
(4.4.8)

and
ax10(t) ≡ 1, ax01(t) = ct. (4.4.9)

Now, let at(x) denote the nonlinear polynomial terms of ϕyt (x, y) containing only powers of x,
and let ybt(x) denote the nonlinear polynomial terms of ϕyt of the form yO(x). We can write
then ϕyt (x, y) = y + at(x) + ybt(x) +O(y2) + o(‖(x, y)‖r). Let us define also the polynomial

As(x) =
r∑
i=1

ayi0(s)xi.

From the expressions of ξys,1, ξys,2, and ξys,3, and the values obtained in (4.4.7) and (4.4.9), at
and bt can be written as

at(x) = aktx
k + bltx

l−1
ˆ t

0
As(x) ds+

ˆ t

0
(As(x))2 ds+ h.o.t., (4.4.10)
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bt(x) =


bltx

l−1 + akc
t2

2 x
k−1 + blcx

l−2
´ t

0 As(x)s ds+ 2
´ t

0 As(x) ds+ h.o.t. (if l  3),

bltx
l−1 + akc

t2

2 x
k−1 + blcx

l−2
´ t

0 As(x)s ds+ 2
´ t

0 As(x) ds

+blcl−1
´ t

0 As(x)sl−1 ds+ h.o.t. (if l = 2).
(4.4.11)

We prove next that at(x) = aktx
k +O(xk+1). From (4.4.7) we have As(x) = O(x2) and thus

at(x) = aktx
k +O(xm), m = min{l + 1, 4}.

If k = l = 2, then we are done. If k  3 we have then at(x) = O(x3) which implies that
ay20(t) ≡ 0. But with this assumption we have then As(x) = O(x3) and

at(x) = aktx
k +O(xm), m = min{l + 2, 6}

If k < min{l + 2, 6}, then we are done. If not, we have then, min{l + 2, 6}  4 and at(x) =
O(x4), which implies that ay30(t) ≡ 0. We repeat this process successively and we obtain
ayi0(t) ≡ 0 for i = 0, . . . , k− 1, ayk0(t) = akt. Note that in particular this implies that we have

As(x) = aktx
k +O(xk+1). (4.4.12)

Next we deal with bt(x). With the expression given in (4.4.11) and the properties of As(x) in
(4.4.12) we have, both for l = 2 and l  3,

bt(x) = bltx
l−1 +O(xk−1). (4.4.13)

Recall that we have ϕyt (x, y) = y + at(x) + ybt(x) + O(y2) + o(‖(x, y)‖r). Then, if k > l,
from (4.4.13) we have bt(x) = bltx

l−1 +O(xl) and the statement of the lemma concerning the
component ϕyt is proved.

If k ¬ l, then we have ϕyt (x, y) = y + aktx
k +O(xk+1) + yO(xk−1) +O(y2).

Note also that for the case k > l we have obtained ayl−1,1(t) = blt.

Finally we go back to the first component of the flow, ϕxt . From (4.4.8) we obtain directly

ϕxt (x, y) = x+ cty + 1
2cakt

2xk +O(xk+1) + 1
2cblt

2yxl−1 + yO(xl) +O(y2), if k > l,

ϕxt (x, y) = x+ cty + 1
2cakt

2xk +O(xk+1) + yO(xk−1) +O(y2), if k ¬ l,

as we wanted to see.

Remark 4.4.2. Note that if k ¬ l, then k < 2l − 1 and we are in case 1.

A very simplified version of the previous lemma gives the following property in dimension
one,

Remark 4.4.3. Let Y be a Cr one-dimensional vector field of the form Y (u) = anu
n +

O(un+1), with n ¬ r. Then its time−t flow has the form ϕt(u) = u+ an(t)un + O(un+1), as
a direct consequence of the fact that ϕt(u) = u+

´ t
0 Y (ϕs(u)) ds.

In the next lemma we show that the reduced form of the flow of a vector field X of the form
(4.1.3) is actually of the form (4.4.1).

77



Lemma 4.4.4. Let F : U ∈ R2 → R2 be a map of class Cr in a neighborhood U of 0, of the
form

F (x, y) =

x+ cy + f1(x, y)

y + f2(x, y)

 , (4.4.14)

with c 6= 0, f1(x, y), f2(x, y) = O(‖(x, y)‖2).

Consider the Cr change of variables T : U → R2 given by explicitely by its inverse by

T−1(x, y) = (x, y + 1
cf1(x, y)) (4.4.15)

Then, the map F̃ := T−1 ◦ F ◦ T has the form

F̃ (x, y) =

 x+ cy

y + f3(x, y)

 , (4.4.16)

where f3(x, y) = O(‖(x, y)‖2). Moreover,

(a) If f1 and f2 are of the form

f1(x, y) = axkx
k +O(xk+1) + bxl yx

l−1 + yO(xl) +O(y2),

f2(x, y) = aykx
k +O(xk+1) + byl yx

l−1 + yO(xl) +O(y2),
(4.4.17)

for some l  2, k  l, then f3 is of the form

f3(x, y) = aykx
k +O(xk+1) + byl yx

l−1 + yO(xl) +O(y2). (4.4.18)

(b) If f1 and f2 are of the form

f1(x, y) = aykx
k +O(xk+1) + yO(x) +O(y2),

f2(x, y) = aykx
k +O(xk+1) + yO(x) +O(y2),

(4.4.19)

for some k  2, then f3 is of the form

f3(x, y) = aykx
k +O(xk+1) + yO(x) +O(y2). (4.4.20)

Proof. From the relation F̃ ◦ T−1 = T−1 ◦ F , a simple computation shows that F̃ is of the
form (4.4.16). Actually, if F̃ is as in (4.4.16), then we have

F̃ (T−1(x, y)) =

 x+ cy + f1(x, y)

y + 1
cf1(x, y) + f3(x, y + 1

cf1(x, y))

 ,
and

T−1(F (x, y)) =

 x+ cy + f1(x, y)

y + 1
cf1(x, y) + f2(x, y)

 .
To prove (a), we assume that f3 is of the form (4.4.18) and we see that f3(x, y + 1

cf1(x, y))
is of the form (4.4.17) given for f2.
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We have

f3(x, y + 1
cf1(x, y)) = aykx

k +O(xk+1) + byl (y + 1
cf1(x, y))xl−1 + (y + 1

cf1(x, y))O(xl)

+O((y + 1
cf1(x, y))2)

= aykx
k +O(xk+1) + byl yx

l−1 + by
l
c (O(xk) + yO(xl−1) +O(y2))xl−1

+ yO(xl) + 1
c (O(xk) + yO(xl−1) +O(y2))O(xl) +O((y + 1

cf1(x, y))2)

= aykx
k +O(xk+1) + byl yx

l−1 + yO(xl) +O((y + 1
cf1(x, y))2).

(4.4.21)

Also, we have

(y + 1
cf1(x, y))2 = y2 + 2

cy(O(xk) + yO(xl−1) +O(y2)) + 1
c2 (O(xk) + yO(xl−1) +O(y2))2

= O(x2k) + yO(xk) +O(y2).
(4.4.22)

Then, if k  l, from (4.4.21) and (4.4.22), we have

f3(x, y + 1
2f1(x, y)) = aykx

k +O(xk+1) + byl yx
l−1 + yO(xl) +O(y2),

as the form given for f2 in (4.4.17).

To prove statement (b), note that it is a generalization of statement (a). Analogously as in
(4.4.21) we have

f3(x, y + 1
cf1(x, y)) = aykx

k +O(xk+1) + yO(x) +O((y + 1
cf1(x, y))2), (4.4.23)

with (y + 1
cf1(x, y))2 as in (4.4.22). Hence, from (4.4.23) and (4.4.22), we get

f3(x, y + 1
2f1(x, y)) = aykx

k +O(xk+1) + yO(x) +O(y2),

as the form given for f2 in (4.4.19).

As a consequence of the previous lemmas we obtain the following corollary, which shows how
one can relate the coefficients of a vector field X of the form (4.1.3) with the coefficients of
the reduced form of its time−1 flow.

Corollary 4.4.5. Let X : U → R2 be a vector field of the form (4.1.3) and let ϕ1 be its
time−1 flow. Consider the map T given in (4.4.15) and define ϕ̃1 = T−1 ◦ ϕ1 ◦ T . Then, ϕ̃1

is of the form (4.4.1). Moreover, if X is in case 1, then the coefficient ak and the index k
are the same for ϕ̃1. If X is in case 2 or 3, the coefficients ak and bl and the indices k and
l are the same for ϕ̃1. In particular, the cases are preserved from the expression of X to the
expression of ϕ̃1

Proof. It is a direct consequence of Lemmas 4.4.1 and 4.4.4. Putting t = 1 in Lemma 4.4.1, we
have that the second component of the map ϕ1 has the same form as the second component
of the map F given in (4.4.1). Then, applying Lemma 4.4.4 one has that ϕ̃1 = T ◦ϕ1 ◦ T has
the whole form (4.4.1) with the stated properties.

Even if it is understood by the context, we remark that we have called ϕ̃1 = T−1 ◦ϕ1 ◦T the
reduced form of ϕ1.
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Remark 4.4.6. Note that if X is in case 1, the values l and bl may be different from
the respective ones in ϕ̃1, but in that case those coeffcients are not relevant concerning the
existence of invariant curves of X asymptotic to (0, 0).

Finally, in the following lemma we show that a formal approximation of a parameterization
of an invariant curve of a vector field X of the form (4.1.3) is also a formal approximation
of the same order of a parameterization of the corresponding invariant curve of the time−t
map, ϕt, of X.

Lemma 4.4.7. Let X : U ∈ R2 → R2 be a vector field of class Cr in a neighborhood U of 0
of the form (4.1.3), and let K̂ : (−ρ, ρ)→ R2 and Ŷ = (−ρ, ρ)→ R be an analytic map and
an analytic vector field, respectively, satisfying

K̂(u) =

 (u2, K̂y
k+1u

k+1) + (O(u3), O(uk+2)) case 1,

(u, K̂y
l u

l) + (O(u2), O(ul+1)) cases 2, 3,

and Ŷ (u) = ŶNu
N +O(uN+1), and such that

F (K̂(u))−DK̂(u)Ŷ (u) = (O(un), O(un+N−1)), (4.4.24)

for some n  2 in case 1 or n  1 in cases 2, 3.

Let φt and ϕt be the time−t flows of X and Ŷ , respectively, and assume that they are defined
for all t ∈ [−1, 1].

Then,
φt(K̂(u))− K̂(ϕt(u)) = (O(un), O(un+N−1)), u ∈ (0, ρ),

uniformly for all t ∈ [−1, 1].

Proof. We define E(u) = X(K̂(u))−DK̂(u) · Ŷ (u), ε(t, u) = φ(t, K̂(u))− K̂(ϕ(t, u)) and

g(t, u) =
|εx(t, u)|
un

+
|εy(t, u)|
un+N−1 ,

for t ∈ [−1, 1] and u ∈ (0, ρ), and we see that there exists a constant M > 0 such that
supt∈[−1,1] supu∈(0,ρ) g(t, u) ¬M .

By the properties of the flows φ and ϕ we have

ε(t, u) =
ˆ t

0

∂

∂s
[φ(s, K̂(u))− K̂(ϕ(s, u))] ds

=
ˆ t

0
[X(φ(s, K̂(u)))−DK̂(ϕ(s, u)) · Ŷ (ϕ(s, u))] ds

=
ˆ t

0
[X(φ(s, K̂(u)))−X(K̂(ϕ(s, u)))] ds+

ˆ t

0
[X(K̂(ϕ(s, u)))−DK̂(ϕ(s, u)) · Ŷ (ϕ(s, u))] ds

=
ˆ t

0
[X(φ(s, K̂(u)))−X(K̂(ϕ(s, u)))] ds+

ˆ t

0
E(ϕ(s, u)) ds.

(4.4.25)
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By the mean value theorem we also have

X(φ(s, K̂(u)))−X(K̂(ϕ(s, u))) =
ˆ 1

0
DX(γ(s, u, ν)) dν [φ(s, K̂(u)))− K̂(ϕ(s, u)]

=
ˆ 1

0
DX(γ(s, u, ν)) dν ε(s, u),

(4.4.26)

where
γ(s, u, ν) = ν φ(s,K(u)) + (1− ν)K(ϕ(s, u)).

Summarising, from (4.4.25) and (4.4.26), we have

|ε(t, u)| ¬ ( sup
ν∈[0,1]

sup
s∈[−1,1]

|DX(γ(s, u, ν))|)
ˆ t

0
|ε(s, u)| ds+

ˆ t

0
|E(ϕ(s, u))| ds, u ∈ (0, ρ),

(4.4.27)
where the absolute value is taken component by component, and the absolute value of a
matrix denotes the matrix of its absolute values.

By the properties of the flows φt and ϕt around the critical point at the origin (see Lemma
4.2.3 and Remark 4.4.3), we have

φt(x, y) = O(‖(x, y)‖), ϕt(u) = O(u),

and then by the form of K̂ we have γ(s, u, ν) = (O(u2), O(uk+1)) (case 1) and γ(s, u, ν) =
(O(u), O(ul)) (cases 2, 3). Finally, by the form of X we have, for some positive constants c1,
c2, c3,

sup
ν∈[0,1]

sup
s∈[−1,1]

|DX(γ(s, u, ν))| ¬

 0 c

c1|u|2k−2 c3|u|2l−2

 , u ∈ (0, ρ), (case 1),

sup
ν∈[0,1]

sup
s∈[−1,1]

|DX(γ(s, u, ν))| ¬

 0 c

c1|u|k−1 + c2|u|2l−2 c3|u|l−1

 , u ∈ (0, ρ), (cases 2, 3).

Then, using (4.4.27) and the estimates above we can bound each of the components of ε(t, u)
as follows. For case 1 we have

|εx(t, u)| ¬ c
ˆ t

0
|εy(s, u)| ds+

ˆ t

0
|Ex(ϕ(s, u))| ds,

|εy(t, u)| ¬ c1|u|2k−2
ˆ t

0
|εx(s, u)| ds+ c3|u|2l−2

ˆ t

0
|εy(s, u)| ds+

ˆ t

0
|Ey(ϕ(s, u))| ds.

By hypothesis we have E(u) = (O(un), O(un+N−1)) and thus also

E(ϕ(t, u)) = (O(un), O(un+N−1)).

Then, taking into account, by the definition of g, that |εx(t, u)| ¬ |u|ng(t, u) and |εy(t, u)| ¬
|u|n+k−1g(t, u), we can write

g(t, u) ¬ 1
|u|n

ˆ t

0
|Ex(ϕ(s, u))|+ 1

|u|n+k−1

ˆ t

0
|Ey(ϕ(s, u))| ds

+ (uk−1 + c1u
k−1 + c3u

2l−2)
ˆ t

0
g(s, u) ds

¬ M̃ + (uk−1 + c1u
k−1 + c3u

2l−2)
ˆ t

0
g(s, u) ds, t ∈ [−1, 1], u ∈ (0, ρ).
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Finally, applying Gronwall’s lemma, we have

g(t, u) ¬ M̃ exp{(uk−1 + c1u
k−1 + c3u

2l−2) t}, t ∈ [−1, 1], u ∈ (0, ρ),

and hence,
sup

t∈[−1,1]
sup

u∈(0,ρ)
g(t, u) ¬ M̃ exp((1 + c1)ρk−1 + c3ρ

2l−2) < M,

as we wanted to see.

Similarly, for cases 2 and 3 we get

|εx(t, u)| ¬ c
ˆ t

0
|εy(s, u)| ds+

ˆ t

0
|Ex(ϕ(s, u))| ds,

|εy(t, u)| ¬ (c1|u|k−1 + c2|u|2l−1)
ˆ t

0
|εx(s, u)| ds+ c3|u|l−1

ˆ t

0
|εy(s, u)| ds+

ˆ t

0
|Ey(ϕ(s, u))| ds,

and E(ϕ(t, u)) = (O(un), O(un+N−1)).

In particular, for case 3, since we have k > 2l − 1 we can write

|εy(t, u)| ¬ c2|u|2l−1
ˆ t

0
|εx(s, u)| ds+ c3|u|l−1

ˆ t

0
|εy(s, u)| ds+

ˆ t

0
|Ey(ϕ(s, u))| ds.

In these cases we have |εx(t, u)| ¬ |u|ng(t, u) and |εy(t, u)| ¬ |u|n+l−1g(t, u) and then we
write

g(t, u) ¬ 1
|u|n

ˆ t

0
|Ex(ϕ(s, u))|+ 1

|u|n+l−1

ˆ t

0
|Ey(ϕ(s, u))| ds

+ (ul−1 + c1u
k−1 + c2u

2l−2 + c3u
l−1)
ˆ t

0
g(s, u) ds

¬ M̃ + (ul−1 + c1u
k−1 + c2u

2l−2 + c3u
2l−2)

ˆ t

0
g(s, u) ds, t ∈ [−1, 1], u ∈ (0, ρ).

Applying Gronwall’s lemma, we have

g(t, u) ¬ M̃ exp{(ul−1 + c1u
k−1 + c2u

2l−2 + c3u
2l−2) t}, t ∈ [−1, 1], u ∈ (0, ρ),

and hence,

sup
t∈[−1,1]

sup
u∈(0,ρ)

g(t, u) ¬ M̃ exp(ρl−1 + a1ρ
k−1 + c2ρ

2l−2 + c3ρ
2l−2) < M, (case 1),

sup
t∈[−1,1]

sup
u∈(0,ρ)

g(t, u) ¬ M̃ exp(ρl−1 + c2ρ
2l−2 + c3ρ

2l−2) < M, (cases 2, 3).

4.5 Existence of stable curves

In this section we introduce the main results of the chapter, which are Theorems 4.5.1 and
4.5.2, concerning analytic vector fields, and Theorems 4.5.3 and 4.5.4, concerning Cr vector
fields. In the proofs of these theorems we will refer recurrently to the Theorems 2.2.1, 2.2.3,
3.2.1 and 3.2.4 stated in Chapter 2 and Chapter 3, respectively.
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4.5.1 The analytic case

In the following results we provide the existence and regularity of stable curves asymptotic
to the critical point at the origin for analytic vector fields of the form (4.1.3).

Theorem 4.5.1 is an a posteriori result which shows that, given an approximation of a param-
eterization of a stable curve of X, there exists a true stable curve close to this approximation.
In Propositions 4.3.1, 4.3.3 and 4.3.4 we showed that one can compute explicitely such ap-
proximation.

In Theorem 4.5.2 we obtain the existence of an analytic stable curve of X without having
an approximation of it and we give an expression of the restricted dynamics on the invariant
curve, where we recover the normal form of a one-dimensional vector field around a parabolic
singularity given by Takens in [70].

Theorem 4.5.1. Let X : U ⊂ R2 → R2 be an analytic vector field in a neighborhood U of
(0, 0) of the form (4.1.3), and let K̂ : (−ρ, ρ)→ R2 and Ŷ = (−ρ, ρ)→ R be an analytic map
and an analytic vector field, respectively, satisfying

K̂(u) =

 (u2, K̂y
k+1u

k+1) + (O(u3), O(uk+2)) case 1,

(u, K̂y
l u

l) + (O(u2), O(ul+1)) cases 2, 3,

and Ŷ (u) = ŶNu
N +O(uN+1), with ŶN < 0, and such that

X(K̂(u))−DK̂(u) · Ŷ (u) = (O(un+N ), O(un+2N−1)), (4.5.1)

for some n  2 in case 1 or n  1 in cases 2, 3.

Then, there exists a C1 map K : [0, ρ) → R2, analytic in (0, ρ), and an analytic vector field
Y : (−ρ, ρ)→ R such that

X(K(u)) = DK(u) · Y (u), u ∈ [0, ρ) (4.5.2)

and
K(u)− K̂(u) = (O(un+1), O(un+N )),

Y (u)− Ŷ (u) =

 O(u2k−1) if n ¬ k
0 if n > k

case 1,

Y (u)− Ŷ (u) =

 O(u2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.

Proof. We write the proof for case 1, the other cases being almost identical except for some
adjustments on the indices of the coefficients of K̂ and Ŷ .

Let us first define the maps Ǩ and Y̌ as follows. If n ¬ k we define Ǩ(u) = K̂(u) +∑k+1
j=n+1 K̂j(u), with K̂j(u) = (K̂x

j u
j , K̂y

j+k−1u
j+k−1), and Y̌ (u) = Ŷ (u) + Ŷ2k−1u

2k−1, where

the coefficients K̂x
j , K̂y

j+k−1 and Ŷ2k−1 are obtained imposing the condition

X(Ǩ(u))−DǨ(u) · Y̌ (u) = (O(u2k+1), O(u3k)).

83



Proceeding as in Proposition 4.3.1 one can obtain K̂j iteratively. We denote Kj(u) = K̂(u) +∑j
m=n+1 K̂m(u) and Yj(u) = Ŷ (u) + Ŷj(u), where Ŷj(u) = δj,k+1Ŷ2k−1u

2k−1. In the iterative
step we have

X(Kj(u))−DKj(u) · Yj(u) = (O(uj+k), O(uj+2k−1)).

Then, similarly as in Proposition 4.3.1, applying Taylor’s Theorem, we have

X(Kj(u) + K̂j+1(u))−D(Kj(u) + K̂j+1(u)) · (Ŷ (u) + Ŷj(t))

= X(Kj(u))−DKj(u) · Ŷ (u) +DX(Kj(u)) · K̂j+1(u)

+
ˆ 1

0
(1− s)D2X(Kj(u) + s(K̂j+1(u))) ds (K̂j+1(u))⊗2

−DK̂j+1(u) · Yn(u)−D(Kj(u) + K̂j+1(u)) · Ŷj(u),

and the condition X(Kj+1(u)) − DKj+1(u) · Yj+1(u) = (O(uj+k+1), O(uj+2k)) leads to the
same equation (4.3.4), which we solve in the same way. Otherwise, if n > k we take Ǩ = K̂
and Y̌ = Ŷ . We also denote n0 = k + 1 if n ¬ k and n0 = n if n > k.

We have then,
X(Ǩ(u))− Ǩ(Y̌ (u)) = (O(un0+k), O(un0+2k−1)).

Let φt and ϕ̌t be the flows of X and Y̌ , respectively. Without loss of generality we assume
that φt and ϕ̌t are defined for t ∈ [−1, 1], as we already remarked. By Lemma 4.4.7, we have

φt(Ǩ(u))− Ǩ(ϕ̌t(u)) = (O(un0+k), O(un0+2k−1)), u ∈ [0, ρ),

uniformly for all t ∈ [−1, 1]. In particular, for t = 1 we have

φ1(Ǩ(u))− Ǩ(ϕ̌1(u)) = (O(un0+k), O(un0+2k−1)), u ∈ [0, ρ).

Next we consider the map T−1 given in (4.4.15) and we take φ̃1 = T−1 ◦ φ1 ◦ T . By the form
of T−1, and using Taylor’s theorem, we have

φ̃1(T−1(Ǩ(u)))− T−1(Ǩ(ϕ̌1(u))) = T−1(φ1(Ǩ(u))− T−1(Ǩ(ϕ̌1(u)))

= DT−1(Ǩ(ϕ̌1(u)))(φ(Ǩ(u))− Ǩ(ϕ̌1(u))) + h.o.t.

= (O(un0+k), O(un0+2k−1)).

Moreover, by Corollary 4.4.5, φ̃1 satisfies the hypotheses of Theorem 2.2.3, and also, by
Remark 4.4.3 we have that ϕ̌1 is of the form ϕ̌1(u) = u+ Ŷku

k +O(uk+1). Then, by Theorem
2.2.3, there exist a map G : [0, ρ)→ R2, analytic in (0, ρ), and an analytic map R : (−ρ, ρ)→
R, such that φ̃1 ◦G = G ◦R, with

G(u)− T−1Ǩ(u) = (O(un0+1), O(un0+k)), (4.5.3)

and R(u) ≡ ϕ̌1(u).

Finally, taking K = T ◦G we have

φ1(K(u)) = K(ϕ̌1(u)), u ∈ [0, ρ), (4.5.4)
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which means that K is a parameterization of the stable manifold of φ1, where φ1 is the
time−1 flow of X and ϕ̌1 is the time−1 flow of Y̌ . Moreover, such K is unique once we fixed
the approximation K̂.

Next we define At(u) = φ(−t,K(ϕ̌(t, u))), for t ∈ [0, 1], and using (4.5.4) we have

At(ϕ̌(1, u)) = φ1(−t,K(ϕ̌(t, ϕ̌(1, u)))) = φ(−t,K(ϕ̌(1, ϕ̌1(t, u))))

= φ(−t, φ1(1,K(ϕ̌(t, u)))) = φ(1, φ(−t,K(ϕ̌(t, u)))) = φ(1, At(u)),

that is, At(u) also satisfies (4.5.4), concretely with φ1(At(u)) = At(ϕ̌1(u)). As a consequence,
by the uniqueness of K, we have that K = At for all t ∈ [0, 1], and thus,

φt(K(u)) = K(ϕ̌t(u)), u ∈ [0, ρ), t ∈ [0, 1].

Then, by Proposition 4.2.3 it holds that

X(K(u)) = DK(u) · Y̌ (u), u ∈ [0, ρ),

and the statement (4.5.2) is proved taking Y = Y̌ .

Finally, from (4.5.3) and the form of T , we have, using Taylor’s theorem,

K(u)− Ǩ(u) = T (G(u))− Ǩ(u) = DT (G(u))(T−1(Ǩ(u))−G(u)) + h.o.t.

= (O(un0+1), O(un0+k)),

and therefore, in the case when n > k, we obtain

K(u)− K̂(u) = K(u)− Ǩ(u) = (O(un0+1), O(un0+k)) = (O(un+1), O(un+k)).

Otherwise, if n ¬ k we have then

K(u)− K̂(u) = K(u)− Ǩ(u) + Ǩ(u)− K̂(u) = K(u)− Ǩ(u) +
k+1∑
j=n+1

K̂j(u)

= (O(un0+1), O(un0+k)) + (O(un+1), O(un+k))

= (O(uk+2), O(u2k+1)) + (O(un+1), O(un+k)) = (O(un+1), O(un+k)).

Similarly, we obtain the estimates for Y − Ŷ , where Y = Y̌ . Indeed, if n > k we have
Y − Ŷ = Y̌ − Y̌ = 0. If n ¬ k we have Y − Ŷ = Y̌ − Ŷ = Y̌ − Y̌ + Ŷ2k−1u

2k−1 = O(u2k−1).

The C1 character of K at the origin follows from the order condition of K at 0.

Theorem 4.5.2. Let X : U ⊂ R2 → R2 be an analytic vector field in a neighborhood U of
(0, 0) of the form (4.1.3). Assume the following hypotheses according to the different cases:

(case 1) ak > 0, (case 2) ak > 0, bl 6= 0, (case 3) bl < 0.

Then, there exists a C1 map K : [0, ρ)→ R2, analytic in (0, ρ), such that

K(u) =

 (u2,Ky
k+1u

k+1) + (O(u3), O(uk+2)), case 1,

(u,Ky
l u

l) + (O(u2), O(ul+1)), cases 2, 3,
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with Ky
k+1 = −

√
2ak

c(k+1) for case 1, Ky
l =

bl−
√
b2
l
+4 c ak l

2 c l for case 2 and Ky
l = bl

cl for case 3,

and a polynomial one-dimensional vector field Y of the form Y (u) = YNu
N + Y2N−1u

2N−1,
with Yk = c

2K
y
k+1 for case 1 and Yl = cKy

l for cases 2, 3, such that

X(K(u)) = DK(u) · Y (u), u ∈ [0, ρ).

Proof. For case 1, we consider the maps Kn and Yn provided in Proposition 4.3.1, for some
n  k + 1. Concretely we take Yn(u) = Yku

k + Y2k−1u
2k−1. The coefficients Ky

k+1 and Yk of
these maps are the ones provided in the statement, and moreover, Kn and Yn clearly satisfy
the hypotheses of Theorem 4.5.1 required for K̂ and Ŷ , respectively. Thus, by Theorem
4.5.1, there exists a C1 map K : [0, ρ) → R2, analytic in (0, ρ), and an analytic vector field
Y : (−ρ, ρ)→ R such that

X(K(u)) = DK(u) · Y (u), u ∈ [0, ρ),

and also, since n  k + 1, we have Y (u) ≡ Yn(u) = Yku
k + Y2k−1u

2k−1. Also, it is clear that
K has the form (4.5.2) since we have K(u)−Kn(u) = (O(un+1), O(un+N )).

Again, the C1 character of K at the origin follows from the order condition of K at 0.

The proof for cases 2 and 3 follows in an analogous way using Propositions 4.3.3 and 4.3.4,
respectively.

4.5.2 The differentiable case

Next Theorem 4.5.3 concerns the existence of a stable curve of a vector field X of the form
(4.1.3), asymptotic to 0, in the case when X is of class Cr. It is well known that the integral
curves of a Cr vector field are also Cr. Hence, to prove the existence of a Cr stable curve
of a vector field X of the form (4.1.3), it would be sufficient to show that there exists an
integral curve of X asymptotic to 0. For this reason, to use our method based on finding
an integral curve of X by knowing the existence of an invariant curve of the time−1 flow
ϕ1 of X, it is sufficient to have a continuous stable curve, K, of ϕ1. The existence of such a
stable curve for the corresponding class of maps is alerady proved in [25], and therefore the
results of this section can be deduced from the ones of that paper. However, here we have
used the parameterization method and we present a proof of Theorem 4.5.3 based on the
results presented in Section 3. As in the analytic case, we also provide an a posteriori result
(Theorem 4.5.4).

Theorem 4.5.3. Let X : U ⊂ R2 → R2 be a Cr vector field in a neighborhood U of (0, 0) of
the form (4.1.3) with r  3.

Assume the following hypotheses according to the different cases:

• (case 1) ak > 0 and r  3
2 k,

• (case 2) ak > 0, bl 6= 0, r > k and

max
{ β

(r − 2l + 2)(r − l + 1)
(
2l(l − 1) +

c k ak
b2l

β
)
,

2l β
r − l + 1

}
< 1,

where β = 2l |bl|
|bl−
√
b2
l
+4 c ak l|

.
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• (case 3) bl < 0, r > 2l − 1 and l(l−1)
(r−2l+2)(r−l+1) < 1.

Then, there exists a C1 map H : [0, ρ)→ R2, H ∈ Cr(0, ρ), of the form

H(u) =

 (u2, Hy
k+1u

k+1) + (O(u3), O(uk+2)), case 1,

(u,Hy
l u

l) + (O(u2), O(ul+1)), cases 2, 3,

with Hy
k+1 = −

√
2ak

c(k+1) for case 1, Hy
l =

bl−
√
b2
l
+4 c ak l

2 c l for case 2 and Hy
l = bl

cl for case 3,

and a polynomial one-dimensional vector field Y of the form Y (u) = YNu
N + Y2N−1u

2N−1,
with Yk = c

2H
y
k+1 for case 1 and Yl = cHy

l for cases 2, 3, such that

X(H(u)) = DH(u) · Y (u), u ∈ [0, ρ).

If the vector field X is C∞ then the parameterization H is C∞ in (0, ρ).

Proof. We write the proof for case 1, the other cases being almost identical except for some
adjustements in the indices of the coefficients of H and Y . We write X = X¬ + (0, g) where
X¬ denotes the Taylor polynomial of degree r of X. Then, by Theorem 4.5.2, there exist a
C1 map K : [0, ρ)→ R2, analytic in (0, ρ), such that

K(u) = (u2,Ky
k+1u

k+1) + (O(u3), O(uk+2)),

with Ky
k+1 = −

√
2ak

c(k+1) , and a polynomial one-dimensional vector field Y of the form Y (u) =

Yku
k + Y2k−1u

2k−1, with Yk = c
2K

y
k+1 such that

X¬(K(u)) = DK(u) · Y (u), u ∈ [0, ρ).

Next let us define φt as the time−t flow of X, φ¬t as the time−t flow of X¬, and ϕt as the
time−t flow of Y . Without loss of generality we assume that those flows are defined for all
t ∈ [−1, 1]. By Proposition 4.2.3 we have

φ¬t (K(u)) = K(ϕt(u)), u ∈ [0, ρ), t ∈ [−1, 1],

and therefore, putting t = 1,

φ¬1 (K(u)) = K(ϕ1(u)), u ∈ [0, ρ). (4.5.5)

Also, by the definition and the properties of the flow φt we have

φt(x, y) = (x, y) +
ˆ t

0
X(φs(x, y)) ds = (x, y) +

ˆ t

0
X¬(φs(x, y)) ds+

ˆ t

0
(0, g(φs(x, y))) ds

= φ¬t (x, y) + (0, ḡt(x, y)),

where φ¬t is analytic in U and ḡt is a function of class Cr in U with ḡt(x, y) = o(‖(x, y)‖r),
for each t ∈ [−1, 1].

From (4.5.5) we have that K is an analytic invariant curve of the map φ¬1 . Next we look
for a Cr invariant curve, H, of the map φ1, given by H = K + ∆, with ∆ ∈ Cr(0, ρ) and
∆(u) = (O(u2r−2k+2), O(u2r−k+1)). To do so we proceed as in the proof of Theorem 3.2.1.
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We consider the map T given in (4.4.15) and we take φ̃1 = T−1◦φ1◦T and φ̃¬1 = T−1◦φ¬1 ◦T .
By Corollary 4.4.5 and taking into account the hypotheses on the coefficients stated for X, φ̃1

satisfies the hypotheses of Theorem 3.2.1, and φ̃¬1 satisfies the hypotheses of Theorem 2.2.1.
Also, composing by T−1 in (4.5.5), we have that K̃ := T−1 ◦K is an analytic map in (0, ρ)
that satisfies

φ̃¬1 (K̃(u)) = K̃(ϕ1(u)), u ∈ [0, ρ).

Then, following the proof of Theorem 3.2.1, there exist ∆̃ ∈ Cr(0, ρ), with ∆̃(u) = (O(u2r−2k+2),
O(u2r−k+1)), such that H̃ = K̃ + ∆̃ satisfies

φ̃1(H̃(u)) = H̃(ϕ1(u)), u ∈ [0, ρ).

Therefore, taking ∆ = T ◦ ∆̃ and H = T ◦ H̃ = K + ∆ we have

φ1(H(u)) = H(ϕ1(u)), u ∈ [0, ρ),

which means that H is a parameterization of an invariant curve of φ1. Also, such H is unique
once we fixed K, and by the same argument as in the proof of Theorem 4.5.1 we have

φt(H(u)) = H(ϕt(u)), u ∈ [0, ρ), t ∈ [0, 1].

Finally, applying again Proposition 4.2.3 we have

X(H(u)) = DH(u) · Y (u), u ∈ [0, ρ).

Note also that by the form of T we have ∆(u) = T (∆̃(u)) = (O(u2r−2k+2), O(u2r−k+1)), and
the coefficients of H and Y are the ones in the statement since we have H(u) − K(u) =
(O(u2r−2k+2), O(u2r−k+1)), and thus, Hy

k+1 = Ky
k+1 and Yk = c

2K
y
k+1. Also, the C1 character

of H at the origin follows from the order condition of K at 0.

Theorem 4.5.4. Let X : U ⊂ R2 → R2 be a Cr vector field satisfying the hypotheses of
Theorem 4.5.3 and let K̂ : (−ρ, ρ)→ R2 and Ŷ = (−ρ, ρ)→ R be analytic maps satisfying

K̂(u) =

 (u2, K̂y
k+1u

k+1) + (O(u3), O(uk+2)) case 1,

(u, K̂y
l u

l) + (O(u2), O(ul+1)) cases 2, 3,

and Ŷ (u) = ŶNu
N +O(uN+1), ŶN < 0, such that

F (K̂(u))− K̂(u) · Ŷ (u) = (O(un+N ), O(un+2N−1)), (4.5.6)

for some 2 ¬ n ¬ 2r − 2k + 1 in case 1 or 1 ¬ n ¬ r − 2l + 1 in cases 2, 3.

Then, there exists a C1 map H : [0, ρ) → R2, H ∈ Cr(0, ρ), and an analytic vector field
Y : (−ρ, ρ)→ R such that

F (H(u)) = H(u) · Y (u), u ∈ [0, ρ)

and
H(t)− K̂(t) = (O(tn+1), O(tn+N )),

Y (u)− Ŷ (u) =

 O(u2k−1) if n ¬ k
0 if n > k

case 1,

Y (u)− Ŷ (u) =

 O(u2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.
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Proof. We write the proof for case 1, the other cases being almost identical except for some
adjustments on the indices of the coefficients of K̂ and Ŷ . We write X = X¬ + (0, g) where
X¬ denotes the Taylor polynomial of degree r of X. Then, from (4.5.6) we have

X(K̂(u))−DK̂(u)·Ŷ (u) = X¬(K̂(u))+(0, g(K̂(u)))−DK̂(u)·Ŷ (t) = (O(un+k), O(un+2k−1)),

and thus, since g(K̂(u)) = o(u2r) and n ¬ 2r − 2k + 1, we have

X¬(K̂(u))− K̂(u) · Ŷ (u) = (O(un+k), O(un+2k−1)) + (0, O(u2r)) = (O(un+k), O(un+2k−1)).

Clearly, X¬ is analytic and satisfies the hypotheses of Theorem 4.5.1. Then, there exists a
C1 map K : [0, ρ)→ R2, analytic in (0, ρ), and an analytic vector field Y : (−ρ, ρ)→ R such
that

X¬(K(u)) = DK(u) · Y (u), u ∈ [0, ρ),

and
K(u)− K̂(u) = (O(un+1), O(un+k)),

Y (u)− Ŷ (u) =

 O(u2k−1) if n ¬ k,
0 if n > k.

Also, following the proof of Theorem 4.5.3, there exists a C1 map H : [0, ρ) → R2, H ∈
Cr(0, ρ), given by H = K + ∆, with ∆ = (O(u2r−2k+2), O(u2r−k+1)), such that

X(H(u)) = DH(u) · Y (u), u ∈ [0, ρ).

To complete the proof of the theorem, note that we have

H(u)− K̂(u) = K(u)− K̂(u) + ∆(u)

= (O(un+1), O(un+k)) + (O(u2r−2k+2), O(u2r−k+1)) = (O(un+1), O(un+k)).

Again, the C1 character of H at the origin follows from the order condition of K at 0.
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Chapter 5

Whiskered parabolic tori with
nilpotent part. Map case.

5.1 Introduction

The objective of this chapter is to study the existence and regularity of invariant manifods of
analytic maps asymptotic to an invariant parabolic torus where its complementary dimension
is two.

We consider analytic maps G : U × Td × Λ→ R2 × Td of the form

G(x, y, θ, λ) =


x+ c(θ, λ)y + f1(x, y, θ, λ)

y + f2(x, y, θ, λ)

θ + ω + f3(x, y, θ, λ)

 , (5.1.1)

with (x, y) ∈ U ⊂ R2, θ ∈ Td, ω ∈ Rd, λ ∈ Λ ⊂ Rm, and with f1(x, y, θ, λ), f2(x, y, θ, λ) =
O(‖(x, y)‖2), and f3(x, y, θ, λ) = O(‖(x, y)‖).

By simple changes of variables, similarly as in Section 2.2.1 of Chapter 2, such maps can be
brought to the form

F (x, y, θ, λ) =


x+ c(θ, λ)y

y + ak(θ, λ)xk +A(x, y, θ, λ)

θ + ω + dp(θ, λ)xp +B(x, y, θ, λ)

 , (5.1.2)

with k  2, p  1, where A(x, y, θ, λ) = y O(‖(x, y)‖k−1) + O(‖(x, y)‖k+1), B(x, y, θ, λ) =
y O(‖(x, y)‖p−1) +O(‖(x, y)‖p+1), and where c(θ, λ) has positive mean, namely c̄ > 0.

The set
T = {(0, 0, θ) ∈ U × Td}

is an invariant torus of F , that is, for all λ ∈ Λ, F (T , λ) ⊂ T . We say that T is a parabolic
torus with nilpotent part because the top-left 2× 2 box of the matrix DF (0, 0, θ) is1 c(θ, λ)

0 1

 .
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In this chapter we study the existence and regularity of (d+1)-dimensional invariant manifolds
of analytic maps of the form (5.1.2). Such maps are, in some sense, a generalization of the
maps studied in Chapters 2 and 3 because they present an analogous form when restricted
to the first two components, that here represent the dynamics in the directions normal to T .

We use similar methods to the ones used in [7] for the study of the existence of invariant
manifolds of analytic maps defined on Rn×Td, and where the first n×n box of the linear part
is equal to the identity. There, applications to the study of the planar (n+ 1)-body problem
are provided.

Contrary to the planar case studied in Chapters 2 and 3, here we will not consider different
cases for maps of the form (5.1.2) depending on the indices k and p related to the first order
terms of the expansion of F . For simplicity on the notation we will only consider those maps
with ak(θ, λ), dp(θ, λ) 6= 0, which include the generic case.

Invariant manifolds of dynamical systems asymptotic to invariant tori are often called whiskers
in the literature. We will sometimes refer to them also by this name.

As for the planar case, we will provide an algorithm to compute an approximation of a
parameterization of the invariant manifolds and two results of existence, one of them given as
an a posteriori result. Moreover we will give results concerning the analytic dependence on
parameters. However, to avoid cumbersome notation we will sometimes omit the dependence
of the functions we work with on the parameter λ when there is no danger of confusion.
Concretely, we present the statements, the setting and the function spaces with full detail
but we skip the dependence on the parameters in the lemmas and proofs.

Also as in the planar case, we cannot expect the invariant manifolds obtained for maps of
the form (5.1.2) to be analytic in a neighborhood of the invariant torus, T .

For our study we will use again the parameterization method (see Section 2.2.2) adapted to
the current setting. Here we will look for maps K(t, θ, λ) : [0, ρ) × Td × Λ → R2 × Td and
R(t, θ, λ) : [0, ρ)× Td × Λ→ R× Td satisfying the invariance equation

F (K(t, θ, λ), λ) = K(R(t, θ, λ), λ),

and such that K(0, θ, λ) = (0, 0, θ), R(0, θ, λ) = (0, θ + ω), and ∂tK
x/∂tK

x → 0 as t→ 0.

Following the notation of Chapter 2, here t denotes a real variable that parameterizes the
invariant manifolds of F . In Chaptes 4 and 6, dedicated to vector fields, we use u to denote
that real parameter and t to denote the time variable.

The main results of this chapter are Theorems 5.3.1 and 5.3.2, concerning the existence
of analytic invariant manifolds of a map F of the form (5.1.2). The results are stated for
the stable manifolds. In Section 5.5 we show that completely analogous results hold true
for the unstable ones. In Section 5.4 we provide an algorithm to obtain parameterizations
of approximations of the invariant manifolds of F . The rest of the chapter is dedicated to
introduce the techniques used for the proofs of the main theorems. Finally we provide the
proofs of the main results in Section 5.8.
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5.2 Preliminaries and notation

In this section we present some notation and preliminary results that will be used along the
chapter. We start with some notation and definitions,

• Real and complex d−torus: the real torus is Td = (R/Z)d. Given σ > 0, the complex
torus is

Tdσ = {θ = (θ1, · · · , θd) ∈ (C/Z)d | |Im z| < σ}.

• Given β, ρ > 0 such that ρ < 1 and β < π, let S be the complex sector

S = S(β, ρ) =
{
z ∈ C | | arg(z)| < β

2 , 0 < |z| < ρ
}
.

• We will often consider functions depending on a parameter, λ ∈ Λ, with Λ ⊂ Rm. We
denote by ΛC ⊂ Cm a complex neighborhood of Λ.

• Let U ⊂ Rk × Td and V ⊂ Rk′ × Td′ be open sets. If λ ∈ Λ is a parameter, given
functions g : U × Λ → V and h : V × Λ → Rk′′ × Td′′ , the composition f = h ◦ g is
defined as

f(x, λ) = h(g(x, λ), λ).

• Given a map h : Td × Λ→ Rn, we define the average of h wih respect to θ ∈ Td as

h̄(λ) =
1

vol(Td)

ˆ
Td
h(θ, λ) dθ,

and the oscillatory part of h as

h̃(θ, λ) = h(θ, λ)− h̄(λ).

• The superindices x, y and θ on the symbol of a function or an operator with values in
R2 × Td will denote its respective components.

Next we introduce some preliminary theory concerning Diophantine vectors and the small
divisors equation.

We say that ω ∈ Rd is Diophantine (in the map setting) if there exists c > 0 and τ  d such
that

|ω · k − l|  c|k|−τ , for all k ∈ Zd\{0}, l ∈ Z,

where |k| = |k1|+ · · ·+ |kd| and ω · k denotes the scalar product.

Along the proofs of some of the results, when solving cohomological equations to compute
approximations of parameterizations of invariant manifolds, we will encounter the so-called
small divisors equation. In the map setting such equation has the following form,

ϕ(θ + ω, λ)− ϕ(θ, λ) = h(θ, λ), (5.2.1)

with h : Td × Λ→ Rn and ω ∈ Rd.
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In order to find a solution ϕ(θ, λ) of (5.2.1) we develop h as a Fourier series with respect to
θ,

h(θ, λ) =
∑
k∈Zd

hk(λ)e2πik·θ,

with

hk(λ) =
ˆ 1

0
h(θ, λ)e−2πik·θ dθ, k · θ = k1θ1 + · · ·+ kdθd.

If h has zero average and k ·ω /∈ Z for all k 6= 0, then equation (5.2.1) has the formal solution

ϕ(θ, λ) =
∑
k∈Zd

ϕk(λ)e2πik·θ, ϕk(λ) =
hk(λ)

1− e2πik·ω , k 6= 0.

Note that all coefficients ϕk are uniquely determined except for ϕ0 (the average of ϕ), which
is free.

The following well-known result establishes the existence of a solution to equation (5.2.1)
when h is analytic.

Theorem 5.2.1 (Small divisors lemma for maps). Let h : Tdσ × ΛC → Cn be analytic with
zero average and let ω ∈ Rd be Diophantine with τ  d. Then, there exists a unique analytic
solution ϕ : Tdσ × ΛC → Cn of (5.2.1) with zero average. Moreover,

sup
(θ,λ)∈Td

σ−δ×ΛC

‖ϕ(θ, λ)‖ ¬ Cδ−τ sup
(θ,λ)∈Tdσ×ΛC

‖h(θ, λ)‖, 0 < δ < σ,

where C depends on τ and d but not on δ.

The proof with close to optimal estimates is due to Russmann [63].

We will denote by SD(h) the unique solution of (5.2.1) with zero average.

5.3 Main results

In this section we state two theorems of existence of analytic stable invariant manifolds of
a map F of the form (5.1.2) asymptotic to its invariant torus T . The second Theorem is an
a posteriori result, which provides the existence of a stable manifold assuming it has been
previously approximated but the statement is independent of the way such an approximation
has been obtained.

Theorem 5.3.1. Let F : U × Td × Λ → R2 × Td be an analytic map of the form (5.1.2).
Assume that 2p > k − 1, āk(λ) > 0 for λ ∈ Λ, and that ω is Diophantine. Then, there exists
ρ > 0 and a C1 map K : [0, ρ)× Td × Λ→ R2 × Td, analytic in (0, ρ)× Td × Λ, of the form

K(t, θ, λ) = (t2, K̄y
k+1(λ)tk+1, θ + K̄θ

2p−k+1(λ)t2p−k+1) + (O(t3), O(tk+2), O(t2p−k+2)),

and a polynomial R of the form

R(t, θ, λ) =

t+ R̄xk(λ)tk + R̄x2k−1(λ)t2k−1

θ + ω

 ,
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with R̄xk(λ) < 0, such that

F (K(t, θ, λ), λ) = K(R(t, θ, λ), λ), (t, θ, λ) ∈ [0, ρ)× Td × Λ.

Moreover, we have

K̄y
k+1(λ) = −

√
2 āk(λ)

c̄(λ) (k + 1)
, K̄θ
2p−k+1(λ) = − d̄p(λ)

2p− k + 1

√
2(k + 1)
c̄(λ) āk

, R̄xk(λ) = −

√
c̄(λ) āk(λ)
2(k + 1)

.

The statement of Theorem 5.3.1 provides a local stable manifold parameterized by K :
[0, ρ)× Td × Λ→ R2 × Td with ρ small and the proof does not give an explicit estimate for
the value of ρ. However, as in the case of planar maps (see Chapters 2 and 3), we can extend
the domain of K by using the formula

K(t) = F−jK(Rj(t)), j  1,

while the iterates of the inverse map F−1 exist.

We also note that the first component of the map R (corresponding to the directions normal
to the invariant torus) given in the statement of Theorem 5.3.1 is the normal form of the
dynamics of a one-dimensional system in a neighborhood of a parabolic point ([18, 70]),
already seen in Chapters 2 and 3. In the second component, R defines a rigid rotation of
frequency ω.

Theorem 5.3.2. Let F : U ×Td×Λ→ R2×Td be an analytic map of the form (5.1.2), and
let K̂ : (−ρ, ρ)× Td ×Λ→ R2 × Td and R̂ = (−ρ, ρ)× Td ×Λ→ R× Td be analytic maps of
the form

K̂(t, θ, λ) = (t2, K̄y
k+1(λ)tk+1, θ + K̄θ

2p−k+1(λ)t2p−k+1) + (O(t3), O(tk+2), O(t2p−k+2)),

and

R̂(t, θ, λ) =

t+ R̄xk(λ)tk +O(tk+1)

θ + ω

 ,
with R̄xk(λ) < 0, satisfying

F (K̂(t, θ, λ), λ)− K̂(R̂(t, θ, λ), λ) = (O(tn+k), O(tn+2k−1), O(tn+2p−1)),

for some n  2.

Then, there exists a C1 map K : [0, ρ)× Td × Λ→ R2 × Td, analytic in (0, ρ)× Td × Λ, and
an analytic map R : (−ρ, ρ)× Td × Λ→ R× Td such that

F (K(t, θ, λ), λ) = K(R(t, θ, λ), λ), (t, θ) ∈ [0, ρ)× Td,

and
K(t, θ, λ)− K̂(t, θ, λ) = (O(tn+1), O(tn+k), O(tn+2p−k)),

R(t, θ, λ)− R̂(t, θ, λ) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k.

As in the case of planar maps, the invariant manifolds obtained in Theorems 5.3.1 and 5.3.2
are unique (see Remark 2.2.7).
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5.4 Formal approximation of a parameterization of the whiskers

In this section we show how to compute formal approximations of a parameterization of the
invariant manifolds (whiskers) of a map F of the form 5.1.2. Similarly as for planar analytic
maps (see Chapter 2), we provide an algorithm to obtain two maps, Kn and Rn, that are
approximations of solutions K and R of the invariance equation

F ◦K = K ◦R.

However, in this case the map Kn will be d+ 2-dimensional, and the map Rn will be d+ 1-
dimensional. The first component of the map Rn represents the dynamics in the directions
normal to the invariant torus, T .

As in the planar case, the obtained approximation correspond to the stable manifold when
the coefficient R̄xk(λ) of Rn is negative. When this coefficient is positive it corresponds to the
unstable manifold.

The obtained approximations Kn and Rn will satisfy the hypotheses of Theorem 5.3.2, and
therefore Kn provides an approximation of a true invariant manifold of F .

The algorithm presented here is somehow analogous to the one used in Propositions 2.3.1
and 2.3.4 of Chapter 2. In this case, however, when solving the cohomological equations to
obtain the coefficients of Kn and Rn we will encounter the small divisors equation, which can
be solved when the frequency ω is Diophantine.

Even if in the statement we ask for F to be analytic, the result holds if F if only C∞, since
the proof requires only formal computations.

Proposition 5.4.1. Let F be an analytic map of the form (5.1.2). Assume that 2p > k − 1,
āk(λ) > 0 for λ ∈ Λ, and that ω is Diophantine. Then, for all n  2, there exist two pairs of
maps, Kn : R× Td × Λ→ R2 × Td and Rn : R× Td × Λ→ R× Td, of the form

Kn(t, θ, λ) =


t2 +

∑n
i=3 K̄

x
i (λ)ti +

∑n+k−1
i=k+1 K̃

x
i (θ, λ)ti∑n+k−1

i=k+1 K̄
y
i (λ)ti +

∑n+2k−2
i=2k K̃y

i (θ, λ)ti

θ +
∑n+2p−k−1
i=2p−k+1 K̄

θ
i (λ)ti +

∑n+2p−2
i=2p K̃θ

i (θ, λ)ti


and

Rn(t, θ, λ) =



(
t+ R̄xk(λ)tk

θ + ω

)
if 2 ¬ n ¬ k,(

t+ R̄xk(λ)tk + R̄x2k−1(λ)t2k−1

θ + ω

)
if n  k + 1,

such that

Gn(t, θ, λ) := F (Kn(t, θ, λ), λ)−Kn(Rn(t, θ, λ)λ) = (O(tn+k), O(tn+2k−1), O(tn+2p−1)).
(5.4.1)

Moreover, for the first coefficients we obtain

K̄y
k+1(λ) = ±

√
2 āk(λ)

c̄(λ) (k + 1)
, K̄θ

2p−k+1(λ) = ± d̄p(λ)
2p− k + 1

√
2(k + 1)
c̄(λ) āk

, R̄xk(λ) = ±

√
c̄(λ) āk(λ)
2(k + 1)

,

K̃x
k+1(θ, λ) = SD(c̃(θ, λ)K̄y

k+1(λ)), K̃y
2k(θ, λ) = SD(ãk(θ, λ)), K̃θ

2p(θ, λ) = SD(d̃p(θ, λ)).
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Notation 5.4.2. Along the proof, given a map f(t, θ), we will denote by [f ]n the coefficient
of the term of order n of the jet of f with respect to t at 0 .

Proof. We prove the result by induction and show that we can determine Kn and Rn itera-
tively.

For the first induction step, n = 2, we claim that there exist maps of the form

K2(t, θ) =


t2 + K̃x

k+1(θ)tk+1

K̄y
k+1t

k+1 + K̃y
2k(θ)t

2k

θ + K̄θ
2p−k+1t

2p−k+1 + K̃θ
2p(θ)t

2p

 , R2(t, θ) =

t+ R̄xkt
k

θ + ω

 ,
such that G2(t, θ) = F (K2(t, θ))−K2(R2(t, θ)) = (O(tk+2), O(t2k+1), O(t2p+1)).

Indeed, from the expansion of G2 we have

Gx2 (t, θ) = tk+1[K̃x
k+1(θ)− K̃x

k+1(θ + ω) + c(θ)K̄y
k+1 − 2R̄xk ] +O(tk+2),

Gy2 (t, θ) = t2k[K̃y
2k(θ)− K̃

y
2k(θ + ω) + ak(θ)− (k + 1)K̄y

k+1R̄
x
k ] +O(t2k+1),

Gθ2(t, θ) = t2p[K̃θ
2p(θ)− K̃θ

2p(θ + ω) + dp(θ)− (2p− k + 1)K̄θ
2p−k+1R̄

x
k ] +O(t2p+1).

To obtain Gx2 (t, θ) = O(tk+2) we solve the equation

K̃x
k+1(θ)− K̃x

k+1(θ + ω) + c(θ)K̄y
k+1 − 2R̄xk = 0

as follows. First, we separate the average and the oscillatory part of the functions that depend
on θ, so that we obtain

K̃x
k+1(θ)− K̃x

k+1(θ + ω) + c̄K̄y
k+1 + c̃(θ)K̄y

k+1 − 2R̄xk = 0.

Then we split the equation into two parts, one containing the terms that are independent of
θ, namely c̄K̄y

k+1 = 2R̄xk , and the other being a small divisors equation of functions with zero
average, K̃x

k+1(θ + ω)− K̃x
k+1(θ) = c̃(θ)K̄y

k+1.

We proceed in the same way to get Gy2 (t, θ) = O(t2k+1) and Gθ2(t, θ) = O(t2p+1). If āk > 0
and ω is Diophantine, the obtained equations have formal solutions given by

K̄y
k+1 = ±

√
2 āk

c̄ (k + 1)
, K̄θ

2p−k+1 = ± d̄p
2p− k + 1

√
2(k + 1)
c̄ āk

, R̄xk = ±
√

c̄ āk
2(k + 1)

,

K̃x
k+1(θ) = SD(c̃(θ)K̄y

k+1), K̃y
2k(θ) = SD(ãk(θ)), K̃θ

2p(θ) = SD(d̃p(θ)).

Next we perform the induction procedure. We assume that we have already obtained maps
Kn and Rn, n  2, such that (5.4.1) holds true, and we look for

Kn+1(t, θ) = Kn(t, θ) +


K̄x
n+1t

n+1 + K̃x
n+k(θ)t

n+k

K̄y
n+k t

n+k + K̃y
n+2k−1(θ)tn+2k−1

K̄θ
n+2p−kt

n+2p−k + K̃θ
n+2p−1(θ)tn+2p−1

 ,

Rn+1(t, θ) = Rn(t, θ) +

R̄xn+k−1 t
n+k−1

0

 ,
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such that Gn+1(t, θ) = (O(tn+k+1), O(tn+2k), O(tn+2p)). To simplify the notation, we denote
K+
n+1 = Kn+1 −Kn and R+

n+1 = Rn+1 −Rn.

Using Taylor’s theorem, we write

Gn+1(t, θ) = F (Kn(t, θ) +K+
n+1(t, θ))− (Kn(t, θ) +K+

n+1(t, θ)) ◦ (Rn(t, θ) +R+
n+1(t, θ))

= Gn(t, θ) +DF (Kn(t, θ)) · K+
n+1(t, θ)−K+

n+1(t, θ) ◦ (Rn(t, θ) +R+
n+1(t, θ))

+
ˆ 1

0
(1− s)D2F (Kn(t, θ) + sK+

n+1(t, θ)) dsK+
n+1(t, θ)⊗2

−DKn ◦ Rn(t, θ) · R+
n+1(t, θ)

−
ˆ 1

0
(1− s)D2Kn(Rn(t, θ) + sR+

n+1(t, θ)) dsR+
n+1(t, θ)⊗2.

Performing the computations in the previous expression we have

Gxn+1(t, θ) = Gxn(t, θ)

+ tn+k[K̃x
n+k(θ)− K̃x

n+k(θ + ω) + c(θ)K̄y
n+k − (n+ 1)K̄x

n+1R̄
x
k − 2R̄xn+k−1] +O(tn+k+1),

Gyn+1(t, θ) = Gyn(t, θ)

+ tn+2k−1[K̃y
n+2k−1(θ)− K̃y

n+2−1k(θ + ω) + k ak(θ)K̄x
n+1 − (n+ k)K̄y

n+kR̄
x
k

− (k + 1)K̄y
k+1R̄

x
n+k−1] +O(tn+2k),

Gθn+1(t, θ) = Gθn(t, θ)

+ tn+2p−1[K̃θ
n+2p−1(θ)− K̃θ

n+2p−1(θ + ω) + p dp(θ)K̄x
n+1

− (n+ 2p− k)K̄θ
n+2p−kR̄

x
k − (2p− k + 1)K̄θ

2p−k+1R̄n+k−1] +O(tn+2p).
(5.4.2)

Since, by the induction hypothesis, Gn(t, θ) = (O(tn+k), O(tn+2k−1), O(tn+2p−1)), to com-
plete the induction step we need to make [Gxn+1]n+k, [Gyn+1]n+2k−1 and [Gθn+1]n+2p−1 vanish.
From the expansions obtained in (5.4.2), such condition leads to the following cohomological
equations,

K̃x
n+k(θ)− K̃x

n+k(θ + ω) + c(θ)K̄y
n+k − (n+ 1)K̄x

n+1R̄
x
k − 2R̄xn+k−1 + [Gxn(θ)]n+k = 0,

K̃y
n+2k−1(θ)− K̃y

n+2−1k(θ + ω) + k ak(θ)K̄x
n+1 − (n+ k)K̄y

n+kR̄
x
k

− (k + 1)K̄y
k+1R̄

x
n+k−1 + [Gyn(θ)]n+2k−1 = 0,

K̃θ
n+2p−1(θ)− K̃θ

n+2p−1(θ + ω) + p dp(θ)K̄x
n+1

− (n+ 2p− k)K̄θ
n+2p−kR̄

x
k − (2p− k + 1)K̄θ

2p−k+1R̄n+k−1 + [Gθn(θ)]n+2p−1 = 0.
(5.4.3)

Taking averages with respect to θ in the previous equations and separating the terms that
depend on θ from the constant ones, we split (5.4.3) into three small divisors equations of
functions with zero average, namely,

K̃x
n+k(θ + ω)− K̃x

n+k(θ) = c̃(θ)K̄y
n+k + [G̃xn(θ)]n+k,

K̃y
n+2−1k(θ + ω)− K̃y

n+2k−1(θ) = k ãk(θ)K̄x
n+1 + [G̃yn(θ)]n+2k−1,

K̃θ
n+2p−1(θ + ω)− K̃θ

n+2p−1(θ) = p d̃p(θ)K̄x
n+1 + [G̃θn(θ)]n+2p−1,

(5.4.4)
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and the following linear system of equations with constant coefficients,
−(n+ 1)R̄xk c̄ 0

k āk −(n+ k) R̄xk 0

p d̄p 0 −(n+ 2p− k)R̄xk




K̄x
n+1

K̄y
n+k

K̄θ
n+2p−k



=


−[Ḡxn]n+k + 2R̄xn+k−1

−[Ḡyn]n+2k−1 + (k + 1)Ky
k+1R̄

x
n+k−1

−[Ḡθn]n+2p−1 + (2p− k + 1)K̄θ
2p−k+1R̄

x
n+k−1

 .
(5.4.5)

Note that the determinant of the matrix in the left hand side of (5.4.5) is (n+2p−k) R̄xk k c̄ āk−
(n+ 2p−k)(n+ 1)(n+k)(R̄xk)3, which vanishes when k c̄ āk− (n+ 1)(n+k)(R̄xk)2 = 0. Then,
if n 6= k the matrix is invertible, so we can take R̄xn+k−1 = 0 and then obtain K̄x

n+1, K̄y
n+k

and K̄θ
n+2p−k in a unique way. When n = k, the determinant of the matrix is zero. Then,

choosing

R̄x2k−1 =
2k R̄xk [Ḡxn]2k + c̄ [Gyn]3k−2

2 (3k + 1) R̄xk
,

system (5.4.5) has solutions. In this case, however, K̄x
k+1, K̄y

2k and K̄θ
2p are not uniquely

determined.

Once we have chosen solutions K̄x
k+1, K̄y

2k and K̄θ
k+2p−1 for system (5.4.5), we solve the small

divisors equations (5.4.4) taking

K̃x
n+k(θ) = SD(c̃(θ)K̄y

n+k + [G̃xn(θ)]n+k),

K̃y
n+2k−1(θ) = SD(k ãk(θ)K̄x

n+1 + [G̃yn(θ)]n+2k−1),

K̃θ
n+2p−1(θ) = SD(p d̃p(θ)K̄x

n+1 + [G̃θn(θ)]n+2p−1).

In this way all equations in (5.4.3) are solved and one can proceed to the next induction
step.

5.5 Unstable manifolds

In Theorem 5.3.1 we showed that a map F of the form (5.1.2) possesses a stable manifold
asymptotic to T provided that the coefficients of F satisfy that āk > 0 and that ω is Diophan-
tine, and we also showed that such stable manifold, K, can be approximated by a parame-
terization, Kn, provided in Proposition 5.4.1. Moreover, in that proposition we also obtained
approximations, Kn and Rn, such that F ◦Kn−Kn◦Rn = (O(tn+k), O(tn+2k−1), O(tn+2p−1)),
with R̄xk > 0, that is, Kn being an approximation of a parameterization of an unstable mani-
fold of F .

From now on, to clarify the notation, we will refer to K−n and R−n as the parameterizations
obtained in Porposition 5.4.1 corresponding to the stable manifold and the restricted dynam-
ics on it, respectively, and to K+

n and R+
n as the parameterizations of the unstable manifold

and the restricted dynamics inside it.

In this section we show that Theorem 5.3.2 also holds for unstable manifolds without having
to compute explicitly the map F−1. Concretely, we show that the approximation K+

n provided
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in Proposition 5.4.1 is an approximation of a parameterization of a true unstable manifold,
K̂+, of F , asymptotic to T d. Moreover, the dynamics on K̂+ can be parameterized by a map
R̂+ that is also approximated by R+

n . As in the stable case, such pairs of maps also satisfy

K̂+(t, θ)−K+
n (t, θ) = (O(tn+1), O(tn+k), O(tn+2p−k)),

and

R̂+(t, θ)−R+
n (t, θ) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k.

To avoid cumbersome computations, in this section we will only consider maps F satisfying
the hypotheses of Theorem 5.3.2 with the additional hipothesis p  k−2, which is a bit more
restrictive.

Assume we have a map of the form (5.1.2). By Proposition 5.4.1, there exist approximations
K+
n and R+

n such that

Gn = F ◦ K+
n −K+

n ◦ R+
n = (O(tn+k), O(tn+2k−1), O(tn+2p−1)), (5.5.1)

with

R+
n (t, θ) =

t+ R̄xkt
k +O(tk+1)

θ + ω


and R̄xk > 0, which means that R+

n is a repellor in the normal directions of T . Also, R+
n is

invertible and we have

(R+
n )−1(t, θ) =

t− R̄xktk +O(tk+1)

θ − ω

 ,
and

F−1


x

y

θ

 =


x− c(θ − ω)y + c(θ − ω)ak(θ − ω)(x− c(θ − ω)y)k + Ã(x, y, θ)

y − ak(θ − ω)(x− c(θ − ω)y)k + B̃(x, y, θ)

θ − ω − dp(θ − ω)(x− c(θ − ω)y)p + C̃(x, y, θ)

 ,
with Ã(x, y, θ), B̃(x, y, θ) = O(‖(x, y)‖k+1)+yO(‖(x, y)‖k−1), and C̃(x, y, θ) = O(‖(x, y)‖p+1)+
yO(‖(x, y)‖p−1).

Composing by F−1 by the left in (5.5.1) and using Taylor’s Theorem, we get

K+
n = F−1 ◦ (K+

n ◦ R+
n + Gn)

= F−1 ◦ (K+
n ◦ R+

n ) +DF−1 ◦ (K+
n ◦ R+

n ) · Gn +O(G2
n),

(5.5.2)

that is,
K+
n − F−1 ◦ (K+

n ◦ R+
n ) = (O(tn+k), O(tn+2k−1), O(tn+2p−1)),

and then composing by (R+
n )−1 by the right we obtain

F−1 ◦ K+
n −K+

n ◦ (R+
n )−1 = (O(tn+k), O(tn+2k−1), O(tn+2p−1)). (5.5.3)
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Next we consider the following analytic changes of variables, φ1, φ2, given by

φ1(x, y, θ) = (x,−y, θ),
φ2(x, y, θ) = (x, y, θ + ω),

and φ3 given explicitly by its inverse,

φ−1
3 (x, y, θ) = (x, y +

1
c(θ)

[c(θ)ak(θ)(x− c(θ)y)k + Ã(x, y, θ)], θ).

Then, taking φ = φ3 ◦ φ2 ◦ φ1, we have that H := φ−1 ◦ F−1 ◦ φ is of the form

H


x

y

θ

 =


x+ c(θ)y

y + ak(θ)xk + D̃(x, y, θ)

θ − ω − dp(θ)xp + G̃(x, y, θ)

 ,
with

D̃(x, y, θ) = O(‖(x, y)‖k+1) + yO(‖(x, y)‖k−1)

and
G̃(x, y, θ) = O(‖(x, y)‖p+1) + yO(‖(x, y)‖p−1),

where we have assumed p  k − 2. Namely, the map H is of the form (5.1.2) (with ω of
opposite sign) and the functions D̃ and G̃ have the same properties as the functions A and
B in (5.1.2). Moreover, composing by φ−1 by the left in (5.5.3) and using Taylor’s Theorem
as in (5.5.2), we get

φ−1 ◦ F−1 ◦ K+
n − φ−1 ◦ K+

n ◦ (R+
n )−1 = (O(tn+k), O(tn+2k−1), O(tn+2p−1)),

which is equivalent to

H ◦ φ−1 ◦ K+
n − φ−1 ◦ K+

n ◦ (R+
n )−1 = (O(tn+k), O(tn+2k−1), O(tn+2p−1)).

Hence, H, φ−1 ◦ K+
n and (R+

n )−1 are analytic maps that satisfy the hypotheses of Theorem
5.3.2, where here the frequency of rotation is −ω. Therefore, by Theorem 5.3.2, there exist
a map K+ : [0, ρ) × Td → R2 × Td, analytic in (0, ρ) × Td, and an analytic map R+ :
(−ρ, ρ)× Td → R× Td such that

H ◦K+ = K+ ◦R+, (5.5.4)

and moreover it holds that

K+(t, θ)− φ−1K+
n (t, θ) = (O(tn+1), O(tn+k), O(tn+2p−k)), (5.5.5)

R+(t, θ)− (R+
n )−1(t, θ) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k.

(5.5.6)

Also, composing by φ by the left in (5.5.4) we have

F−1 ◦ φ ◦K+ = φ ◦K+ ◦R+,
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which means that φ◦K+ is a parameterization of a stable manifold of F−1, and the restricted
dynamics on this stable manifold is given by the map R+, which, using (5.5.6), is of the form

R+(t, θ) =

t− R̄xktk +O(tk+1)

θ − ω

 (5.5.7)

with R̄xk > 0.

As a consequence, φ ◦ K+ is a parameterization of an unstable manifold of F , analytic in
[0, ρ)×Td, for some ρ > 0. Moreover, composing by φ in (5.5.5) and using Taylor’s Theorem,
we have

φ(K+(t, θ))−K+
n (t, θ) = (O(tn+1), O(tn+k), O(tn+2p−k)),

that is, φ ◦K+ is approximated by the parameterization K+
n obtained in Proposition 5.4.1.

Denoting K̂+ := φ ◦K+ we recover the notation used at the beginning of the section.

Finally, note that since R+ represents the restricted dynamics of F−1 in the stable manifold
φ◦K+, then (R+)−1 represents the restricted dynamics of F in the unstable manifold φ◦K+.
By the form of (5.5.7) we have

(R+)−1(t, θ) =

t+ R̄xkt
k +O(tk+1)

θ + ω

 ,
with R̄xk > 0, and hence, finally,

(R+)−1(t, θ)−R+
n (t, θ) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k,

as we claimed at the beginning of the section. Concretely, we recover the notation given at
the beginning of the section denoting R̂+ := (R+)−1.

5.6 The functional equation

To study the existence of invariant manifolds of a map of the form (5.1.2) following the
parameterization method we proceed similarly as in the case of planar maps presented in
Chapter 2. First we consider approximations Kn : R×Td×Λ→ R2×Td andRn : R×Td×Λ→
R× Td of solutions of the equation

F ◦K = K ◦R, (5.6.1)

obtained in Section 5.4 up to a high enough order, to be determined later. Then, keeping
R = Rn fixed, we look for a correction ∆ : [0, ρ)×Td×Λ→ R2×Td, for some ρ > 0, of Kn,
analytic on (0, ρ)× Td × Λ, such that the pair K = Kn + ∆, R = Rn satisfies the invariance
condition

F ◦ (Kn + ∆)− (Kn + ∆) ◦R = 0. (5.6.2)

Note that, contrary to the planar case, here the approximations Kn are no more polynomial
maps, but they depend in a polynomial way only on the variable u. Also, in this case equation
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(5.6.1) has d+ 2 components. Along the section we will often write the last d components of
such equation in a same expression.

The proof of Theorems 5.3.1 and 5.3.2 is organized in an analogous way as in the planar
case. First, taking into account the structure of F we rewrite equation (5.6.2) to separate
the dominant linear part with respect to ∆ and the remaining terms. This motivates the
introduction of two families of operators, S×n,R andNn, F , and the spaces where these operators
will act on. We provide the properties of these operators in Lemmas 5.7.8 and 5.7.9, in
particular the invertibility of S×n,R.

Finally, we rewrite the equation for ∆ as the fixed point equation

∆ = Tn, F (∆), where Tn, F = (S×n,R)−1 ◦ Nn, F ,

and we apply the Banach fixed point theorem to get the solution. The properties of the
operators Tn,F are deduced in Lemma 5.7.14. Note that the symbols used for the operators
S×n,R, Nn,F and Tn,F are very similar to the ones used for the planar case in Chapter 2.
However, they are different operators and should not be confused.

Let F : U × Td × Λ→ R2 × Td be an analytic map of the form (5.1.2). Along the rest of the
Section, to simplify the notation we rewrite F in the following form,

F (x, y, θ, λ) =


x+ c(θ, λ)y

y + P (x, y, θ, λ)

θ + ω +Q(x, y, θ, λ)

 ,
where P (a, y, θ, λ) = ak(θ, λ)xk + A(x, y, θ, λ) and Q(x, y, θ, λ) = dp(θ, λ)xp + B(x, y, θ, λ)
have the properties described back in (5.1.2).

From Proposition 5.4.1, given n  2 there exist polynomials Kn and R = Rn such that

F ◦ Kn −Kn ◦R = En, (5.6.3)

where En(t, θ) = (O(tn+k), O(tn+2k−1), O(tn+2p−1)). Since we are looking for a stable man-
ifold of F we will take the approximations corresponding to R = Rn with the coefficient
R̄xk(λ) < 0.

Hence, we look for ρ > 0 and a map K = Kn + ∆ : [0, ρ) × Td × Λ → R2 × Td, analytic
in (0, ρ) × Td × Λ, satisfying (5.6.2), where Kn and R are the mentioned maps that satisfy
(5.6.3). Moreover, we ask ∆ to satisfy ∆ = (∆x,∆y,∆θ) = (O(tn), O(tn+k−1), O(tn+2p−k−1)).

Using (5.6.3) we can rewrite (5.6.2) as

∆x ◦R−∆x = Kyn[c ◦ (Kθn + ∆θ)− c ◦ Kθn] + ∆y c ◦ (Kθn + ∆θ) + Exn ,
∆y ◦R−∆y = P ◦ (Kn + ∆)− P ◦ Kn + Eyn,
∆θ ◦R−∆θ = Q ◦ (Kn + ∆)−Q ◦ Kn + Eθn.

(5.6.4)

As we mentioned before, note that (5.6.2) is indeed a set of d+ 2 equations, that is, the last
expression of (5.6.2) has d components.
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5.7 Function spaces, operators and their properties

Next we introduce notation, function spaces, and some operators.

For the rest of the chapter, we fix 0 < β < π
k−1 and we consider the sector S(β, ρ) for some

0 < ρ < 1.

Definition 5.7.1. Given a sector S = S(β, ρ), and σ > 0, let Wn, for n ∈ N, be the Banach
space defined as

Wn =
{
f : S × Tdσ × ΛC → C | f real analytic, ‖f‖n := sup

(z,θ,λ)∈S×Tdσ×ΛC

|f(z, θ, λ)|
|z|n

<∞
}
.

Note that when n  1 the functions f in Wn can be continuously extended to z = 0 with
f(0, θ, λ) = 0 and, if moreover we have n  2, the derivative of f with respect to z can be
continuously extended to z = 0 with ∂f

∂z (0, θ, λ) = 0.

Note also that Wn+1 ⊂ Wn, for all n ∈ N, and that if f ∈ Wn+1, then ‖f‖n ¬ ‖f‖n+1. More
concretely it holds that ‖f‖n ¬ ρ‖f‖n+1. Moreover if f ∈ Wm, g ∈ Wn, then fg ∈ Wm+n

and ‖fg‖m+n ¬ ‖f‖m ‖g‖n.

Given a product of spaces,
∏
iWi, we endow it with the product norm

‖f‖∏
i
Wi

= max
i
‖fi‖Wi ,

where fi = πi ◦ f , and πi is the canonical projection from
∏
jWj to Wi.

Next we define the spaces

Γn =Wn ×Wn+k−1 ×Wd
n+2p−k−1,

endowed with the product norm defined above, where the functions inWn+2p−k−1 are mapped
into C/Z. Also, given α > 0 we define

Γαn = {f = (fx, fy, fθ) ∈ Γn | ‖f‖Γn = max{‖fx‖n, ‖fy‖n+k−1, ‖fθ‖n+2p−k−1} ¬ α}.

For the sake of simplicity, we will omit the parameters ρ, β and σ in the notation of the
spaces Wn.

Let F be an analytic map of the form (5.1.2), and Kn and R = Rn be the polynomials
provided in Section 5.4 satisfying (5.6.3) with n  k + 1.

Since F is analytic in U × Td × Λ, it has a holomorphic extension to some complex neigh-
borhood that contains U × Td × Λ, of the form V × Tdσ × ΛC, where V is a neighborhood of
(0, 0) in C2, Tdσ is a complex d−dimensional torus and ΛC is a complex extension of Λ.

On the other hand, since Kn and R are analytic maps, they are defined on a complex domain
of the form S(β, ρ)× Tdσ′ × ΛC.

Then it is possible to set equation (5.6.4) in a space of holomorphic functions defined on
S(β, ρ) × Tdσ′ × ΛC, and to look for ∆ being an analytic function of complex variables that
takes values in R2 × Td when restricted to (0, ρ)× Td × Λ.

To solve equation (5.6.4), we will consider n big enough and we will look for a solution,
∆ ∈ Γαn, for some α > 0. In what follows, we describe what value of α must be considered. In
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order for the compositions in (5.6.4) to make sense we need to ensure the range of Kn + ∆
to be contained in the domain where F is analytic. Also, we look for an invariant manifold
parameterized as Kn + ∆ where ∆ has to be considered as a small correction of Kn.

Let b > 0 be the radius of a closed ball in C2 contained in V , and let σ̃ < σ. We need to
consider K and ∆ such that ((Kn + ∆)x, (Kn + ∆)y) ∈ V , (Kn + ∆)θ ∈ Tdσ. To this end we
will ensure that

|((Kn + ∆)x, (Kn + ∆)y)| ¬ b and |Im((Kn + ∆)θ)| ¬ σ̃. (5.7.1)

We choose ρ and σ′ small enough such that supS(β,ρ)×Td
σ′×ΛC

|(Kxn(z, θ, λ),Kyn(z, θ, λ))| ¬ b
2

and such that supS(β,ρ)×Td
σ′×ΛC

|Im(Kθn(z, θ, λ))| ¬ σ̃
2 . Later on we will modify the size of ρ to

a smaller value.

Then, we take
α = min

{1
2 ,

b
2 ,

σ̃
2

}
,

and we set ∆ ∈ Γαn. This way, we get

sup
S×Td

σ′×ΛC

|∆x(z, θ, λ)| ¬ sup
S
‖∆x‖n |z|n ¬ αρn ¬ b

2 ρ
n,

and similarly, supS×Td
σ′×ΛC

|∆y(z, θ, λ)| ¬ b
2 ρ

n+k−1, and

sup
S×Td

σ′×ΛC

|∆θ(z, θ, λ)| ¬ sup
S
‖∆θ‖n+2p−k+1 |z|n+2p−k+1 ¬ αρn+2p−k+1 ¬ σ̃

2 ρ
n+2p−k+1,

and in particular, |Im(∆θ)| ¬ σ̃
2 . Hence, with these considerations one obtains the bounds

required in (5.7.1).

Remark 5.7.2. Along the section, the value α denoting the radius of the ball Γαn is always
fixed and given by α = min{1/2, b/2, σ̃/2}. We may modify instead the value ρ denoting the
radius of the sector S(β, ρ) where the functions of the spaces Wn are defined.

Notation 5.7.3. By the considerations described above, along this chapter Tdσ is a complex
torus of thickness 2σ where the complex extension of F is defined, and Tdσ′ is a complex torus
of thickness 2σ′ where the functions of Wn are defined. The value σ̃ that appeared in the
paragraph above is an auxiliary parameter.

Next we introduce two families of operators that will be used to deal with (5.6.4). The
definition of such operators is motivated by the equation itself.

We will need again the auxiliary Lemma 2.4.2 from [4] stated in Chapter 2 (extracted form
[4]). We state it here again for the convenience of the reader, with a slighty modified notation
adapted to the setting of this chapter.

Lemma 5.7.4. Let Rx : S(β, ρ) → C be a holomorphic function of the form Rx(z) =
z + Rkz

k + O(|z|k+1), with Rk < 0 and k  2. Assume that 0 < β < π
k−1 . Then, for any

µ ∈ (0, (k − 1)|Rk| cosλ), with λ = β k−1
2 , there exists ρ > 0 small enough such that

|(Rx)j(z)| ¬ |z|
(1 + j µ |z|k−1)1/k−1 , ∀ j ∈ N, ∀ z ∈ S(β, ρ),

where (Rx)j refers to the j-th iterate of the map Rx. In addition, Rx maps S(β, ρ) into itself.
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Definition 5.7.5. Let n  0, β < π
k−1 , and let R : S(β, ρ) × Tdσ′ → S(β, ρ) × Tdσ′ be an

analytic map of the form

R(z, θ) =

z +Rkz
k +O(zk+1)

θ + ω

 , (5.7.2)

where the terms O(zk+1) do not depend on θ, and with Rk < 0.

We define Sn,R :Wn →Wn, as the linear operator given by

Sn,R f = f ◦R− f.

Remark 5.7.6. By Lemma 5.7.4, for a mapR as in Definition (5.7.5), we have thatRx(z, θ) =
Rx(z) maps S(β, ρ) into itself, and also, since we have ω ∈ Rd, then Rθ(z, θ) = Rθ(θ) maps
Tdσ′ into itself. Moreover, the functions f ∈ Wn are defined on S(β, ρ) × Tdσ′ , and thus the
compositions in the definition of Sn,R are well defined.

Definition 5.7.7. Let F be the holomorphic extension of an analytic map of the form
(5.1.2) satisfying the hypotheses of Theorem 5.3.1. Given n  3, we introduce Nn, F =
(N x

n,F , N
y
n,F , N θ

n,F ) : Γαn →Wn+k−1 ×Wn+2k−2 × (Wn+2p−2)d, given by

N x
n, F (f) = Kyn[c ◦ (Kθn + fθ)− c ◦ Kθn] + fy c ◦ (Kθn + fθ) + Exn ,
N y
n, F (f) = P ◦ (Kn + f)− P ◦ Kn + Eyn,

N θ
n, F (f) = Q ◦ (Kn + f)−Q ◦ Kn + Eθn.

The following lemma states that the operators Sn,R have a bounded right inverse and provides
a bound for the norm ‖S−1

n,R‖.

Lemma 5.7.8. Given k  2, for all n  1, the operator Sn,R : Wn → Wn (see Definition
5.7.5), has a bounded right inverse,

S−1
n,R :Wn+k−1 →Wn

given by

S−1
n,R η = −

∞∑
j=0

η ◦Rj , η ∈ Wn+k−1. (5.7.3)

Moreover, for any fixed µ ∈ (0, (k − 1)|Rxk | cosλ), with λ = β k−1
2 , there exists ρ > 0 such

that, taking S(β, ρ) × Tdσ′ as the domain of the functions of Wn+k−1, we have the operator
norm bound

‖(Sn,R)−1‖ ¬ ρk−1 + 1
µ
k−1
n .

Proof. A simple computation shows that (5.7.3) gives a formal right inverse of Sn,R, as shown
in the proof of Lemma 2.4.6.

Denoting R(z, θ) = (Rx(z), Rθ(z, θ)), note that one has

(Rj(z, θ))x = (Rx)j(z), (Rj(z, θ))θ = θ + jω,

and therefore the composition η ◦Rj is well defined for every j ∈ N.
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By Lemma 5.7.4, Rx maps S(β, ρ) into itself, and hence it is clear that (Rj(z, θ))x ∈ S(β, ρ),
for any j, and also (Rj(z, θ))θ ∈ Tdσ′ .

Then we see that the series given by (5.7.3) converges uniformly on S×Tdσ′ using the Weier-
strass M-test. Indeed, using again Lemma 5.7.4 we have

|η(Rj(z, θ))| ¬ ‖η‖n+k−1 |(Rx)j(z)|n+k−1 ¬ ‖η‖n+k−1

( |z|
(1 + jµ|z|k−1)1/k−1

)n+k−1

¬ C ‖η‖n+k−1
1

j
n
k−1 +1

, ∀ (z, θ) ∈ S × Tdσ′ ,

so (5.7.3) converges uniformly on S×Tdσ′ and
∑∞
j=0 η ◦Rj is holomorphic. Finally, we obtain

the claimed bound for ‖(Sn,R)−1‖ in a completely analogous way as in the proof of Lemma
2.4.6.

In the following Lemma we show that the operators Nn, F are Lipschitz and we provide
bounds for their Lipschitz constants. Even if the statement of this lemma looks analogous to
the one of Lemma 2.4.7 of Chapter 2, here the proof uses more delicate estimates that have
to be taken into account because of the dependence on θ of the functions of Wn.

Lemma 5.7.9. For each n  3, there exists a constant, Mn > 0, for which the operator Nn, F
satisfies

Lip N x
n, F ¬ sup

θ∈Tdσ
|c(θ)|+Mnρ,

Lip N y
n, F ¬ k sup

θ∈Tdσ
|ak(θ)|+Mnρ,

Lip N θ
n, F ¬ p sup

θ∈Tdσ
|dp(θ)|+Mnρ,

where ρ is the radius of the sector S(β, ρ).

Proof. We deal with the three components of Nn,F separately, obtaining bounds for their
Lipschitz constants. Recall that from the definition of Nn,F we have 2p > k − 1.

Along the proof we use recurrently the following type of argument: if a given analytic function
g defined in S(β, ρ)×Tdσ′ satisfies g(z, θ) = O(|z|n), for some integer n, then g belongs to the
space Wn, and consequently, there exists a constant, Mn > 0, such that ‖g‖n < Mn.

First we prove the lemma for N x
n,F . For each f, f̃ ∈ Γαn we have,

N x
n,F (f)−N x

n,F (f̃) = Kyn(c ◦ (Kθn + fθ)− c ◦ (Kθn + f̃θ)) + fyc ◦ (Kθn + fθ)− f̃yc ◦ (Kθn + f̃θ)

= (Kyn + fy)
ˆ 1

0
Dc ◦ (Kθn + f̃θ + s(fθ − f̃θ)) ds (fθ − f̃θ)

+ c ◦ (Kθn + f̃θ) (fy − f̃y).
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We can then bound, for some Mn > 0,

‖(Kyn + fy)
ˆ 1

0
Dc ◦ (Kθn + f̃θ + s(fθ − f̃θ)) ds (fθ − f̃θ)‖n+k−1

¬ sup
Tdσ
|Dc(θ)| sup

S×Td
σ′

1
|z|n+k−1 |K

y
n(z, θ) + fy(z, θ)||fθ(z, θ)− f̃θ(z, θ)|

¬ ‖fθ − f̃θ‖n+2p−k−1 ‖Kyn + fy‖k+1 sup
Tdσ
|Dc(θ)| sup

S×Td
σ′

|z|2p−k+1

¬Mn ρ
2p−k+1 ‖fθ − f̃θ‖n+2p−k−1,

and on the other hand,

‖c ◦ (Kθn + f̃θ) (fy − f̃y)‖n+k−1 = sup
S×Td

σ′

|c ◦ (Kθn + f̃θ)(z, θ)| |f
y(z, θ)− f̃y(z, θ)|
|z|n+k−1

¬ sup
Tdσ
|c(θ)| ‖fy − f̃y‖n+k−1,

and thus, we obtain

‖N x
n,F (f)−N x

n,F (f̃)‖n+k−1 ¬ (sup
Tdσ
|c(θ)|+Mnρ) max{‖fy − f̃y‖n+k−1, ‖fθ − f̃θ‖n+2p−k−1},

that is,
Lip N x

n, F ¬ sup
Tdσ
|c(θ)|+Mnρ.

Next we consider N y
n,F . By Taylor’s Theorem we have, for each f, f̃ ∈ Γαn,

N y
n, F (f)−N y

n, F (f̃) =
ˆ 1

0
DP ◦ (Kn + f̃ + s(f − f̃)) ds (f − f̃) ∈ Wn+2k−2. (5.7.4)

Indeed, by the form of P , it is clear that the leading terms of (5.7.4) are contained in

ak ◦ (Kθn + fθ)(Kxn + fx)k − ak ◦ (Kθn + f̃θ)(Kxn + f̃x)k ∈ Wn+2k−2. (5.7.5)

We denote the rest of the terms in (5.7.4) by Φ(f, f̃)(f − f̃). Since Φ(f, f̃)(f − f̃) contains
only higher order terms than (5.7.5), it belongs to Wn+2k−1, and thus, we have

‖Φ(f, f̃)(f − f̃)‖n+2k−2 ¬Mnρ‖f − f̃‖Γn .

We will therefore focus on bounding (5.7.5) in Wn+2k−2. To simplify the notation, we define,
for s ∈ [0, 1],

ξs = ξs(f, f̃) = Kn + f̃ + s(f − f̃) ∈ W2 ×Wk+1 × (W0)d.

Note that indeed we have

ξxs (z, θ) = z2 +O(|z|3), ξys (z, θ) = K̄y
k+1z

k+1 +O(|z|k+2), ξθs(z, θ) = θ +O(|z|),

since the presence of f does not affect the lower order terms of ξs, and since the coefficients
depending on θ of Kn(z, θ) are bounded for θ ∈ Tdσ′ as a consequence of the small divisors
lemma (Theorem 5.2.1).
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Next we proceed to bounding (5.7.5). One can write

ak ◦ (Kθn + fθ)(Kxn + fx)k − ak ◦ (Kθn + f̃θ)(Kxn + f̃x)k

= ak ◦ (Kθn + fθ) k
ˆ 1

0
(ξxs )k−1 ds(fx − f̃x) + (Kxn + f̃x)k

ˆ 1

0
Dak ◦ (ξθs) ds (fθ − f̃θ),

(5.7.6)

and we have, for the first term of the sum,

‖ak ◦ (Kθn + fθ) k
ˆ 1

0
(ξxs )k−1 ds (fx − f̃x)‖n+2k−2

¬ ‖ak ◦ (Kθn + fθ) k
ˆ 1

0
(ξxs )k−1 ds ‖2k−2 ‖(fx − f̃x)‖n

¬ sup
s∈[0,1]

sup
S×Td

σ′

1
|z|2k−2 (k |ak ◦ (Kθn + fθ)(z, θ)||ξxs (z, θ)|k−1) ‖fx − f̃x‖n

¬ k sup
Tdσ
|ak(θ)| sup

s∈[0,1]
sup
S×Td

σ′

1
|z|2k−2 |ξ

x
s (z, θ)|k−1 ‖fx − f̃x‖n

¬ (k sup
Tdσ
|ak(θ)|+Mnρ) ‖fx − f̃x‖n.

For the second term of the sum in (5.7.6) we have

‖(Kxn + f̃x)k
ˆ 1

0
Dak ◦ (ξθs) ds (fθ − f̃θ)‖n+2k−2

¬ sup
Tdσ
|Dak(θ)| sup

S×Td
σ′

1
|z|n+2k−2 |(K

x
n(z, θ) + f̃x(z, θ))k||fθ(z, θ)− f̃θ(z, θ)|

¬ ‖fθ − f̃θ‖n+2p−k−1 ‖(Kxn + f̃x)k‖2k sup
Tdσ
|Dak(θ)| sup

S×Td
σ′

|z|2p−k+1

¬Mn ρ
2p−k+1 ‖fθ − f̃θ‖n+2p−k−1,

where 2p− k + 1  1.

Finally, putting together the obtained bounds, we have

‖N y
n, F (f)−N y

n, F (f̃)‖n+2k−2 ¬ ‖ak(Kθn + fθ)(Kxn + fx)k − ak(Kθn + f̃θ)(Kxn + f̃x)k‖n+2k−2

+ ‖Γ(f, f̃)(f − f̃)‖n+2k−2

¬ (k sup
Tdσ
|ak(θ)|+Mnρ) ‖fx − f̃x‖n +Mnρ‖f − f̃‖Γn

¬ (k sup
Tdσ
|ak(θ)|+Mnρ) ‖f − f̃‖Γn ,

as we wanted to see.

Finally we prove the result for N θ
n,F in an analogous way as with N y

n,F .

Here we have, for each f, f̃ ∈ Γαn,

N θ
n, F (f)−N θ

n, F (f̃) =
ˆ 1

0
DQ ◦ (ξs) ds (f − f̃) ∈ Wn+2p−2, (5.7.7)
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and by the form of Q, the leading terms of (5.7.7) are contained in

dp ◦ (Kθn + fθ)(Kxn + fx)p − dp ◦ (Kθn + f̃θ)(Kxn + f̃x)p ∈ Wn+2p−2. (5.7.8)

As before, the rest of the terms are not relevant in the norm ‖N θ
n, F (f)−N θ

n, F (f̃)‖n+2p−2, so
we focus the attention on bounding (5.7.8) in Wn+2p−2.

We have

dp ◦ (Kθn + fθ)(Kxn + fx)p − dp ◦ (Kθn + f̃θ)(Kxn + f̃x)p

= dp ◦ (Kθn + fθ) p
ˆ 1

0
(ξxs )p−1 ds(fx − f̃x) + (Kxn + f̃x)p

ˆ 1

0
Ddp ◦ (ξθs) ds(fθ − f̃θ).

We can bound the two terms of the sum above as

‖dp ◦ (Kθn + fθ) p
ˆ 1

0
(ξxs )p−1 ds (fx − f̃x)‖n+2p−2

¬ ‖dp ◦ (Kθn + fθ) p
ˆ 1

0
(ξxs )p−1 ds ‖2p−2 ‖(fx − f̃x)‖n

¬ sup
s∈[0,1]

sup
S×Td

σ′

1
|z|2p−2 (p |dp ◦ (Kθn + fθ)(z, θ)||ξxs (z, θ)|p−1) ‖fx − f̃x‖n

¬ sup
s∈[0,1]

sup
S×Tdσ

1
|z|2p−2 (p |dp(θ)||ξxs (z, θ)|p−1) ‖fx − f̃x‖n

¬ (p sup
Tdσ
|dp(θ)|+Mnρ) ‖fx − f̃x‖n,

and

‖(Kxn + f̃x)p
ˆ 1

0
Ddp ◦ (ξθs) ds (fθ − f̃θ)‖n+2p−2

¬ sup
Tdσ
|Ddp(θ)| sup

S×Td
σ′

1
|z|n+2p−2 |(K

x
n(z, θ) + f̃x(z, θ))p||fθ(z, θ)− f̃θ(z, θ)|

¬ ‖fθ − f̃θ‖n+2p−k−1 ‖(Kxn + f̃x)p‖2p sup
Tdσ
|Ddp(θ)| sup

S
|z|2p−k+1

¬Mn ρ
2p−k+1 ‖fθ − f̃θ‖n+2p−k−1,

and therefore, taking into account the obtained bounds we get the estimate claimed in the
statement,

‖N θ
n, F (f)−N θ

n, F (f̃)‖n+2p−2 ¬ (p sup
Tdσ
|dp(θ)|+Mnρ) ‖f − f̃‖Γn .

Next, we define some more operators and we introduce the family Tn, F .

Definition 5.7.10. For n > 2p − k − 1, we denote by S×n,R : Γn → Γn the linear operator
defined component-wise as S×n,R = (Sn,R, Sn+k−1, R, (Sn+2p−k−1, R)d).

109



Remark 5.7.11. Since S×n,R is defined component-wise, its inverse,

(S×n,R)−1 :Wn+k−1 ×Wn+2k−2 × (Wn+2p−2)d → Γn,

is given by
(S×n,R)−1 = (S−1

n,R, S
−1
n+k−1, R, (S−1

n+2p−k−1, R)d).

Definition 5.7.12. Let F be the holomorphic extension of an analytic map of the form
(5.1.2) satisfying the hypotheses of Theorem 5.3.1. Given n  3, we define Tn, F : Γαn → Γn
by

Tn,F = (S×n,R)−1 ◦ Nn,F .

Remark 5.7.13. Note that given a map F , to define the previous operators we always take
together the associated triple (F, Kn, R = Rn) satisfying F ◦ Kn − Kn ◦ R = En. Then, the
operators Sn,R, Nn, F and Tn, F are associated not only with the map F itself but to the
approximation of a particular invariant manifold of F .

Using the introduced operators, equations (5.6.4) can be written as

S×n,R ∆ = Nn, F (∆).

Lemma 5.7.14. There exist m0 > 0 and ρ0 > 0 such that if ρ < ρ0, then, for every n  m0,
we have Tn, F (Γαn) ⊆ Γαn and Tn, F is a contraction operator in Γαn.

Proof. By its definition, the operator Tn,F satisfies

Lip Tn, F ¬ max{‖(Sn,R)−1‖Lip N x
n, F , ‖(Sn+k−1, R)−1‖Lip N y

n,F ,

‖(Sn+2p−k−1, R)−1‖Lip N θ
n, F }.

(5.7.9)

From (5.7.9) and the estimates obtained in Lemmas 5.7.8 and 5.7.9, given µ ∈ (0, (k −
1)|R̄xk | cosλ), with λ = β k−1

2 , there is ρ0 > 0 such that for ρ < ρ0 we have the bound

Lip Tn, F ¬max
{
(ρk+1 + 1

µ
k−1
n )(sup

T dσ

|c(θ)|+Mnρ),

(ρk+1 + 1
µ

k−1
n+k−1)(sup

T dσ

|ak(θ)|+Mnρ), (ρk+1 + 1
µ

k−1
n+2p−k−1)(sup

T dσ

|dp(θ)|+Mnρ)
}
,

taking S(β, ρ)× Tdσ′ as the domain of the functions of Γαn.

Then, choosing ρ < ρ0 small enough, it is clear that one can chose m0 such that, for n  m0,
one has Lip Tn, F < 1.

Hence, for the chosen ρ < ρ0 and n  m0, Tn,F is a contraction in Γαn.

Next we prove that one can find ρ̃0 > 0, maybe smaller than ρ0, such that taking S(β, ρ)×Tdσ′ ,
with ρ < ρ̃0 as the domain of the functions of Γαn, then Tn,F maps Γαn into itself.

For each f ∈ Γαn we can write

‖Tn, F (f)‖Γn ¬ ‖Tn, F (f)− Tn, F (0)‖Γn + ‖Tn, F (0)‖Γn
¬ αLip Tn, F + ‖Tn, F (0)‖Γn .
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From the definition of Tn,F and Nn,F we have, for each n ∈ N,

Tn,F (0) = (S×n,R)−1 ◦ Nn, F (0) = (S×n,R)−1 En.

Also, we have En = (Exn , Eyn, Eθn) ∈ Wn+k×Wn+2k−1× (Wn+2p−1)p, ant thus, for every ε > 0,
there is ρn > 0 such that for ρ < ρn one has

‖Tn, F (0)‖Γn ¬ ‖(S×n,R)−1‖ max{‖Exn‖n+k−1, ‖Eyn‖n+2k−2, ‖Eθn‖n+2p−2} ¬ ‖(S×n,R)−1‖Mn ρ < ε.

Moreover, since we have Lip Tn,F < 1, we can take ρn as

ρn = sup {ρ > 0 | αLip Tn, F + ‖Tn, F (0)‖Γn ¬ α},

and then for every ρ < ρn it holds that Tn, F (Γαn) ⊆ Γαn.

5.8 Proofs of the main results

Next we give the proofs of Theorems 5.3.1 and 5.3.2 using the results presented along the
chapter.

Proof of Theorem 5.3.1. Let m0 be the integer provided by Lemma 5.7.14, and let n0 =
max{m0, k + 1}. We take the maps Kn0 and R = Rn0 given by Proposition 5.4.1, which
satisfy

En0(t, θ) = F (Kn0(t, θ))−Kn0(R(t, θ)) = (O(tn0+k), O(tn0+2k−1), O(tn0+2p−1)).

We will look for ρ > 0 and for a function ∆ : [0, ρ)× Td, ∆ analytic in (0, ρ)× Td, satisfying

F ◦ (Kn0 + ∆)− (Kn0 + ∆) ◦R = 0. (5.8.1)

Next, consider the holomorphic extension of F to a neighborhood V ×Tdσ of (0, 0)×Td, where
V ⊂ C2 contains the centered closed ball of radius b > 0 and take α = min {1

2 ,
b
2 ,

σ̃
2 , }, with

0 < σ̃ < σ. With this setting we rewrite (5.8.1) as

∆x ◦R−∆x = Kyn[c ◦ (Kθn + ∆θ)− c ◦ Kθn] + ∆y c ◦ (Kθn + ∆θ) + Exn ,
∆y ◦R−∆y = P ◦ (Kn + ∆)− P ◦ Kn + Eyn,
∆θ ◦R−∆θ = Q ◦ (Kn + ∆)−Q ◦ Kn + Eθn,

with ∆ ∈ Γαn0 , or using the previously defined operators and function spaces,

S×n0, R ∆ = Nn0, F (∆), ∆ ∈ Γαn0 .

By Lemma 5.7.8, if ρ is small enough, S×n0,R has a bounded right inverse and we can rewrite
the equation as

∆ = Tn0, F (∆), ∆ ∈ Γαn0 .

By Lemma 5.7.14, since n0  m0, we have that Tn0, F maps Γαn0 into itself and is a contraction.
Then it has a unique fixed point, ∆∞ ∈ Γαn0 . Note that this solution is unique once Kn0 is
fixed. Finally K = Kn0 + ∆∞ satisfies the conditions in the statement.

The C1 character of K at the origin follows from the order condition of K at 0.
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Proof of Theorem 5.3.2. Let m0 be the integer provided by Lemma 5.7.14, and let n0 =
max{m0, k + 1}. If the value of n given in the statement is such that n < n0, first we look
for a better approximation Kn0 of the form

Kn0(t, θ) = K̂(t, θ) +
n0∑

j=n+1

K̂j(t, θ),

with

K̂j(t, θ) =


K̄x
j t
j + K̃x

j+k−1(θ)tj+k−1

K̄y
j+k−1t

j+k−1 + K̃y
j+2k−2(θ)tj+2k−2

K̄θ
j+2p−k−1t

j+2p−k−1 + K̃θ
j+2p−2(θ)tj+2p−2

 ,
and

Rn0(t, θ) = R̂(t, θ) +
n0∑

j=n+1

R̂j(t),

with

R̂xj (t) =

{
δj,k+1R̄

x
2k−1t

2k−1 if n ¬ k,
0 if n > k,

R̂θj (t) = 0.

The coefficients of Kn0(t, θ) and Rn0(t, θ) are obtained imposing the condition

F (Kn0(t, θ))−Kn0(Rn0(t, θ)) = (O(tn0+k), O(tn0+2k−1), O(tn0+2p−1)).

Proceeding as in Proposition 5.4.1, we obtain such coefficients iteratively. We denoteKj(t, θ) =
K̂(t, θ) +

∑j
m=n+1 K̂m(t, θ) and Rj(t, θ) = R̂(t, θ) +

∑j
m=n+1 R̂m(t). In the iterative step we

have
F (Kj(t, θ))−Kj(Rj(t, θ)) = (O(tj+k), O(tj+2k−1), O(tj+2p−1)).

Then,

F (Kj(t, θ) + K̂j+1(t, θ))−(Kj + K̂j+1) ◦ (Rj(t, θ) + R̂j+1(t))

=F (Kj(t, θ))−Kj(Rj(t, θ))
+DF (Kj(t, θ))K̂j+1(t, θ)− K̂j+1(Rj(t, θ) + R̂j+1(t))

+
ˆ 1

0
(1− s)D2F (Kj(t, θ) + sK̂j+1(t, θ)) ds (K̂j+1(t, θ))⊗2

−DKj(Rj(t, θ))R̂j+1(t)

−
ˆ 1

0
(1− s)D2Kj(Rj(t, θ) + sR̂j+1(t)) ds (R̂j+1(t))⊗2.

The condition

F (Kj+1(t, θ))−Kj+1(Rj+1(t, θ)) = (O(tj+k+1), O(tj+2k), O(tj+2p))

leads to the same equations (5.4.4) and (5.4.5) as in Proposition 5.4.1, which we solve in the
same way.
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From this point we can proceed as in the proof of Theorem 5.3.1 and look for ∆ ∈ Γαn ⊂
Wn0 × Wn0+k−1 × (Wn0+2p−k−1)d such that the pair K = Kn0 + ∆, R = Rn0 satisfies
F ◦K = K ◦R.

Finally, for the map K, we also have

K(t, θ)− K̂(t, θ) = Kn0(t, θ)− K̂(t, θ) + ∆(t, θ)

=
n0∑

j=n+1

K̂j(t, θ) + ∆(t, θ)

= (O(tn+1), O(tn+k), O(tn+2p−k)) + (O(tn0), O(tn0+k−1), O(tn0+2p−k−1)),

with n < n0. We also have n+ 2p− k ¬ n0 + 2p− k − 1, and therefore,

K(t, θ)− K̂(t, θ) = (O(tn+1), O(tn+k), O(tn+2p−k)).

For the map R we have

R(t, θ)− R̂(t, θ) = Rn0(t, θ)− R̂(t, θ) =
n0∑

j=n+1

R̂j(t) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k.

If n  n0 we look for K∗(t, θ) = K̂(t, θ) + K̂n+1(t, θ) with

K̂n+1(t, θ) =


K̄x
n+1t

n+1 + K̃x
n+k(θ)t

n+k

K̄y
n+kt

n+k + K̃y
n+2k−1(θ)tn+2k−1

K̄θ
n+2p−kt

n+2p−k + K̃θ
n+2p−1(θ)tn+2p−1

 ,
and R∗n(t, θ) = R̂(t, θ) + R̂n+1(t) with

R̂xn+1(t) =

{
R̄x2k−1t

2k−1 if n ¬ k,
0 if n > k,

R̂θn+1(t) = 0.

We determine the coefficients of K̂n+1(t, θ) so that

F ◦ K∗(t)−K∗ ◦ R∗(t) = (O(tn+k+1), O(tn+2k), O(tn+2p))

as in the previous case and we look for ∆ ∈ Γαn+1 ⊂ Wn+1 ×Wn+k × (Wn+2p−k)d such that
the pair K = K∗ + ∆, R = R∗ satisfies F ◦K = K ◦R.

Similarly as before we obtain

K(t, θ)− K̂(t, θ) = K∗(t, θ)− K̂(t, θ) + ∆(t, θ)

= K̂n+1(t, θ) + ∆(t, θ)

= (O(tn+1), O(tn+k), O(tn+2p−1)) + (O(tn+1), O(tn+k), O(tn+2p−k))

= (O(tn+1), O(tn+k), O(tn+2p−k)),

and

R(t, θ)− R̂(t, θ) = R∗(t, θ)− R̂(t, θ) = R̂n+1(t) =

 (O(t2k−1), 0) if n ¬ k,
(0, 0) if n > k.

Again, the C1 character of K at Td follows form the order condition of K at t = 0.
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Chapter 6

Whiskered parabolic tori with
nilpotent part. Vector field case.

6.1 Introduction

In this chapter we study the existence and regularity of invariant manifolds of analytic vector
fields having an analogous form as the maps studied in Chapter 5. Moreover, we consider
non-autonomous vector fields, concretely vector fields that depend quasiperiodically on time.

The class of vector fields we consider is the following one. Let U ⊂ R2 be a neighborhood of
0 and let X : U × Td × R× Λ→ R2 × Td be an analytic vector field of the form

X(x, y, θ, t, λ) =


c(θ, t, λ)y

ak(θ, t, λ)xk +A(x, y, θ, t, λ)

ω + dp(θ, t, λ)xp +B(x, y, θ, t, λ)

 , (6.1.1)

depending quasiperiodically on t (see the definition below) and being ν ∈ Rd′ the time
frequencies of X, and with (x, y) ∈ R2, θ ∈ Td, ω ∈ Rd. We assume that c̄ > 0, k  2, p  1,
and that A, B are of the form

A(x, y, θ, t, λ) = y O(‖(x, y)‖k−1) +O(‖(x, y)‖k+1),

B(x, y, θ, t, λ) = y O(‖(x, y)‖p−1) +O(‖(x, y)‖p+1).

The set
T = {(0, 0, θ) ∈ U × Td}

is an invariant torus of X, that is, for any point x ∈ T , X(x, λ) is tangent to T at x, and the
first 2× 2 box of DX(0, 0, θ, t, λ) is 0 c(θ, t, λ)

0 0

 .
We say then that T is a parabolic torus with nilpotent part.
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As for the map case in Chapter 5, we use the parameterization method, here adapted to the
vector field setting. We look for a map K(u, θ, t, λ) and a vector field Y (u, θ, t, λ) that satisfy

X(K(u, θ, t, λ), t, λ)− ∂(u,θ)K(u, θ, t, λ) · Y (u, θ, t, λ)− ∂tK(u, θ, t, λ) = 0 (6.1.2)

with K(0, θ, t, λ) = (0, 0, θ) ∈ R2 × Td and Y (0, θ, t, λ) = (0, ω) ∈ R× Td.

Equation (6.1.2) is the time-dependent version of (4.1.2). It is obtained by adding the equation
ṫ = 1 to the system ẋ = X, x ∈ U × Td, and applying (4.1.2) to the new vector field, where
here K and Y also depend on t. Then, equation (6.1.2) expresses that at the range of K, the
vector field (X, 1) is tangent to the range of K, and thus the image of K is invariant under
the flow of (X, 1).

Along this chapter, as in Chapter 4, t denotes the time variable and we use u ∈ R to denote
the first variable that parameterizes the invariant manifolds.

In Chapter 4, the methodology to study invariant manifolds of vector fields was based in using
the results obtained for maps and showing how they could be translated into the vector field
setting. Here instead we will use a self-contained method consisting in studying the existence
of solutions K and Y of equation (6.1.2) using appropriate function spaces and operators.

As in Chapter 5 we will give results concerning the analytic dependence on parameters, but
we will skip it inside the lemmas and proofs.

The structure of this chapter is the following. We introduce preliminaries and notation in
Section 6.2 and we state the main results of existence of invariant manifolds in Section 6.3.
The results are stated for the stable manifolds. The existence of the unstable ones is obtained
from the corresponding study of the stable manifolds of −X. As in the previous chapters we
also provide an algorithm to compute an approximation of a parameterization of the invariant
manifolds and of the restricted dynamics in it (Section 6.4.) Then we present the functional
equation and the function spaces and operators we deal with in Sections 6.5 and 6.6. Here,
by the nature of the problem, the operators that correspond to composition operators in
Chapter 5 will be differential operators. We give the proofs on the main results in Section
6.7. Finally, in Section 6.8 we present in more detail a particular case inside the class of vector
fields of the form (6.3.3), namely a family of planar non-autonomous vector fields. We finish
the chapter presenting some applications of our results to physical and chemical problems.

6.2 Preliminaries and notation

In this section we present some notation and preliminary results that will be used along the
chapter.

We start with some notation and definitions that complement the ones presented in Section
5.2. Concretely, we only state here the notation that is new with respect to Chapter 5 or that
has to be adapted to the current setting.

• Given σ > 0, we define the complex strip Hσ as

Hσ = {z ∈ C | |Im(z)| < σ}.
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• If t denotes the time variable, then given two functions g(x, t) and h(x, t) the composi-
tion f = h ◦ g will mean

f(x, t) = h(g(x, t), t).

• We say that a function h : Rn × R → R, h = h(x, t), depends quasiperiodically on t if
there exists a vector ν = (ν1, . . . , νd′) ∈ Rd′ and a function ȟ : Rn×Td′ → R such that

h(x, t) = ȟ(x, νt).

We call ν the vector of time frequencies of h. If d′ = 1 then h is a periodic function of
t.

• The superindices x, y and θ on the symbol of a function or an operator with values in
R2×Td denotes the respective components of the function or the operator. We also use
the superindices u, θ and t, respectively, for functions or operators that take values in
S(β, ρ)× Tdσ × Td′σ .

Next we introduce some basic theory concerning Diophantine vectors and the small divisors
equation for vector fields.

We say that ω ∈ Rd is Diophantine (in the vector field setting) if there exist c > 0 and
τ  d− 1 such that

|ω · k|  c|k|−τ for all k ∈ Zd\{0},
where |k| = |k1|+ · · ·+ |kd| and ω · k denotes the scalar product.

The small divisors equation in the vector field setting is

∂θϕ(θ, λ) · ω = h(θ, λ), (6.2.1)

with h : Td × Λ→ Rn and ω ∈ Rd.

To look for a solution of (6.2.1) we develop h in Fourier series,

h(θ, λ) =
∑
k∈Zd

hk(λ)e2πik·θ,

with

hk(λ) =
ˆ 1

0
h(θ, λ)e−2πik·θ dθ, k · θ = k1θ1 + · · ·+ kdθd.

If h has zero average and k ·ω /∈ Z for all k 6= 0, then equation (6.2.1) has the formal solution

ϕ(θ, λ) =
∑
k∈Zd

ϕk(λ)e2πik·θ, ϕk(λ) =
hk(λ)

2πik · ω
, k 6= 0,

where all the coefficients ϕk are uniquely determined except for ϕ0 which is free.

We state the small divisors lemma for the vector field setting.

Theorem 6.2.1 (Small divisors lemma for vector fields). Let h : Tdσ × ΛC → Cn be analytic
with zero average and ω Diophantine with τ  d − 1. Then, there exists a unique analytic
solution ϕ : Tdσ × Λ→ Cn of (6.2.1) with zero average. Moreover,

sup
(θ,λ)∈Td

σ−δ×ΛC

‖ϕ(θ, λ)‖ ¬ Cδ−τ sup
(θ,λ)∈Tdσ×ΛC

‖h(θ, λ)‖, 0 < δ < σ,

where C depends on τ and d but not on δ.

116



We denote by SD(h) the unique solution of (6.2.1) with zero average.

As a consequence, if h : Tdσ × Hσ × ΛC → Cn is quasiperiodic with respect to t ∈ H with
frequencies ν ∈ Rd′ , (ω, ν) ∈ Rd+d′ is Diophantine and h has zero average, then the equation

(∂θϕ(θ, t, λ), ∂tϕ(θ, t, λ)) · (ω, 1) = h(θ, t, λ), (θ, t, λ) ∈ Tdσ ×Hσ × ΛC, (6.2.2)

has a unique solution with zero average, defined in Tdσ×Hσ×ΛC and bounded in Tdσ′×Hσ′×ΛC
for any 0 < σ′ < σ. Indeed, since h is quasiperiodic in t, equation (6.2.2) is equivalent to

(∂θϕ̌(θ, τ, λ), ∂τ ϕ̌(θ, τ, λ)) · (ω, ν) = ȟ(θ, τ, λ), (θ, τ, λ) ∈ Td+d′
σ × ΛC, (6.2.3)

where τ = νt and h(θ, t, λ) = ȟ(θ, τ, λ). Then, applying Theorem 6.2.1 to equation (6.2.3)
taking (ω, ν) as the frequency vector, we obtain a unique solution ϕ̌ : Td+d′

σ′ ×ΛC → Cn with
zero average, and thus ϕ(θ, t, λ) = ϕ̌(θ, τ, λ) is the unique solution of equation (6.2.2) with
zero average. We also denote it by SD(h). We use the same notation to denote the solution of
a small divisors equation that is either time dependent or independent, as such dependence
will be understood by the context.

6.3 Main results

Next we state the main results concerning the existence of analytic stable invariant manifolds
of a vector field X of the form (6.3.3) depending quiasiperiodically on time. These results
are analogous to Theorems 5.3.1 and 5.3.2, which concern invariant manifolds for maps. The
second Theorem is an a posteriori result.

Theorem 6.3.1. Let X be an analytic vector field of the form (6.3.3) and let ν ∈ Rd′ be the
time frequencies of X. Assume that 2p > k − 1. Assume also that (ω, ν) is Diophantine and
that āk(λ) > 0 for λ ∈ Λ.

Then, there exists ρ > 0 and a C1 map K : [0, ρ) × Td × R × Λ → R2 × Td, analytic in
(0, ρ)× Td × R× Λ, of the form

K(u, θ, t, λ) = (u2, K̄y
k+1(λ)uk+1, θ + K̄θ

2p−k+1(λ)u2p−k+1) + (O(u3), O(uk+2), O(u2p−k+2)),

depending quasiperiocally on t with the same frequencies as X, and a polynomial vector field
Y of the form

Y (u, θ, t, λ) = Y (u, λ) =

Ȳ x
k (λ)uk + Ȳ x

2k−1(λ)u2k−1

ω

 ,
with Ȳ x

k (λ) < 0, such that

X(K(u, θ, t, λ), t, λ)− ∂(u,θ)K(u, θ, t, λ) · Y (u, θ, t, λ)− ∂tK(u, θ, t, λ) = 0,

(u, θ, t, λ) ∈ [0, ρ)× Td × R× Λ.

Theorem 6.3.2. Let X be an analytic vector field of the form (6.3.3) and let ν ∈ Rd′ be the
time frequencies of X. Let K̂ : (−ρ, ρ)×Td×R×Λ→ R2×Td and Ŷ = (−ρ, ρ)×Td×R×Λ→
R× Td be an analytic map and an analytic vector field, respectively, of the form

K(u, θ, t, λ) = (u2, K̄y
k+1(λ)uk+1, θ + K̄θ

2p−k+1(λ)u2p−k+1) + (O(u3), O(uk+2), O(u2p−k+2)),
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and

Y (u, θ, t, λ) =

Ȳ x
k (λ)uk +O(uk+1)

ω

 ,
with Ȳ x

k (λ) < 0, depending quasiperiocally on t with the same frequencies as X, satisfying

X(K̂(u, θ, t, λ), t, λ)− ∂(u,θ)K̂(u, θ, t, λ) · Ŷ (u, θ, t, λ)− ∂tK̂(u, θ, t, λ)

= (O(un+k), O(un+2k−1), O(un+2p−1)),

for some n  2.

Then, there exists a C1 map K : [0, ρ)×Td×R×Λ→ R2×Td, analytic in (0, ρ)×Td×R×Λ,
and an analytic vector field Y : (−ρ, ρ)× Td × R× Λ→ R× Td such that

X(K(u, θ, t, λ), t, λ)− ∂(u,θ)K(u, θ, t, λ) · Y (u, θ, t, λ)− ∂tK(u, θ, t, λ) = 0,

(u, θ, t, λ) ∈ [0, ρ)× Td × R× Λ,

and
K(u, θ, t, λ)− K̂(u, θ, t, λ) = (O(un+1), O(un+k), O(un+2p−k)),

Y (u, θ, t, λ)− Ŷ (u, θ, t, λ) =

 (O(u2k−1), 0) if n ¬ k,
(0, 0) if n > k.

Finally, the following result is a particular case of a slightly modified version of Theorem
6.3.1. It will be used later on in Section 6.9 applied to the study of the scattering of helium
atoms off copper surfaces. The proof, which is completely analogous to the one of Theorem
6.3.1, will be omitted.

Theorem 6.3.3. Let X be an analytic vector field of the form

X(x, y, θ, t, λ) =


c(θ, t, λ)y

b(θ, t, λ)xy +O(y2)

ω + d(θ, t, λ)y +O(‖(x, y)‖2)

 ,
with (x, y) ∈ R2, θ ∈ Td, ω ∈ Rd, and depending quasiperiodically on t with time frequen-
cies ν ∈ Rd′. Assume that c̄(λ) > 0, b̄(λ) 6= 0 and d̄(λ) 6= 0. Assume also that (ω, ν) is
Diophantine.

Then, there exists ρ > 0 and a C1 map K : [0, ρ) × Td × R × Λ → R2 × Td, analytic in
(0, ρ)× Td × R× Λ, of the form

K(u, θ, t, λ) = (u, K̄y
2 (λ)u2, θ + K̄θ

1(λ)u) + (O(u2), O(u3), O(u2)),

depending quasiperiocally on t with the same frequencies as X, and a polynomial vector field
Y of the form

Y (u, θ, t, λ) = Y (u, λ) =

Ȳ x
2 (λ)u2 + Ȳ x

3 (λ)u3

ω

 ,
with Ȳ x

2 (λ) < 0, such that

X(K(u, θ, t, λ), t, λ)− ∂(u,θ)K(u, θ, t, λ) · Y (u, θ, t, λ)− ∂tK(u, θ, t, λ) = 0,

(u, θ, t, λ) ∈ [0, ρ)× Td × R× Λ.
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6.4 Formal approximation of a parameterization of the whiskers

In this section we consider analytic vector fields X of the form (6.3.3), depending quasiperi-
odically on time, and we provide an algorithm to obtain a polynomial map, Kn(u, θ, t, λ) and
a vector field, Yn(u, θ, t, λ), that are approximations of solutions K and Y of the invariance
equation

X ◦ (K, t)− ∂(u,θ)K · Y − ∂tK = 0. (6.4.1)

The first component of the vector field Yn represents the dynamics in the directions normal
to the invariant torus, T . Similarly to the planar case presented in Chapter 4, the obtained
approximations correspond to stable manifolds when the coefficient Ȳ x

k (λ) of Yn is negative.
When this coefficient is positive they correspond to unstable manifolds.

The obtained approximations Kn and Yn satisfy the hypotheses of Theorem 6.3.2 and there-
fore Kn provides an approximation of a true invariant manifold of X.

In this case, when solving the cohomological equations to obtain the coefficients of Kn and
Yn we will encounter the small divisors equation for vector fields, which can be solved when
the vector (ω, ν) is Diophantine, where ν ∈ Rd′ are the time frequencies of X.

As for the map case, even if in the statement we ask for X to be analytic, the result holds if
X if only C∞ since the proof requires only formal computations.

Note that the obtained map Yn neither depends on θ nor on t. Moreover, in the first com-
ponent of Yn we recover the expression of the normal form of a one-dimensional vector field
around a parabolic point ([70]).

Proposition 6.4.1. Let X be an analytic vector field of the form (6.3.3). Assume that
2p > k − 1. Assume also that (ω, ν) is Diophantine and āk(λ) > 0 for λ ∈ Λ. Then, for
all n  2, there exist two maps, Kn : R× Td × R× Λ→ R2 × Td, of the form

Kn(u, θ, t, λ) =


u2 +

∑n
i=3 K̄

x
i (λ)ui +

∑n+k−1
i=k+1 K̃

x
i (θ, t, λ)ui∑n+k−1

i=k+1 K̄
y
i (λ)ui +

∑n+2k−2
i=2k K̃y

i (θ, t, λ)ui

θ +
∑n+2p−k−1
i=2p−k+1 K̄

θ
i (λ)ui +

∑n+2p−2
i=2p K̃θ

i (θ, t, λ)ui

 ,
depending quasiperiodically on time with the same frequencies as X, and two vector fields,
Yn : R× Td × R× Λ→ R× Td, of the form

Yn(u, θ, t, λ) = Yn(u, λ) =



(
Ȳ x
k (λ)uk

ω

)
if 2 ¬ n ¬ k,(

Ȳ x
k (λ)uk + Ȳ x

2k−1(λ)u2k−1

ω

)
if n  k + 1,

such that

Gn(u, θ, t, λ) := X(Kn(u, θ, t, λ), t, λ)− ∂(u,θ)Kn(u, θ, t, λ) · Yn(u, θ, t, λ)− ∂tKn(u, θ, t, λ)

= (O(un+k), O(un+2k−1), O(un+2p−1)).
(6.4.2)
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Moreover, for the first coefficients we obtain

K̄y
k+1(λ) = ±

√
2 āk(λ)

c̄(λ) (k + 1)
, K̄θ

2p−k+1(λ) = ± d̄p(λ)
2p− k + 1

√
2(k + 1)
c̄(λ) āk(λ)

, Ȳ xk (λ) = ±

√
c̄(λ) āk(λ)
2(k + 1)

,

K̃x
k+1(θ, t, λ) = SD(c̃(θ, t, λ))K̄y

k+1(λ), K̃y
2k(θ, t, λ) = SD(ãk(θ, t, λ)), K̃θ

2p(θ, t, λ) = SD(d̃p(θ, t, λ)).

Notation 6.4.2. Along the proof, given a differentiable map f(u, θ, t), we will denote by
[f ]n the coefficient of the term of order n of the jet of f with respect to u at 0 .

Proof. We prove it by induction and show that we can determine Kn and Yn iteratively.

For the first induction step, n = 2, we claim that there exist a map and a vector field,

K2(u, θ, t) =


u2 + K̃x

k+1(θ, t)uk+1

K̄y
k+1u

k+1 + K̃y
2k(θ, t)u

2k

θ + K̄θ
2p−k+1u

2p−k+1 + K̃θ
2p(θ, t)u

2p

 , Y2(u, θ, t) =

Ȳ x
k u

k

ω

 ,
such that

G2(u, θ, t) = X(K2(u, θ, t), t)− ∂(u,θ)K2(u, θ, t) · Y2(u, θ, t)− ∂tK2(u, θ, t)

= (O(uk+2), O(u2k+1), O(u2p+1)).

Indeed, from the expansion of G2 we have

Gx2 (u, θ, t) = uk+1[c(θ, t)K̄y
k+1 − 2Ȳ x

k − ∂θK̃x
k+1(θ, t) · ω − ∂tK̃x

k+1(θ, t)] +O(uk+2),

Gy2 (u, θ, t) = u2k[ak(θ, t)− (k + 1)K̄y
k+1Ȳ

x
k − ∂θK̃

y
2k(θ, t) · ω − ∂tK̃

y
2k(θ, t)] +O(u2k+1),

Gθ2(u, θ, t) = u2p[dp(θ, t)− (2p− k + 1)K̄θ
2p−k+1 − ∂θK̃θ

2p(θ, t)− ∂tK̃θ
2p(θ, t)] +O(u2p+1).

To obtain Gx2 (u, θ, t) = O(u2+k) we solve the equation

c(θ, t)K̄y
k+1 − 2Ȳ x

k − ∂θK̃x
k+1(θ, t) · ω − ∂tK̃x

k+1(θ, t) = 0

as follows. First, we separate the average and the oscillatory part of the functions that depend
on θ and t, so that we obtain

c̄K̄y
k+1 + c̃(θ, t)K̄y

k+1 − 2Ȳ x
k − ∂θK̃x

k+1(θ, t) · ω − ∂tK̃x
k+1(θ, t) = 0.

Then we split the equation into two parts, one containing the terms that are independent of
(θ, t), namely c̄K̄y

k+1 = 2Ȳ x
k , and the other being a small divisors equation of functions with

zero average, ∂θK̃x
k+1(θ, t) · ω + ∂tK̃

x
k+1(θ, t) = c̃(θ, t)K̄y

k+1.

We proceed in the same way to get Gy2 (u, θ, t) = O(u2k+1) and Gθ2(u, θ, t) = O(u2p+1). If
āk > 0 and (ω, ν) is Diophantine, the obtained equations have formal solutions given by

K̄y
k+1 = ±

√
2 āk

c̄ (k + 1)
, K̄θ

2p−k+1 = ± d̄p
2p− k + 1

√
2(k + 1)
c̄ āk

, Ȳ x
k = ±

√
c̄ āk

2(k + 1)
,

K̃x
k+1(θ, t) = SD(c̃(θ, t))K̄y

k+1, K̃y
2k(θ, t) = SD(ãk(θ, t)), K̃θ

2p(θ, t) = SD(d̃p(θ, t)).
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Next we perform the induction procedure. We assume that we have already obtained a map
Kn and a vector field Yn, n  2, such that (6.4.2) holds true, and we look for

Kn+1(u, θ, t) = Kn(u, θ, t) +


K̄x
n+1u

n+1 + K̃x
n+k(θ, t)u

n+k

K̄y
n+k u

n+k + K̃y
n+2k−1(θ, t)un+2k−1

K̄θ
n+2p−ku

n+2p−kK̃θ
n+2p−1(θ, t)un+2p−1

 ,

Yn+1(u, θ, t) = Yn(u, θ, t) +

Ȳ x
n+k−1 u

n+k−1

0

 ,
such that Gn+1(u, θ, t) = (O(un+k+1), O(un+2k), O(un+2p)). To simplify the notation, we
denote K+

n+1 = Kn+1 −Kn and Y+
n+1 = Yn+1 − Yn.

Using Taylor’s theorem, one can write

Gn+1 = X(Kn, t) + ∂(x,y,θ)X(Kn, t) · K+
n+1

+
ˆ 1

0
(1− s) ∂2

(x,y,θ)X((Kn, t) + s(K+
n+1, t)) ds (K+

n+1)⊗2

− ∂(u,θ)Kn · Yn − ∂(u,θ)K+
n+1 · Yn − ∂(u,θ)Kn+1 · Y+

n+1 − ∂tKn − ∂tK
+
n+1

= Gn + ∂(x,y,θ)X(Kn, t) · K+
n+1 − ∂(u,θ)K+

n+1 · Yn − ∂(u,θ)Kn+1 · Y+
n+1 − ∂tK

+
n+1

+
ˆ 1

0
(1− s) ∂2

(x,y,θ)X((Kn, t) + s(K+
n+1, t)) ds (K+

n+1)⊗2.

Performing the computations in the previous expression we have

Gxn+1(u, θ, t) = Gxn(u, θ, t)

+ un+k[c(θ, t)K̄y
n+k − (n+ 1)K̄x

n+1Ȳ
x
k − 2Ȳ x

n+k−1 − ∂θK̃x
n+k(θ, t) · ω − ∂tK̃x

n+k(θ, t)]

+O(un+k+1),

Gyn+1(u, θ, t) = Gyn(t, θ)

+ un+2k−1[k ak(θ, t)K̄x
n+1 − (n+ k)K̄y

n+kȲ
x
k − (k + 1)K̄y

k+1Ȳ
x
n+k−1 − ∂θK̃

y
n+2k−1(θ, t) · ω

− ∂tK̃y
n+2k−1(θ, t)] +O(un+2k),

Gθn+1(u, θ, t) = Gθn(t, θ)

+ un+2p−1[p dp(θ, t)K̄x
n+1 − (n+ 2p− k)K̄θ

n+2p−kȲk − (2p− k + 1)K̄θ
2p−k+1Ȳ

x
n+k−1

− ∂θK̃θ
n+2p−1(θ, t) · ω − ∂tK̃θ

n+2p−1(θ, t)] +O(un+2p).
(6.4.3)

Since, by the induction hypothesis, Gn(u, θ, t) = (O(un+k), O(un+2k−1), O(un+2p−1)), to com-
plete the induction step we need to make [Gxn+1]n+k, [Gyn+1]n+2k−1 and [Gθn+1]n+2p−1 vanish.
From the expansions obtained in (6.4.3), such condition leads to the following cohomological
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equations,

c(θ, t)K̄y
n+k − (n+ 1)K̄x

n+1Ȳ
x
k − 2Ȳ x

n+k−1 − ∂θK̃x
n+k(θ, t) · ω − ∂tK̃x

n+k(θ, t)

+ [Gxn(θ, t)]n+k = 0,

k ak(θ, t)K̄x
n+1 − (n+ k)K̄y

n+kȲ
x
k − (k + 1)K̄y

k+1Ȳ
x
n+k−1 − ∂θK̃

y
n+2k−1(θ, t) · ω

− ∂tK̃y
n+2k−1(θ, t) + [Gyn(θ, t)]n+2k−1 = 0,

p dp(θ, t)K̄x
n+1 − (n+ 2p− k)K̄θ

n+2p−kȲk − (2p− k + 1)K̄θ
2p−k+1Yn+k−1

− ∂θK̃θ
n+2p−1(θ, t) · ω − ∂tK̃θ

n+2p−1(θ, t) + [Gθn(θ, t)]n+2p−1 = 0.
(6.4.4)

Taking averages with respect to (θ, t) in the previous equations and separating the terms that
depend on (θ, t) from the constant ones, we split (6.4.4) into three small divisors equations
of functions with zero average, namely,

∂θK̃
x
n+k(θ, t) · ω + ∂tK̃

x
n+k(θ, t) = c̃(θ, t)K̄y

n+k + [G̃xn(θ, t)]n+k,

∂θK̃
y
n+2−1k(θ, t) · ω + ∂tK̃

y
n+2k−1(θ, t) = k ãk(θ, t)K̄x

n+1 + [G̃yn(θ, t)]n+2k−1,

∂θK̃
θ
n+2p−1(θ, t) · ω + ∂tK̃

θ
n+2p−1(θ, t) = p d̃p(θ, t)K̄x

n+1 + [G̃θn(θ, t)]n+2p−1,

(6.4.5)

and the following linear system of equations with constant coefficients,
−(n+ 1)Ȳ x

k c̄ 0

k āk −(n+ k) Ȳ x
k 0

p d̄p 0 −(n+ 2p− k)Ȳ x
k




K̄x
n+1

K̄y
n+k

K̄θ
n+2p−k



=


−[Ḡxn]n+k + 2Ȳ x

n+k−1

−[Ḡyn]n+2k−1 + (k + 1)Ky
k+1Ȳ

x
n+k−1

−[Ḡθn]n+2p−1 + (2p− k + 1)K̄θ
2p−k+1Ȳ

x
n+k−1

 .
(6.4.6)

Note that the determinant of the matrix in the left hand side of (6.4.6) vanishes when
kc̄āk − (n + 1)(n + k)(Ȳ x

k )2 = 0. Then, if n 6= k that matrix is invertible, so we can take
Ȳ x
n+k−1 = 0 and then obtain K̄x

n+1, K̄y
n+k and K̄θ

n+2p−k in a unique way. When n = k, the
determinant of the matrix is zero. Then, choosing

Ȳ x
2k−1 =

2k Ȳ x
k [Ḡxn]2k + c̄ [Gyn]3k−2

2 (3k + 1) Ȳ x
k

,

system (6.4.6) has solutions. In this case, however, K̄x
k+1, K̄y

2k and K̄θ
2p are not uniquely

determined.

Once we have chosen solutions K̄x
k+1, K̄y

2k and K̄θ
n+2p−k for system (6.4.6), we solve the small

divisors equations (6.4.5) taking

K̃x
n+k(θ, t) = SD(c̃(θ, t)K̄y

n+k + [G̃xn(θ, t)]n+k),

K̃y
n+2k−1(θ, t) = SD(k ãk(θ, t)K̄x

n+1 + [G̃yn(θ, t)]n+2k−1),

K̃θ
n+2p−1(θ, t) = SD(p d̃p(θ, t)K̄x

n+1 + [G̃θn(θ, t)]n+2p−1).

In this way all equations in (6.4.4) are solved and one can proceed to the next induction
step.
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6.5 The functional equation

To study the existence of invariant manifolds of a time-dependent vector field of the form
(6.3.3) following the parameterization method we proceed in a similar way as we did in
Chapter 5.

First we consider approximations Kn : R×Td×R×Λ→ R2×Td and Yn : R×Td×R×Λ→
R × Td of solutions of equation (6.4.1) obtained in Section 6.4 up to a high enough order.
Then, keeping Y = Yn fixed, we look for a correction ∆ : [0, ρ)× Td ×R×Λ→ R2 × Td, for
some ρ > 0, of Kn, analytic on (0, ρ)× Td ×R×Λ, such that the pair K = Kn + ∆, Y = Yn
satisfies the invariance condition

X ◦ (Kn + ∆, t)− ∂(u,θ)(Kn + ∆) · Y − ∂t(Kn + ∆) = 0. (6.5.1)

To be able to deal with equation (6.5.1) in a suitable space of analytic functions, we rewrite
the vector field (6.3.3) as X̌(x, y, θ, τ, λ) = X(x, y, θ, t, λ), with τ = νt and ν ∈ Td′ , so that
the corresponding differential system reads

ẋ

ẏ

θ̇

 =


č(θ, τ, λ)y

ǎk(θ, τ, λ)xk + Ǎ(x, y, θ, τ, λ)

ω + ďp(θ, τ, λ)xp + B̌(x, y, θ, τ, λ)

 (6.5.2)

where č : Td × Td′ × Λ→ R, č(θ, τ, λ) = c(θ, t, λ), and similarly for the other quantities with
an inverted hat.

Note that now the vector field X̌ is defined in a domain of the form U ×Tn, with n = d+ d′,
and thus the new variables (θ, τ) can be thought as angles.

We also introduce

Ǩn(u, θ, τ, λ) = Kn(u, θ, t, λ), Y̌ (u, θ, τ, λ) = Y (u, θ, t, λ),

and

J(u, θ, τ, λ) =

Y̌ (u, θ, τ, λ)

ν

 .
Therefore, equation (6.5.1) can be written as

X̌ ◦ (Ǩn + ∆, τ)−D(Ǩn + ∆) · J = 0, (6.5.3)

and then we look for a solution ∆ = ∆(u, θ, τ, λ), ∆ : [0, ρ)× Td × Td′ × Λ→ R2 × Td.

The proofs of Theorems 6.3.1 and 6.3.2 are organized in a similar way as the ones of Theorems
5.3.1 and 5.3.2 from Chapter 5. Taking into account the structure of X̌ we rewrite equation
(6.5.1) to separate the dominant linear part with respect to ∆ and the remaining terms.
The obtained equation motivates the introduction of the families of operators S×n,J and Nn,X
and the spaces where these operators will act on. Note that the symbols used to name the
operators S×n,J and Nn,X are the same that in Chapter 5, but they correspond to different
operators that act on different function spaces. As for the map case, we rewrite the equation
for ∆ as the fixed point equation

∆ = Tn,X(∆), where Tn,X = (S×n,J)−1 ◦ Nn,X ,
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and we apply the Banach fixed point theorem to get the solution. The properties of the
operators Tn,X are deduced in Lemma 6.6.12.

From Proposition 6.4.1, given n there exist a map Kn and a vector field Y = Yn such that

X ◦ (Kn, t)− ∂(u,θ)Kn · Y − ∂tKn = En,

or equivalently,
X̌ ◦ (Ǩn, τ)−DǨn · J = Ěn, (6.5.4)

where Ěn(u, τ, λ) = (O(un+k), O(un+2k−1), O(un+2p−1)). Since we are looking for a stable
manifold we will take the approximations corresponding to Y̌ = Y̌n with the coefficient
Ȳ x
k (λ) < 0.

We look for ρ > 0 and a map Ǩ = Ǩn + ∆ : [0, ρ) × Td+d′ × Λ → R2 × Td, analytic on
(0, ρ) × Td+d′ × Λ satisfying (6.5.3), where Ǩn and J satisfy (6.5.4). Moreover, we ask ∆ to
be of the form ∆ = (∆x,∆y,∆θ) = (O(un), O(un+k−1), O(un+2p−k−1)).

To simplify the notation, similarly as in Chapter 5, we write

P (x, y, θ, τ, λ) = ǎk(θ, τ, λ)xk + Ǎ(x, y, θ, τ, λ)

and
Q(x, y, θ, τ, λ) = ďp(θ, τ, λ)xp + B̌(x, y, θ, τ, λ).

Then, using (6.5.4) we can rewrite (6.5.3) as

D∆x · J = Ǩyn[č ◦ (Ǩθn + ∆θ, τ)− č ◦ (Ǩθn, τ)] + ∆y c ◦ (Ǩθn + ∆θ, τ) + Ěxn ,
D∆y · J = P ◦ (Ǩn + ∆, τ)− P ◦ (Ǩn, τ) + Ěyn,
D∆θ · J = Q ◦ (Ǩn + ∆, τ)−Q ◦ (Ǩn, τ) + Ěθn,

(6.5.5)

or in a compact form,

D∆ · J = X ◦ (Ǩn + ∆, τ)−X ◦ (Ǩn, τ) + Ěn.

Note that this functional equation has d+ 2 components.

6.6 Function spaces, operators and their properties

To deal with equation (6.5.4) we need to define suitable function spaces and operators as we
did for the map case in Chapter 5. The spaces and operators we will use here are somehow
analogous to the ones used in Chapter 5, but here we will have to take into account also
the time dependence. Also, the operator corresponding to Sn,J in Chapter 5, namely Sn,R,
which was a composition operator, will be now an integral operator due to the nature of the
invariance equation for vector fields, (6.5.1).

We fix 0 < β < π
k−1 and we take the sector S(β, ρ) for some 0 < ρ < 1.

Definition 6.6.1. Given a sector S = S(β, ρ), and σ > 0, let Zn, for n ∈ N, be the Banach
space

Zn =
{
f : S × Td+d′

σ × ΛC → C | f real analytic,

‖f‖n := sup
(u,θ,τ,λ)∈S×Td+d′σ ×ΛC

|f(u, θ, τ, λ)|
|u|n

<∞
}
.
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Given a product of spaces,
∏
iZi, we endow it with the product norm

‖f‖∏
i
Zi = max

i
‖πi ◦ f‖Zi ,

where πi is the canonical projection from
∏
j Zj to Zi.

We also define the space
Ωn = Zn ×Zn+k−1 ×Zdn+2p−k−1,

endowed with the product norm defined above, where the functions in Zn+2p−k−1 are mapped
into C/Z. Also, given α > 0 we define

Ωα
n = {f = (fx, fy, fθ) ∈ Ωn | ‖f‖Ωn ¬ α}.

For the sake of simplicity, we will omit the parameters ρ, β and σ in the notation of the
spaces Zn.

Since X̌ is analytic in U × Td+d′ × Λ, which is relatively compact, it has a holomprphic
extension to some neighborhood of the form V × Td+d′

σ × ΛC, V ⊂ C2. Also since Ǩn and
J are analytic in R × Td+d′ × Λ they can be defined on a complex domain of the form
S(β, ρ) × Td+d′

σ′ × ΛC. Then it is possible to set equation (6.5.5) in a space of holomorphic
functions defined in S(β, ρ)×Td+d′

σ′ ×ΛC, and to look for ∆ being a real analytic function of
complex variables that takes values in R2 × Td when restricted to (0, ρ)× Td+d′ × Λ.

To solve equation (6.5.5), we will consider n big enough and we will look for a solution,
∆ ∈ Ωα

n, for some α > 0. To determine which value of α must be considered we proceed as
for the map case. In order for the compositions in (6.5.5) to make sense we need to ensure
the range of Ǩn + ∆ to be contained in the domain where X̌ is analytic. Also, we look for
an invariant manifold parameterized as Ǩn + ∆ where ∆ has to be considered as a small
correction of Ǩn.

Let b > 0 be the radius of a closed ball in C2 contained in V , and let σ̃ < σ. We need to
consider Ǩn and ∆ such that ((Ǩn + ∆)x, (Ǩn + ∆)y) ∈ V , (Ǩn + ∆)θ ∈ Tdσ. To this end we
want to ensure that

|((Ǩn + ∆)x, (Ǩn + ∆)y)| ¬ b and |Im((Ǩn + ∆)θ)| ¬ σ̃. (6.6.1)

We choose ρ and σ′ small enough such that

sup
S(β,ρ)×Td+d′

σ′ ×ΛC

|(Ǩxn(u, θ, τ, λ), Ǩyn(u, θ, τ, λ))| ¬ b
2

and such that
sup

S(β,ρ)×Td+d′
σ′ ×ΛC

|Im(Ǩθn(u, θ, τ, λ))| ¬ σ̃
2 .

Later on we may modify the size of ρ to a smaller value.

Then, we take
α = min

{1
2 ,

b
2 ,

σ̃
2

}
,

and we set ∆ ∈ Ωα
n. In this way, we get

sup
S×Td+d′

σ′ ×ΛC

|∆x(u, θ, τ, λ)| ¬ sup
S
‖∆x‖n |u|n ¬ αρn ¬ b

2 ρ
n,
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and similarly, sup
S×Td+d′

σ′ ×ΛC
|∆y(u, θ, τ, λ)| ¬ b

2 ρ
n+k−1, and

sup
S×Td+d′

σ′ ×ΛC

|∆θ(u, θ, τ, λ)| ¬ sup
S
‖∆θ‖n+2p−k+1 |u|n+2p−k−1 ¬ αρn+2p−k−1 ¬ σ̃

2 ρ
n+2p−k−1,

and in particular, |Im(∆θ)| ¬ σ̃
2 . Hence, with these considerations one obtains the bounds

required in (6.6.1).

Remark 6.6.2. As for the map case, along the section, the value of the radius of the ball Ωα
n

is always fixed and given by α = min{1/2, b/2, σ̃/2}. We may modify the value ρ denoting
the radius of the sector S(β, ρ) where the functions of the spaces Zn are defined.

Next we introduce two families of operators that will be used to deal with (6.5.5).

Definition 6.6.3. Let n  0, β < π
k−1 , and let J : S(β, ρ)×Td+d′

σ′ → C×Td+d′
σ′ be an analytic

vector field of the form
J(u, θ, τ) = (Ykuk +O(uk+1), ω, ν), (6.6.2)

with Yk < 0, and where the terms O(uk+1) do not depend on (θ, τ).

We define Sn,J : Zn → Zn, as the linear operator given by

Sn,J f = Df · J = ∂uf · Jx + ∂θf · ω + ∂τf · ν.

Next we introduce an auxiliary lemma concerning the properties of the solutions of vector
fields of the form (6.6.2) that will be used later on.

Lemma 6.6.4. Let J(u, θ, τ) be an analytic vector field as in Definition 6.6.3 and let ϕs be
its time−s flow. That is, ϕs = (ϕus , ϕ

θ
s, ϕ

τ
s) is the flow of

u̇ = Yku
k +O(uk+1),

θ̇ = ω,

τ̇ = ν.

Then, ϕs is of the form

ϕs(u, θ, t) = (ϕus (u), θ + ωs, τ + νs),

and for any fixed µ ∈ (0, (k − 1)|Y x
k | cosλ), with λ = β k−1

2 , there exists ρ > 0 small enough
such that

|ϕus (u)| ¬ |u|
(1 + sµ|u|k−1)

1
k−1

, ∀u ∈ S(β, ρ), ∀ s ∈ [0,∞). (6.6.3)

In addition, we have ϕs(u) ∈ S(β, ρ) for all s ∈ [0,∞) and u ∈ S(β, ρ).

Proof. By its definition the time−s flow of J is given by

ϕs(u, θ, τ) = (u, θ, τ) +
ˆ s

0
J ◦ ϕs ds. (6.6.4)

and thus, integrating the system we obtain

ϕθs(u, θ, t) = θ + ωs, ϕτs(u, θ, t) = τ + νs,
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and that ϕus is independent of θ and τ .

To show that (6.6.3) holds we will use Lemma 5.7.4 stated in Chapter 5. We start by writing
ϕs(u) depeloped as a Taylor series with respect to u around u = 0,

ϕus (u) = α0(s) + α1(s)u+ α2(s)u2 + · · · , (6.6.5)

and then one gets α0(s) ≡ 0, since u = 0 is a critical point of Jx. By equating (6.6.4) to
(6.6.5) we obtain

α1(s)u+ α2(s)u2 + · · · = u+
ˆ s

0
[Yk(α1(s)u+ α2(s)u2 + · · · )k +O(ϕs(u))k+1] ds

= u+ Yku
k

ˆ s

0
α1(s) ds+O(uk+1).

(6.6.6)

From the previous expression we infer that α1(s) ≡ 1, since for s = 0 the flow is ϕu0(u) = u,
and hence, by replacing this in the second line of (6.6.6) we obtain that ϕus (u) is given by

ϕus (u) = u+ sYku
k +O(uk+1). (6.6.7)

Then, from (6.6.7) and by the definition of Jx it is clear that for every fixed s, the map
ϕs : S(β, ρ)→ C satisfies the hypotheses of Lemma 5.7.4. Namely, we have that given s > 0
and given µ ∈ (0, (k−1)|Y x

k | cosλ), with λ = β k−1
2 , there exists ρs = ρs(µ) > 0 small enough

such that

|(ϕus )j(u)| = |ϕujs(u)| ¬ |u|
(1 + jµ|u|k−1)

1
k−1

, u ∈ S(β, ρs), j ∈ N,

and therefore, there exists ρ = ρ(µ) such that

sup
s∈[0,1]

|ϕujs(u)| ¬ |u|
(1 + jµ|u|k−1)

1
k−1

, u ∈ S(β, ρ), j ∈ N.

Moreover, clearly it holds that

|u|
(1 + jµ|u|k−1)

1
k−1
¬ |u|

(1 + sjµ|u|k−1)
1

k−1
u ∈ S(β, ρ), s ∈ [0, 1], j ∈ N.

By joining the two previous estimates we get

|ϕujs(u)| ¬ |u|
(1 + sjµ|u|k−1)

1
k−1

u ∈ S(β, ρ), s ∈ [0, 1], j ∈ N,

which is equivalent to

|ϕus (u)| ¬ |u|
(1 + sµ|u|k−1)

1
k−1

u ∈ S(β, ρ), s ∈ [0,∞).

Finally, also as a direct consequence of Lemma 5.7.4, we have that ϕus maps S(β, ρ) into itself
for all s ∈ [0,∞).
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Definition 6.6.5. Let X be a vector field satisfying the hypotheses of Theorem 6.3.1, and
let X̌(x, y, θ, τ) = X(x, y, θ, t), defined in V × Tdσ × Td′σ , V ∈ C2. Given n  3, we introduce
Nn,X = (N x

n,X , N
y
n,X , N θ

n,X) : Ωα
n → Zn+k−1 ×Zn+2k−2 × (Zn+2p−2)d, given by

N x
n,X(f) = Ǩyn[č ◦ (Ǩθn + fθ, τ)− č ◦ (Ǩθn, τ)] + fy č ◦ (Ǩθn + fθ, τ) + Ěxn ,
N y
n,X(f) = P ◦ (Ǩn + f, τ)− P ◦ (Ǩn, τ) + Ěyn,

N θ
n,X(f) = Q ◦ (Ǩn + f, τ)−Q ◦ (Ǩn, τ) + Ěθn.

The following lemma states that the integral operators Sn,J have a bounded right inverse and
provide a bound for the norm ‖S−1

n,J‖.

Lemma 6.6.6. Given k  2, for all n  1, the operator Sn,J : Zn → Zn associated with the
vector field J (see Definition 6.6.3), has a bounded right inverse,

S−1
n,J : Zn+k−1 → Zn,

given by

S−1
n,J η = −

ˆ ∞
0

η ◦ ϕs ds, η ∈ Zn+k−1, (6.6.8)

where ϕs denotes the time-s flow of J .

Moreover, for any fixed µ ∈ (0, (k − 1)|Y x
k | cosλ), with λ = β k−1

2 , there exists ρ > 0 such
that, taking S(β, ρ)× Td+d′

σ′ as the domain of the functions of Zn+k−1, we have the operator
norm bound

‖(Sn,J)−1‖ ¬ 1
µ
k−1
n .

Proof. To show that (6.6.8) is a formal expression for a right inverse of Sn,J , note that
ϕ0(u, θ, τ) = (u, θ, τ) and that lims→∞ ϕ

u
s (u, θ, τ) = 0, and recall that ϕs(u, θ, τ) = (ϕus (u), θ+

ωs, τ + νs) is the time−s flow of J . By differenciating under the integral sign one has

Sn,J ◦ (Sn,J)−1η = −
ˆ ∞

0
∂u(η ◦ ϕs) ds Jx −

ˆ ∞
0

∂θ(η ◦ ϕs) ds · ω −
ˆ ∞

0
∂τ (η ◦ ϕs) ds · ν.

Moreover, the following relations hold true,
ˆ ∞

0
∂θ(η ◦ ϕs) ds · ω =

ˆ ∞
0

∂θη ◦ ϕs ∂sϕθs ds,ˆ ∞
0

∂τ (η ◦ ϕs) ds · ν =
ˆ ∞

0
∂τη ◦ ϕs ∂sϕτs ds,ˆ ∞

0
∂u(η ◦ ϕs) ds Jx =

ˆ ∞
0

∂uη ◦ ϕs ∂sϕus ds.

(6.6.9)

Indeed, the first two equalities above are trivial. To prove the third one, observe that we have
ˆ ∞

0
∂u(η ◦ ϕs) Jx ds =

ˆ ∞
0

∂uη ◦ ϕs ∂uϕus Jx ds =
ˆ ∞

0
∂uη ◦ ϕs ∂uϕus Jx

Jx ◦ ϕs
Jx ◦ ϕs

ds,

and then, denoting g(s, u) = ∂uη ◦ ϕs Jx ◦ ϕs and v(s, u) = ∂uϕ
u
s

Jx

Jx◦ϕs , we can write

ˆ ∞
0

∂u(η ◦ ϕs) Jx ds =
ˆ ∞

0
g(s, u) v(s, u) ds. (6.6.10)
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Note that we also have v(s, u) ≡ 1. Indeed,

∂sv(s, u) = Jx ∂s
∂uϕ

u
s

Jx ◦ ϕs
= Jx

(
∂uJ

x ◦ ϕs ∂uϕus
Jx ◦ ϕs

− ∂uϕ
u
s ∂uJ

x ◦ ϕs Jx ◦ ϕs
(Jx ◦ ϕs)2

)
≡ 0,

and then,

v(s, u) = v(0, u) = ∂uϕ
u
0

Jx

Jx ◦ ϕ0
≡ 1.

Therefore, from (6.6.10) we have
ˆ ∞

0
∂u(η ◦ ϕs) Jx ds =

ˆ ∞
0

g(s, u) ds =
ˆ ∞

0
∂uη ◦ ϕs Jx ◦ ϕs ds =

ˆ ∞
0

∂uη ◦ ϕs ∂sϕus ds,

and the third equality of (6.6.9) is proved. Finally, using (6.6.9) we obtain

Sn,J ◦ (Sn,J)−1η = −
ˆ ∞

0
∂uη ◦ ϕs ∂sϕus ds−

ˆ ∞
0

∂θη ◦ ϕs ∂sϕθs ds−
ˆ ∞

0
∂τη ◦ ϕs ∂sϕτs ds

= −
ˆ ∞

0
∂s(η ◦ ϕs) ds = η ◦ ϕ0 − lim

s→∞
η ◦ ϕs = η.

Also, by Lemma 6.6.4 we have ϕs(u, θ, τ) = (ϕus (u), θ + ωs, τ + νs), and that ϕus (u) belongs
to S(β, ρ) for all s ∈ [0,∞). Then clearly one has ϕs ∈ S(β, ρ)× Td+d′

σ′ and the composition
η ◦ ϕs is well defined for all s.

We check next that the integral (6.6.8) converges uniformly on S×Td+d′
σ′ . Using again Lemma

6.6.4 we have, for ρ small enough,

|η ◦ ϕs(u, θ, τ)| ¬ ‖η‖n+k−1 |ϕus (u)|n+k−1 ¬ ‖η‖n+k−1

( |u|
(1 + sµ|u|k−1)1/k−1

)n+k−1

¬ C ‖η‖n+k−1
1

s
(1+ n

k−1 )
, ∀ (u, θ, τ) ∈ S × Td+d′

σ′ , ∀ s ∈ [0,∞),

and therefore the integral
´∞

0 η ◦ ϕs ds defines a holomorphic function in S × Td+d′
σ′ .

We prove next that S−1
n is bounded on Zn+k−1. From the expression obtained in (6.6.8) and

by Lemma 6.6.4, one has, if β < π
k−1 and for ρ small enough,

‖(Sn,J)−1 η‖n = sup
S×Td+d′

σ′

|(Sn,J)−1η(u, θ, τ)|
|u|n

¬ sup
S×Td+d′

σ′

1
|u|n

ˆ ∞
0
|(η ◦ ϕs)(u, θ, τ)| ds

¬ ‖η‖n+k−1 sup
S

1
|u|n

ˆ ∞
0
|ϕus (u)|n+k−1

¬ ‖η‖n+k−1 sup
S

1
|u|n

ˆ ∞
0

( |u|
(1 + sµ|u|k−1)1/k−1

)n+k−1

ds,
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and we also have

1
|u|n

ˆ ∞
0

( |u|
(1 + sµ|u|k−1)1/k−1

)n+k−1

ds = |u|k−1
ˆ ∞

0

1

(1 + s µ |u|k−1)
n+k−1
k−1

ds

=
|u|k−1

µ |u|k−1

ˆ ∞
0

1

(1 + y)
n+k−1
k−1

dy

=
1
µ

k − 1
n

, ∀u ∈ S(β, ρ).

Therefore, we get

‖(Sn,J)−1η‖n ¬ ‖η‖n+k−1
( 1
µ
k−1
n

)
, η ∈ Zn+k−1,

which shows that (Sn,J)−1 : Zn+k−1 → Zn is bounded with ‖(Sn,J)−1‖ ¬ 1
µ
k−1
n .

The operators Nn,X are Lipschitz and we provide bounds for their Lipschitz constants.

Lemma 6.6.7. For each n  3, there exists a constant, Mn > 0, for which the operator Nn,X
satisfies

Lip N x
n,X ¬ sup

(θ,τ)∈Td+d′σ

|č(θ, τ)|+Mnρ,

Lip N y
n,X ¬ k sup

(θ,τ)∈Td+d′σ

|ǎk(θ, τ)|+Mnρ,

Lip N θ
n,X ¬ p sup

(θ,τ)∈Td+d′σ

|ďp(θ, τ)|+Mnρ,

where ρ is the radius of the sector S(β, ρ).

Proof. The proof is completely analogous to the one of Lemma 5.7.9, with the only difference
that here the vector field X and the functions of Ωα

n also depend on τ . To avoid redundancy,
we write the proof only for the component N x

n,X .

As in Lemma 5.7.9, along the proof we use that if a given analytic function g defined in
S(β, ρ) × Td+d′

σ′ satisfies g(u, θ, t) = O(|u|n), for some integer n, then there exists Mn > 0
such that ‖g‖n < Mn, and also, the coefficients of Ǩn that depend on (θ, τ) are bounded for
(θ, τ) ∈ Td+d′

σ′ as a consequence of the small divisors lemma.

For the component N x
n,X , we have, for each f, f̃ ∈ Ωα

n,

N x
n,X(f)−N x

n,X(f̃) = Ǩyn[č ◦ (Ǩθn + fθ, τ)− č ◦ (Ǩθn + f̃θ, τ)] + fy č ◦ (Ǩθn + fθ, τ)

− f̃y č ◦ (Ǩθn + f̃θ, τ)

= (Ǩyn + fy)
ˆ 1

0
Dč ◦ [Ǩθn + f̃θ + s(fθ − f̃θ), τ ] ds (fθ − f̃θ)

+ č ◦ (Ǩθn + f̃θ, τ) (fy − f̃y).
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We can then bound, for some Mn > 0,

‖(Ǩyn + fy)
ˆ 1

0
Dč ◦ (Ǩθn + f̃θ + s(fθ − f̃θ), τ) ds (fθ − f̃θ)‖n+k−1

¬ sup
Td+d′σ

|Dč(θ, τ)| sup
S×Td+d′

σ′

1
|u|n+k−1 |Ǩ

y
n(u, θ, τ) + fy(u, θ, τ)||fθ(u, θ, τ)− f̃θ(u, θ, τ)|

¬ ‖fθ − f̃θ‖n+2p−k−1 ‖Ǩyn + fy‖k+1 sup
Td+d′σ

|Dč(θ, τ)| sup
S×Td+d′

σ′

|u|2p−k+1

¬Mn ρ
2p−k+1 ‖fθ − f̃θ‖n+2p−k−1,

and on the other hand,

‖č ◦ (Ǩθn + f̃θ, τ) (fy − f̃y)‖n+k−1 = sup
S×Td+d′

σ′

|č ◦ (Ǩθn + f̃θ, τ)(u, θ, τ)| |f
y(u, θ, τ)− f̃y(u, θ, τ)|

|u|n+k−1

¬ sup
Td+d′σ

|č(θ, τ)| ‖fy − f̃y‖n+k−1,

and thus, we obtain

‖N x
n (f)−N x

n (f̃)‖n+k−1 ¬ ( sup
Td+d′σ

|č(θ, τ)|+Mnρ) max{‖fy − f̃y‖n+k−1, ‖fθ − f̃θ‖n+2p−k−1},

that is,
Lip N x

n ¬ sup
Td+d′σ

|č(θ, τ)|+Mnρ.

We define some more operators and we introduce the family Tn,X similarly as we did in
Chapter 5 for the map case.

Definition 6.6.8. For n > 2p − k − 1, we denote by S×n,J : Ωn → Ωn the linear operator
defined component-wise as S×n,J = (Sn,J , Sn+k−1,J , (Sn+2p−k−1,J)d).

Remark 6.6.9. Since S×n,J is defined component-wise, its inverse,

(S×n,J)−1 : Zn+k−1 ×Zn+2k−2 × (Zn+2p−2)d → Ωn,

is given by
(S×n,J)−1 = (S−1

n,J , S
−1
n+k−1,J , (S−1

n+2p−k−1,J)d).

Definition 6.6.10. Let X be a vector field satisfying the hypotheses of Theorem 6.3.1, and
let X̌(x, y, θ, τ) = X(x, y, θ, t), defined in V × Tdσ × Td′σ , V ∈ C2. Given n  3, we define
Tn,X : Ωα

n → Ωn by
Tn,X = (S×n,J)−1 ◦ Nn,X .

Remark 6.6.11. Note that given the vector field X, to define the previous operators we
always take together the associated triple (X̌, Ǩn, J) satisfying X̌ ◦ Ǩn −DǨn · J = Ěn.

Using the introduced operators, equations (6.5.5) can be written as

S×n,J ∆ = Nn,X(∆).
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Lemma 6.6.12. There exist m0 > 0 and ρ0 > 0 such that if ρ < ρ0, then, for every n  m0,
we have Tn,X(Ωα

n) ⊆ Ωα
n and Tn,X is a contraction operator in Ωα

n.

Proof. By its definition, the operator Tn,X satisfies

Lip Tn,X ¬ max{‖S−1
n,J‖Lip N x

n,X , ‖S−1
n+k−1,J‖Lip N y

n,X , ‖S
−1
n+2p−k−1,J‖Lip N θ

n,X}. (6.6.11)

From (6.6.11) and the estimates obtained in Lemmas 6.6.6 and 6.6.7, given µ ∈ (0, (k −
1)|Ȳ x

k | cosλ), with λ = β k−1
2 , there is ρ0 > 0 such that for ρ < ρ0 we have the bound

Lip Tn,X ¬max
{ 1
µ
k−1
n ( sup

Td+d′σ

|č(θ, τ)|+Mnρ),

1
µ

k−1
n+k−1 ( sup

Td+d′σ

|ǎk(θ, τ)|+Mnρ), 1
µ

k−1
n+2p−k−1 ( sup

Td+d′σ

|ďp(θ, τ)|+Mnρ)
}
,

taking S(β, ρ)× Td+d′
σ′ as the domain of the functions of Ωα

n.

Then, choosing ρ < ρ0 small enough, it is clear that one can chose m0 such that, for n  m0,
one has Lip Tn,X < 1. For the chosen ρ < ρ0 and n  m0, Tn,X is a contraction in Ωα

n.

Next we prove that one can find ρ̃0 > 0, maybe smaller than ρ0, such that taking S(β, ρ) ×
Td+d′
σ′ , with ρ < ρ̃0 as the domain of the functions of Ωα

n, then Tn,X maps Ωα
n into itself.

For each f ∈ Ωα
n we can write

‖Tn,X(f)‖Ωn ¬ ‖Tn,X(f)− Tn,X(0)‖Ωn + ‖Tn,X(0)‖Ωn
¬ αLip Tn,X + ‖Tn,X(0)‖Ωn .

From the definition of Tn,X and Nn,X we have, for each n ∈ N,

Tn,X(0) = (S×n,J)−1 ◦ Nn,X(0) = (S×n,J)−1 Ěn.

Also, we have Ěn = (Ěxn , Ěyn, Ěθn) ∈ Zn+k × Zn+2k−1 × (Zn+2p−1)p, ant thus, for every ε > 0,
there is ρn > 0 such that for ρ < ρn one has

‖Tn,X(0)‖Ωn ¬ ‖(S×n,J)−1‖ max{‖Ěxn‖n+k−1, ‖Ěyn‖n+2k−2, ‖Ěθn‖n+2p−2} ¬ ‖(S×n,J)−1‖Mn ρ < ε.

Therefore, since we have Lip Tn,X < 1, we can take ρn as

ρn = sup {ρ > 0 | αLip Tn,X + ‖Tn,X(0)‖Ωn ¬ α},

and then for every ρ < ρn it holds that Tn,X(Ωα
n) ⊆ Ωα

n.

6.7 Proofs of the main results

We give next the proofs of Theorems 6.3.1 and 6.3.2, where we show that there exists a
solution ∆ of equation (6.5.5). The invariant manifold of X we are looking for will be given
by Kn(u, θ, t) + ∆̃(u, θ, t), with ∆̃(u, θ, t) = ∆(u, θ, τ) and τ = νt, t ∈ R.

132



Proof of Theorem 6.3.1. Let m0 be the integer provided by Lemma 6.6.12, and let n0 =
max{m0, k + 1}. We take the approximations Kn0 and Y = Yn0 given by Proposition 6.4.1,
which satisfy

En0(u, θ, t) = X(Kn0(u, θ, t), t)− ∂(u,θ)Kn0(u, θ, t) · Y (u, θ, t)− ∂tKn0(u, θ, t)
= (O(un0+k), O(un0+2k−1), O(un0+2p−1)).

We will look for ρ > 0 and a function ∆ : [0, ρ) × Td × R, ∆ analytic in (0, ρ) × Td × R,
satisfying

X ◦ (Kn0 + ∆, t)− ∂(u,θ)(Kn0 + ∆) · Y − ∂t(Kn0 + ∆) = 0. (6.7.1)

We consider X̌(x, y, θ, τ) = X(x, y, θ, t), and we take the holomorphic extension of X̌ to a
neighborhood V × Td+d′

σ of of (0, 0)× Td+d′ , where V ⊂ C2 contains the centered closed ball
of radius b > 0, and we take also α = min {1

2 ,
b
2 ,

σ̃
2 } with 0 < σ̃ < σ. This setting allows to

rewrite (6.7.1) as

D∆x · J = Ǩyn[č ◦ (Ǩθn + ∆θ, τ)− č ◦ (Ǩθn, τ)] + ∆y c ◦ (Ǩθn + ∆θ, τ) + Ěxn ,
D∆y · J = P ◦ (Ǩn + ∆, τ)− P ◦ (Ǩn, τ) + Ěyn,
D∆θ · J = Q ◦ (Ǩn + ∆, τ)−Q ◦ (Ǩn, τ) + Ěθn,

with Ωα
n0 , or using the operators defined previously,

S×n0,J ∆ = Nn0,X(∆), ∆ ∈ Ωα
n0 .

By Lemma 6.6.6, if ρ is small, S×n0 has a bounded right inverse and we can rewrite this
equation as

∆ = Tn0,X(∆), ∆ ∈ Ωα
n0 .

By Lemma 6.6.12, since n0  m0, we have that Tn0,X maps Ωα
n0 into itself and is a contraction.

Then it has a unique fixed point, ∆∞ ∈ Ωα
n0 . Note that this solution is unique once Ǩn0 is

fixed. Finally we take ∆̃∞(u, θ, t) = ∆∞(u, θ, τ), and then K = Kn0 + ∆̃∞ satisfies the
conditions in the statement.

The C1 character of K at the origin follows from the order condition of K at u = 0.

Proof of Theorem 6.3.2. Let m0 be the integer provided by Lemma 6.6.12, and let n0 =
max{m0, k+ 1}. If the value of n given in the statement of the theorem is such that n < n0,
first we look for a better approximation Kn0 of the form

Kn0(u, θ, t) = K̂(u, θ, t) +
n0∑

j=n+1

K̂j(u, θ, t),

with

K̂j(u, θ, t) =


K̄x
j u

j + K̃x
j+k−1(θ, t)uj+k−1

K̄y
j+k−1u

j+k−1 + K̃y
j+2k−2(θ, t)uj+2k−2

K̄θ
j+2p−k−1u

j+2p−k−1 + K̃θ
j+2p−2(θ, t)uj+2p−2

 ,
and

Yn0(u, θ, t) = Ŷ (u, θ, t) +
n0∑

j=n+1

Ŷj(u),
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with

Ŷ x
j (u) =

{
δj,k+1Ȳ

x
2k−1u

2k−1 if n ¬ k,
0 if n > k,

Ŷ θ
j (u) = 0.

The coefficients of Kn0(u, θ, t) and Yn0(u, θ, t) are obtained imposing the condition

X(Kn0(u, θ, t), t)− ∂(u,θ)Kn0(u, θ, t) · Y (u, θ, t)− ∂tKn(u, θ, t)

= (O(un0+k), O(un0+2k−1), O(un0+2p−1)).

Proceeding as in Proposition 6.4.1, we obtain such coefficients iteratively. We denoteKj(u, θ, t) =
K̂(u, θ, t) +

∑j
m=n+1 K̂m(u, θ, t) and Yj(u, θ, t) = Ŷ (u, θ, t) +

∑j
m=n+1 Ŷm(u). In the iterative

step we have

X(Kj(u, θ, t), t)−∂(u,θ)Kj(u, θ, t)·Yj(u, θ, t)−∂tKj(u, θ, t) = (O(uj+k), O(uj+2k−1), O(uj+2p−1)).

Then,

X(Kj + K̂j+1, t)− ∂(u,θ)(Kj + K̂j+1) · (Yj + Ŷj+1)− ∂t(Kj + K̂j+1)

= X(Kj , t)− ∂(u,θ)Kj · Yj − ∂tKj
+ ∂(x,y,θ)X(Kj , t) · K̂j+1 − ∂(u,θ)K̂j+1 · Yj − ∂(u,θ)Kj+1 · Ŷj+1 − ∂tK̂j+1

+
ˆ 1

0
(1− s) ∂2

(x,y,θ)X((Kj , t) + s(K̂j+1, t)) ds (K̂j+1)⊗2.

The condition

X(Kj+1(u, θ, t), t)− ∂(u,θ)Kj+1(u, θ, t) · Yj+1(u, θ, t)− ∂tKj+1(u, θ, t)

= (O(uj+k+1), O(uj+2k), O(uj+2p)),

leads to the same equations (6.4.5) and (6.4.6) as in Proposition 6.4.1, which we solve in the
same way.

From this point we can proceed as in the proof of Theorem 6.3.1 and look for ∆ ∈ Ωα
n ⊂

Zn0×Zn0+k−1× (Zn0+2p−k−1)d such that the pair K = Kn0 + ∆, Y = Yn0 satisfies X(K, t)−
∂(u,θ)K · Y − ∂tK = 0.

Finally, for the map K, we also have

K(u, θ, t)− K̂(u, θ, t) = Kn0(u, θ, t)− K̂(u, θ, t) + ∆(u, θ, t)

=
n0∑

j=n+1

K̂j(u, θ, t) + ∆(u, θ, t)

= (O(un+1), O(un+k), O(un+2p−k)) + (O(un0), O(un0+k−1), O(un0+2p−k−1)),

with n < n0. Then we have n+ 2p− k ¬ n0 + 2p− k − 1 and thus,

K(u, θ, t)− K̂(u, θ, t) = (O(un+1), O(un+k), O(un+2p−k)).

For the vector field Y we have

Y (u, θ, t)− Ŷ (u, θ, t) = Yn0(u, θ, t)− Ŷ (u, θ, t) =
n0∑

j=n+1

Ŷj(u) =

 (O(u2k−1), 0) if n ¬ k,
(0, 0) if n > k.
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If n  n0 we look for K∗(u, θ, t) = K̂(u, θ, t) + K̂n+1(u, θ, t) with

K̂n+1(u, θ, t) =


K̄x
n+1u

n+1 + K̃x
n+k(θ, t)u

n+k

K̄y
n+ku

n+k + K̃y
n+2k−1(θ, t)un+2k−1

K̄θ
n+2p−ku

n+2p−k + K̃θ
n+2p−1(θ, t)un+2p−1


and Y∗n(u, θ, t) = Ŷ (u, θ, t) + Ŷn+1(u) with

Ŷ x
n+1(u) =

{
Ȳ x

2k−1u
2k−1 if n ¬ k,

0 if n > k,
Ŷ θ
n+1(u) = 0.

We determine the coefficients of K̂n+1(t, θ) so that

X(K∗(u, θ, t), t)−∂(u,θ)K∗(u, θ, t)·Y∗(u, θ, t)−∂tK∗(u, θ, t) = (O(un+k+1), O(un+2k), O(un+2p)),

as in the previous case, and we look for ∆ ∈ Λαn+1 ⊂ Zn+1 × Zn+k × (Zn+2p−k)d such that
the pair K = K∗ + ∆, Y = Y∗ satisfies X ◦ (K, t)− ∂(u,θ)K · Y − ∂tK = 0.

Similarly as before we obtain

K(u, θ, t)− K̂(u, θ, t) = K∗(u, θ, t)− K̂(u, θ, t) + ∆(u, θ, t)

= K̂n+1(u, θ, t) + ∆(u, θ, t)

= (O(un+1), O(un+k), O(un+2p−1)) + (O(un+1), O(un+k), O(un+2p−k))

= (O(un+1), O(un+k), O(un+2p−k)),

and

Y (u, θ, t)− Ŷ (u, θ, t) = Y∗(u, θ, t)− Ŷ (u, θ, t) = Ŷn+1(u) =

 (O(u2k−1), 0) if n ¬ k,
(0, 0) if n > k.

6.8 Planar vector fields depending quasiperiodically on time

A particular case in the family of vector fields of the form (6.3.3) is the class obtained taking
the vector fields of such family that do not depend on the variable θ. Those are then planar
vector fields depending quasiperiodically on time with a critical point at the origin with

DX(0, 0) =

0 c(t, λ)

0 0

 .
This class of vector fields are much simpler to study that the ones of the form (6.3.3). In this
section we present a bigger class of planar vector fields containing those ones and we recover
the three cases of the reduced form presented in Chapter 4.
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Let U ⊂ R2 be a neighborhood of 0, and let X : U ×Λ→ R2 be an analytic, non autonomous
vector field of the form

X(x, y, t, λ) =

 c(t, λ)y

p(x, t, λ) + yq(x, t, λ) + u(x, y, t, λ) + g(x, y, t, λ)

 (6.8.1)

with c̄(λ) > 0,
p(x, t, λ) = xk(ak(t, λ) + · · ·+ ar(t, λ)xr−k),

q(x, t, λ) = xl−1(bl(t, λ) + · · ·+ br(t, λ)xr−l),

for some k, l  2 and r  k + 1, r  l + 1, and where u(x, y, t, λ) is a polynomial on the
variables (x, y) containing the factor y2 and g(x, y, t, λ) = O(‖(x, y)r‖). Moreover, X depends
quasiperiodically on t with time frequencies ν ∈ Rd.

We consider the following three cases for the class of vector fields of the form (6.8.1), depend-
ing on the indices k and l, analogous to the ones used in Chapter 4,

• Case 1: k < 2l − 1 and āk(λ) 6= 0,

• Case 2: k = 2l − 1 and āk(λ), b̄l(λ) 6= 0,

• Case 3: k > 2l − 1 and b̄l(λ) 6= 0.

We note that the vector fields of the form (6.3.3) would correspond to case 1 once one removes
the dependence on the variable θ.

As in Chapter 4, to provide a uniform notation, we define the integer N as N = k for case 1
and N = l for cases 2 and 3.

6.8.1 Approximation of a parameterization of the invariant curves

Similarly as in Section 6.4, we provide a parameterization of an approximation of an invariant
curve of a vector field of the form (6.8.1) and a representation of the dinamics inside this
invariant curve.

Conceretly, here we look for Kn(u, t, λ) and Yn(u, t, λ) being approximations of solutions of
the invariance equation

X ◦ (K, t)−DK · Y − ∂tK = 0.

To do so we proceed similarly as in Proposition 6.4.1 removing the dependence on θ, that is,
we look for Kn(u, t, λ) and Yn(u, t, λ) satisfying

X(Kn(u, t, λ), t, λ)− ∂uKn(u, t, λ) · Yn(u, t, λ)− ∂tKn(u, t, λ) = (O(un+k), O(un+2k−1)).

We state three results corresponding to the tree cases defined above. The proofs combine the
techniques from Proposition 6.4.1 and from the proofs of Propositions 4.3.1, 4.3.3 and 4.3.4
of Chapter 4, and thus we will omit them.
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Proposition 6.8.1 (Case 1). Let X be a C∞ vector field of the form (6.8.1), with k < 2l−1.
Assume that ν is Diophantine and that and āk(λ) > 0, for λ ∈ Λ. Then, for all n  2, there
exist two maps, Kn : R×R×Λ→ R2 and two corresponding vector fields, Yn : R×R×Λ→ R,
of the form

Kn(u, t, λ) =

u2 +
∑n
i=3 K̄

x
i (λ)ui +

∑n+k−1
i=k+1 K̃

x
i (t, λ)ui∑n+k−1

i=k+1 K̄
y
i (λ)ui +

∑n+2k−2
i=2k K̃y

i (t, λ)ui


and

Yn(u, t, λ) =

{
Ȳk(λ)uk if 2 ¬ n ¬ k,
Ȳk(λ)uk + Ȳ2k−1(λ)u2k−1 if n  k + 1,

such that

Gn(u, t, λ) := X(Kn(u, t, λ), t, λ)− ∂uKn(u, t, λ) · Yn(u, t, λ)− ∂tKn(u, t, λ)

= (O(un+k), O(un+2k−1)).
(6.8.2)

For the first coefficients of Kn and Yn we have

K̄y
k+1(λ) = ±

√
2 āk(λ)

c̄(λ) (k + 1)
, Ȳk(λ) = ±

√
c̄(λ) āk(λ)
2(k + 1)

,

K̃x
k+1(t, λ) = SD(c̃(t, λ)K̄y

k+1(λ)), K̃y
2k(t, λ) = SD(ãk(t, λ)).

Note that the expression for the restricted dynamics inside the invariant curves is independent
of the time t.

Proposition 6.8.2 (Case 2). Let X be a C∞ vector field of the form (6.8.1) with k = 2l−1.
Assume that āk(λ) 6= 0, b̄l(λ) 6= 0 and āk(λ) > − (b̄l(λ))2

4c̄(λ)l , for λ ∈ Λ. If āk(λ) < 0 assume also

that āk(λ) 6= 1−2l
(3l−1)2

(b̄l(λ))2

c̄(λ) . Assume that ν is Diophantine. Then, for all n  1, there exist
two maps, Kn : R× R× Λ→ R2 and two vector fields, Yn : R× R× Λ→ R, of the form

Kn(u, t, λ) =

u+
∑n
i=2 K̄

x
i (λ)ui +

∑n+l−1
i=l K̃x

i (t, λ)ui∑n+l−1
i=l K̄y

i (λ)ui +
∑n+2l−2
i=2l−1 K̃

y
i (t, λ)ui

 (6.8.3)

and

Yn(u, t, λ) =

{
Ȳl(λ)ul if 2 ¬ n ¬ l − 1,

Ȳl(λ)ul + Ȳ2l−1(λ)u2l−1 if n  l,
(6.8.4)

such that

Gn(u, t, λ) := X(Kn(u, t, λ), t, λ)− ∂uKn(u, t, λ) · Yn(u, t, λ)− ∂tKn(u, t, λ)

= (O(un+l), O(un+2l−1)).
(6.8.5)

For the first pair we have

Ky
l (λ) =

b̄l(λ)−
√

(b̄l(λ))2 + 4 c̄(λ) āk(λ) l

2 c̄(λ) l
,

Yl(λ) =
b̄l(λ)−

√
(b̄l(λ))2 + 4 c̄(λ) āk(λ) l

2l
= c̄(λ)K̄y

l (λ),

K̃x
l (t, λ) = SD(c̃(t, λ)K̄y

l (λ)), K̃y
2l−1(t, λ) = SD(ãk(t, λ) + b̃l(t, λ)K̄y

l (λ)),
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and for the second one we have

Ky
l (λ) =

b̄l(λ) +
√

(b̄l(λ))2 + 4 c̄(λ) āk(λ) l

2 c̄(λ) l
,

Yl(λ) =
b̄l(λ) +

√
(b̄l(λ))2 + 4 c̄(λ) āk(λ) l

2l
= c̄(λ)K̄y

l (λ),

K̃x
l (t, λ) = SD(c̃(t, λ)K̄y

l (λ)), K̃y
2l−1(t, λ) = SD(ãk(t, λ) + b̃l(t, λ)K̄y

l (λ)).

If āk(λ) = 1−2l
(3l−1)2

(b̄l(λ))2

c̄(λ) one can compute the coefficients of Kn and Yn up to n = l − 1.

Proposition 6.8.3 (Case 3). Let X be a C∞ vector field of the form (6.8.1) with k > 2l−1.
Assume that ν is Diophantine and that b̄l(λ) 6= 0 for λ ∈ Λ. Then, for all n  1, there exist
a map, Kn : R×R×Λ→ R2 and a vector field, Yn : R×R×Λ→ R, of the form (6.8.3) and
(6.8.4), respectively, such that (6.8.5) holds. For the first coefficients of Kn and Yn we have

K̄y
l (λ) =

b̄l(λ)
c̄(λ) l

, Ȳl(λ) =
b̄l(λ)
l

,

K̃x
l (t, λ) = SD(c̃(t, λ)K̄y

l (λ)), K̃y
2l−1(t, λ) = SD(b̃l(t, λ)K̄y

l (λ)).

6.8.2 Existence results

We present an existence result and an a posteriori result for invariant curves of vector fields
of the form (6.8.1). These results come as a direct consequence of the combination of the
techniques used for the proofs of Theorems 6.3.1 and 6.3.2 and the setting and function
spaces used in Section 2.4.2 for planar maps. Therefore we will not write the proofs in detail.
We will state the results and we will sketch the proofs and expose how do they change when
dealing with cases 2 and 3 of (6.8.1) instead of case 1.

Theorem 6.8.4. Let X : U × R × Λ → R2 be an analytic vector field of the form (6.8.1).
Assume the following hypotheses according to the different cases, for λ ∈ Λ,

(case 1) āk(λ) > 0, (case 2) āk(λ) > 0, b̄l(λ) 6= 0, (case 3) b̄l(λ) < 0.

Then, there exists a C1 map K : [0, ρ)×R×Λ→ R2, analytic in (0, ρ)×R×Λ, of the form

K(u, t, λ) =

 (u2, K̄y
k+1(λ)uk+1) + (O(u3), O(uk+2)), case 1,

(u, K̄y
l (λ)ul) + (O(u2), O(ul+1)), cases 2, 3,

with K̄y
k+1(λ) = −

√
2āk(λ)

c̄(λ)(k+1) for case 1, K̄y
l (λ) = b̄l(λ)−

√
(b̄l(λ))2+4 c̄(λ) āk(λ) l

2 c̄(λ) l for case 2 and

K̄y
l (λ) = b̄l(λ)

c̄(λ)l for case 3, and a one-dimensional vector field Y of the form Y (u, t, λ) =

Y (u, λ) = ȲN (λ)uN + Ȳ2N−1(λ)u2N−1, with Ȳk(λ) = c̄(λ)
2 K̄y

k+1(λ) for case 1 and Ȳl(λ) =
c̄(λ)K̄y

l (λ) for cases 2, 3, such that

X(K(u, t, λ), t, λ)− ∂uK(u, t, λ) · Y (u, t, λ)− ∂tK(u, t, λ) = 0, (u, t, λ) ∈ [0, ρ)× R× Λ.
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Theorem 6.8.5. Let X : U × R × Λ → R2 be an analytic vector field of the form (6.8.1),
and let K̂ : (−ρ, ρ)× R× Λ→ R2 and Ŷ = (−ρ, ρ)× R× Λ→ R be an analytic map and an
analytic vector field, respectively, of the form

K̂(u, t, λ) =

 (u2, K̂y
k+1(λ)uk+1) + (O(u3), O(uk+2)) case 1,

(u, K̂y
l (λ)ul) + (O(u2), O(ul+1)) cases 2, 3,

and Ŷ (u, t, λ) = ŶN (λ)uN +O(uN+1), ŶN (λ) < 0, such that

X(K̂(u, t, λ), t, λ)− ∂uK̂(u, t, λ) · Ŷ (u, t, λ)− ∂tK̂(u, t, λ) = (O(un+N ), O(un+2N−1)),

for some n  2 in case 1 or n  1 in cases 2, 3.

Then, there exists a C1 map K : [0, ρ) × R × Λ → R2, analytic in (0, ρ) × R × Λ, and an
analytic vector field Y : (−ρ, ρ)× R× Λ→ R such that

X(K(u, t, λ), t, λ)− ∂uK(u, t, λ) · Y (u, t, λ)− ∂tK(u, t, λ) = 0, (u, t, λ) ∈ [0, ρ)× R× Λ,

and
K(u, t, λ)− K̂(u, t, λ) = (O(un+1), O(un+N )),

Y (u, t, λ)− Ŷ (u, t, λ) =

 O(u2k−1) if n ¬ k
0 if n > k

case 1,

Y (u, t, λ)− Ŷ (u, t, λ) =

 O(u2l−1) if n ¬ l − 1

0 if n > l − 1
cases 2, 3.

To prove Theorem 6.8.4, take τ = νt, with τ ∈ Td, and let

X̌(x, y, τ, λ) = X(x, y, t, λ), Ǩn(u, τ, λ) = Kn(u, t, λ), Y̌ (u, τ, λ) = Y (u, t, λ),

and J(u, τ, λ) =

Y̌ (u, τ, λ)

ν

 .
We look for a C1 function, ∆ = ∆(u, τ, λ), ∆ : [0, ρ)×Td×Λ→ R2, analytic in (0, ρ)×Td×Λ
satisfying

X̌ ◦ (Ǩn + ∆, τ)−D(Ǩn + ∆) · J = 0. (6.8.6)

Therefore an invariant manifold of X will be given by K(u, t, λ) = Kn(u, t, λ) + ∆̃∗(u, t, λ),
where ∆̃∗(u, t, λ) = ∆∗(u, τ, λ) and ∆∗(u, τ, λ) is a solution of equation (6.8.6).

From Propositions 6.8.1, 6.8.2 and 6.8.3, given n there exist Kn and Y = Yn such that

X ◦ (Kn, t)− ∂(u,θ)Kn · Y − ∂tKn = En,

or equivalently,
X̌ ◦ (Ǩn, τ)−DǨn · J = Ěn, (6.8.7)

with Ěn(u, τ, λ) = (O(un+N ), O(un+2N−1)), where we denote N = k for case 1 and N = l for
cases 2 and 3.
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Hence, we look for ρ > 0 and a map Ǩ = Ǩn + ∆ : [0, ρ) × Td × Λ → R2, analytic on
(0, ρ)× Td × Λ satisfying (6.8.6), where Ǩn and J satisfy (6.8.7). Moreover, we ask ∆ to be
of the form ∆ = (∆x,∆y) = (O(un), O(un+N−1)).

Using (6.8.7) we can rewrite (6.8.6) as

D∆x · J = ∆y č(τ) + Ěxn ,
D∆y · J = P ◦ (Ǩn + ∆, τ)− P ◦ (Ǩn, τ) + Ěyn,

(6.8.8)

which is the functional equation that needs to be solved, and where P (x, y, τ) denotes the
second component of X̌.

We fix 0 < β < π
k−1 and we consider the sector S(β, ρ) for some 0 < ρ < 1. Here we take the

Banach spaces, for n ∈ N, defined as

Zn =
{
f : S × Tdσ × ΛC → C | f real analytic, ‖f‖n := sup

(u,τ,λ)∈S×Tdσ×ΛC

|f(u, τ, λ)|
|u|n

<∞
}
.

We consider the product spaces

Ωn,k = Zn ×Zn+k−1 (case 1),

and
Ωn,l = Zn ×Zn+l−1 (cases 2, 3),

endowed with the product norm. Also, given α > 0 we define

Ωα
n,N = {f = (fx, fy) ∈ Ωn,N | ‖f‖Ωn,N ¬ α}.

We choose the values for σ, σ′, α and ρ as we described in Section 6.6 without taking into
account the dependence on θ.

Then we can define operators Sn,J and Nn,X , analogously as in in Section 6.6 as the left hand
side and the right hand side of (6.8.8), respectively.

Definition 6.8.6. Let n  0, β < π
N−1 , and let J : S(β, ρ) × Tdσ′ → C × Tdσ′ be an analytic

vector field of the form

J(u, t) = (YNuN +O(uN+1), ν) = (Jx, ν), (6.8.9)

with YN < 0, and where the terms O(uN+1) do not depend on τ .

Given J , we define Sn,J : Zn → Zn, as the linear operator given by

Sn,J f = Df · J = ∂uf · Jx + ∂τf · ν.

Definition 6.8.7. Let X be a vector field satisfying the hypotheses of Theorem 6.8.4, and
let X̌(x, y, τ) = X(x, y, t), defined in the complex domain V × Tdσ, V ∈ C2. Given n  3, we
introduce Nn,X = (N x

n,X , N
y
n,X) : Ωα

n,N → Zn+N−1 ×Zn+2N−2, given by

N x
n,X(f) = fy č(τ) + Ěxn ,
N y
n,X(f) = P ◦ (Ǩn + f, τ)− P ◦ (Ǩn, τ) + Ěyn.
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Definition 6.8.8. For each n ∈ N we denote by S×n,J : Ωn,N → Ωn,N the linear operator
defined component-wise as S×n,J = (Sn,J , Sn+N−1,J).

With the introduced operators, equation (6.8.8) can be written as

S×n,J ∆ = Nn,X(∆).

Moreover, the operators S×n,J have a bounded right inverse.

Definition 6.8.9. Given n  3, we define Tn,X : Ωα
n,N → Ωn,N by

Tn,X = (S×n,J)−1 ◦ Nn,X .

Lemma 6.8.10. There exist m0 > 0 and ρ0 > 0 such that if ρ < ρ0, then, for every n  m0,
we have Tn,X(Ωα

n,N ) ⊆ Ωα
n,N and Tn,X is a contraction operator in Ωα

n,N .

As a consequence of the Lemma 6.8.10, and provided that we computed an approximation Kn
up to a high enough order, we obtain that equation (6.8.8) has a unique solution, ∆∞ ∈ Ωn.
Hence, we take ∆̃∞(u, θ, t, λ) = ∆(u, θ, τ, λ), and then K = Kn + ∆̃∞ satisfies the conditions
in the statement of Theorem 6.8.4. We use this same setting to prove Theorem 6.8.5.

6.9 Applications

In this section we present some applications of the results of this chapter. The first one is a
toy-model example, while the second one is motivated by a chemistry problem.

6.9.1 A quasiperiodically forced oscillator

As an example of a family of systems with a parabolic nilpotent singularity at the origin
of the form (6.8.1), we consider a generalization of a perturbed one-dimensional harmonic
oscillator.

Consider a particle moving along a straight line under the action of a potential V (x), with
V (x) = cx2n, c > 0, n ∈ N. If n = 1, the system is a harmonic oscillator. The equation of
motion for this particle is

ẍ = −V ′(x) = −2nc x2n−1,

where ẍ is the acceleration. Denoting y = ẋ the velocity of the particle, the equations of
motion are written

ẋ = y,

ẏ = −2nc x2n−1.
(6.9.1)

This system has the first integral H(x, y) = 1
2y

2 +cx2n, and hence, the phase space is foliated
by periodic orbits around the origin, corresponding to the closed curves 1

2y
2 + cx2n = h, for

each energy h > 0.

Next we will see that perturbing system (6.9.1) with an external force one can break the
center behaviour of the system and introduce a parabolic stable invariant manifold. Assume
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now that the particle moving under the action of the potential V (x) is also submitted to a
force that depends quasiperiodically on the time t with frequency ν ∈ Rd. Then the equation
of motion for this particle is given by

ẍ = −V ′(x) + F (x, ẋ, t),

where F is the one dimensional quasiperiodic applied force, that may also depend on the
position x and the velocity ẋ. We assume also that F is an analytic function of x, y and t
around (x, y) = (0, 0), and that F (x, y, t) = O(‖(x, y)‖2).

Now the equations of motion read

ẋ = y,

ẏ = −2nc x2n−1 + F (x, y, t),
(6.9.2)

and the origin of (6.9.2) is a parabolic critical point with linear part of the form0 1

0 0

 .
That is, system (6.9.2) is of the form (6.8.1). Since V and F are analytic around (0, 0),
with F (x, y, t) = O(‖(x, y)‖2), to study whether the origin of (6.9.2) has a stable invariant
manifold one can apply Theorem 6.8.4. One can write

−V ′(x) + F (x, y, t) = p(x, t) + yq(x, t) + u(x, y, t),

with u(x, y, t) = O(y2) and

p(x, t) = xk(ak(t) + · · ·+ ar(t)xr−k), p(x, t) = xl−1(bl(t) + · · ·+ br(t)xr−l),

for some k, l  2 and r  k + 1, r  l + 1, and then classify system (6.9.2) to case 1, 2 or
3. Then, Theorem 6.8.4 provides the existence of a stable curve asymptotic to the origin,
K(u, t) : [0, ρ) × R → R2, analytic in [0, ρ) × R, provided that ν is Diophantine and that
āk > 0 (cases 1 and 2) or b̄l < 0 (case 3).

As a concrete example, we take n = 2 and we assume that the particle is subject to the
external force F (x, y, t) = dx2g(t), with d > 0 and where g is a quasiperiodic function of t
with ḡ > 0 and frequency ν ∈ Rd, ν Diophantine. This system is modelled by the equations

ẋ = y,

ẏ = −4cx3 + dx2g(t).
(6.9.3)

System (6.9.3) corresponds to case 1 of the reduced form (6.8.1) with ak(t) = a2(t) = dg(t),
and moreover we have ā2 = dḡ > 0.

Therefore by Theorem 6.8.4 there exists a solution of system (6.9.3) asymptotic to 0, and
analytic away from 0, for any d > 0. Moreover, Proposition 6.8.1 gives an approximation of
a parameterization of such curve, which is located in the lower right plane.

To look for an unstable invariant curve of system (6.9.3) we consider the vector field obtained
after changing the sign of the time, t 7→ −t, in (6.9.3). The stable curves of such system,
namely

ẋ = −y,
ẏ = 4cx3 − dx2g(t),

(6.9.4)
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will be unstable curves of system (6.9.3). Performing the change of variables y 7→ −y to
system (6.9.4) we can apply again Theorem 6.8.4 to obtain the existence of an analytic stable
curve of such system. Finally, by undoing the last change of variables, we conclude that for
all d > 0, system (6.9.3) has a stable invariant curve in the lower right plane and an unstable
invariant curve in the upper right plane, both of them analytic away from the origin.

As a consequence, the system (6.9.3) seen as a family of systems depending on d undergoes a
bifurcation from a center to a stable and an unstable invariant manifolds. That means that
for every d > 0, any external force applied of the form dx2g(t), with the conditions stated
before, breaks the oscillatory behavior of the system and induces a solution that brings the
particle to the origin.

6.9.2 Scattering of He atoms off Cu corrugated surfaces

In [35], the authors study the phase-space structure of a differential system modelling the
scattering of helium atoms off copper corrugated surfaces. Concretely, elastic collisions of 4He
atoms with corrugated Cu surfaces are considered, in particular those made of Cu(110) and
Cu(117). The system, which can be adequately treated at the classical level, can be modeled
by the following two degrees of freedom Hamiltonian describing the motion of a 4He atom,

H(x, z, px, pz) =
p2
x + p2

z

2m
+ V (x, z), (6.9.5)

where x is the coordinate parallel to the copper surface and z is the coordinate perpendicular
to it, px and pz are the respective momenta, and m is the mass of the atom. The potential
energy V (x, z) is given by

V (x, z) = VM (z) + VC(x, z),

where VM (z) = D(1−e−αz)2 is the Morse potential and VC(x, z) = De−2αzg(x) is the coupling
potential, with D = 6.35 meV, α = 1.05 Å−1, and g(x) being a periodic function. Thus the
variable x can be thought as an angle. For more information on the coefficients of the Morse
and coupling potentials, see Table 1 of [35].

The equations of motion derived from the Hamiltonian function (6.9.5) are

ẋ =
px
m
, ż =

pz
m
, ṗx = −De−2αzg′(x), ṗz = −2Dαe−αz + 2Dαe−2αz(1 + g(x)). (6.9.6)

We will use the results presented along this chapter to show that system (6.9.6) has a parabolic
periodic orbit at infinity (concretely for z →∞) and that such periodic orbit has stable and
unstable invariant manifolds. This means that for certain initial conditions the helium atom
leaves the copper surface and moves away spiraling asymptotically to a periodic orbit, and
vice-versa, for certain initial conditions with position close to infinity, the atom leaves the
periodic orbit and goes down to the surface.

Since (6.9.6) is a Hamiltonian system, the energy H is conserved, and thus each solution of
the system is contained in a level set H(x, z, px, pz) = h. Therefore we can reduce system
(6.9.6) to a three equations system restricting it to an energy level, H(x, z, px, pz) = h, and
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removing the equation for ṗx. The obtained system reads

ẋ =
1
m

(
2m(h−D(1− e−αz)2 −De−2αzg(x))− p2

z

)1/2
,

ż =
pz
m
,

ṗz = −2Dαe−αz + 2Dαe−2αz(1 + g(x)).

Next, to study the motion at z →∞ we perform the change of variables given by y = −e−αz.
Now the set y = 0 corresponds to infinity distance with respect to the copper surface. To
adapt the notation to the one of rest of the chapter we write θ := x and p := pz. The obtained
system reads

ṗ = 2Dαy + 2Dαy2(1 + g(θ)),

ẏ = − α
m
py,

θ̇ =
1
m

(
2m(h−D(1− y)2 −Dy2g(θ))− p2)1/2,

(6.9.7)

with y ¬ 0, p ∈ R and θ ∈ T = S1.

Therefore system (6.9.7) models the dynamics of a 4He atom off a Cu corrugated surface for
a fixed energy value h. The set p = y = 0 is invariant, and corresponds to a periodic orbit at
the infinity of system (6.9.6). For system (6.9.7) we have the following result.

Theorem 6.9.1. Let X be the vector field associated to system (6.9.7), and assume that h >
D. Then, the set γ = {p = y = 0} is a periodic orbit and it has stable and unstable invariant
manifolds. Concretely, there exist ρ > 0 and two C1 maps, K−,K+ : [0, ρ) × T → R2 × T,
analytic on (0, ρ)×T, and two analytic vector fields, Y −, Y + : [0, ρ)×T→ R×T of the form

K−(u, θ) =


u+O(u2)

Ky
2u

2 +O(u3)

Kθ
1u+O(u2)

 , Y −(u, θ) =

−Y2u
2 + Y3u

3

ω

 , (6.9.8)

corresponding to the stable manifold, and

K+(u, θ) =


−u+O(u2)

Ky
2u

2 +O(u3)

Kθ
1u+O(u2)

 , Y +(u, θ) =

Y2u
2 + Ŷ3u

3

ω

 , (6.9.9)

corresponding to the unstable manifold, with

Ky
2 = − 1

4mD
, Kθ

1 = − 1
α
√

2m(h−D)
, Y2 =

α

2m
, ω =

√
2(h−D)

m
, (6.9.10)

such that

X ◦K−(u, θ) = DK− ·Y −(u, θ) and X ◦K+(u, θ) = DK+ ·Y +(u, θ), (u, θ) ∈ [0, ρ)×T.
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Proof. We perform the following analytic change of variables to system (6.9.7),

p̃ = p, ỹ = y + (1 + g(θ))y2, θ̃ = θ, (6.9.11)

and we develop the right hand side of the third equation Taylor series around (p, y) = (0, 0),
so that the new system reads, writing the new variables without tilde,

ṗ = 2Dαy, ẏ = − α
m
py +O(y2), θ̇ = ω − d1y +O(‖(p, y)‖2), (6.9.12)

whith d1 = D√
2m(h−D)

.

It is clear that system (6.9.12) has a periodic orbit, γ, at p = y = 0 parameterized by
γ(t) = (0, 0, ωt). Moreover, such system satisfies the hypotheses of Theorem 6.3.3 with d′ = 0,
c(θ, λ) = 2Dα, b(θ, λ) = − α

m , and d(θ, λ) = d1.

Then, the stated results are a direct consequence of Theorem 6.3.3, which provides the exis-
tence of an analytic stable invariant manifold, K̃−, of system (6.9.12). An analogous argument
to the one of the proof of Proposition 6.4.1 provides an approximation of a parameterization
of K̃− and Ỹ −. In particular one obtains the expressions given in (6.9.8) and (6.9.10).

By undoing the change of variables (6.9.11) we recover the original parameterizations, K−

and Y −, of the stable manifold of γ and the restricted dynamics on it, whose first coefficients
coincide with the ones in (6.9.10).

The existence of the unstable manifold is obtained simply through the study of the system
obtained after applying the change t 7→ −t to (6.9.12). Indeed, performing such change of
variables and p 7→ −p, we obtain

ṗ = 2Dαy, ẏ = − α
m
py +O(y2), θ̇ = −ω + d1y +O(‖(p, y)‖2). (6.9.13)

Then we can apply again Theorem 6.3.3 to system (6.9.13), which provides an analytic stable
invariant manifold, K̃+, asymptotic to γ = {p = y = 0}, and an expression for the restricted
dynamics, Ỹ +, parameterized by

K̃+(u, θ) =


u+O(u2)

Ky
2u

2 +O(u3)

−Kθ
1u+O(u2)

 , Ỹ +(u, θ) =

−Y2u
2 + Ỹ3u

3

−ω

 .
Finally, by undoing the changes t 7→ −t and p 7→ −p we recover the parameterizations of
the unstable manifold of γ and the restricted dynamics on it, namely K+ and Y +, given in
(6.9.9).
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Part II

Periodic orbits of maps and vector fields
on manifolds
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Chapter 7

Introduction

This second part of the thesis is devoted to the study of periodic orbits, both for discrete and
continuous dynamical systems.

Let U ⊂ Rn be a domain and let f : U → Rn be a continuous map. We denote by fm the
m−th iterate of f . That is, fm is the m-fold composition of f with itself. A point x ∈ U such
that f(x) = x is called a fixed point, or a periodic point of period 1 of f . A point x ∈ U is
called periodic of period k > 1 if fk(x) = x and fm(x) 6= x for all m = 1, . . . , k − 1, and the
set formed by the iterates of x, i.e. {x, f(x), . . . , fk−1(x)}, is called the periodic orbit of the
periodic point x.

Given a map f : U → Rn, the set of periods of f is the set of natural numbers such that f
has a periodic orbit with its period that natural number.

Understanding the periodic orbits and the set of periods of a map is an important problem
in dynamical systems. Concretely, knowing the set of periods of a map f , or even a subset
of it, allows us to determine the existence of periodic orbits for f for a given period, and in
particular the existence of fixed points.

The Lefschetz numbers are one of the most useful tools to study the existence of fixed points
and periodic orbits of self-maps on compact manifolds, and it is based on understanding the
connection between the dynamics of the map and its action induced on the homology groups
of the manifold. In Chapter 8, we use this tool to obtain information on the set of periods of
certain diffeomorphisms on compact manifolds using the Lefschetz zeta function, which is a
generating function of the Lefschetz numbers of the iterates of a map.

Concretely, we study a class of maps called Morse-Smale diffeomorphisms. Morse–Smale
diffeomorphisms have a big dynamical interest because they form a structurally stable family
among the class of all diffeomorphisms. This means that given a Morse–Smale diffeomorphism
f , there is a neighborhood around f where all diffeomorphisms are topologically equivalent
to f .

We consider the class of Morse–Smale diffeomorphisms defined on the n-dimensional sphere
Sn, on products of two spheres of arbitrary dimension Sm × Sn with m 6= n, on the n-
dimensional complex projective space CPn, and on the n-dimensional quaternion projective
space HPn, the latter ones taken as real manifolds of dimension 2n and 4n, respectively. Then,
we describe the minimal sets of Lefschetz periods for such Morse–Smale diffeomorphisms,
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which is a subset of the set of periods that are preserved under homotopy equivalence.

In the last quarter of the 20th century there appeared some papers dedicated to understanding
the connections between the dynamics of the Morse–Smale diffeomorphisms and the topology
of the manifold where they are defined. Without trying to be exhaustive, see for instance
[28, 57, 65, 66, 68]. This interest continues during this first part of the 21st century, see for
example [9, 11, 33, 34, 51].

The set of periods for Morse–Smale diffeomorphisms on a product of any number of spheres
of the same dimension has been studied in [9]. For the particular case of Sn, we give more
detailed results considering the orientation of the diffeomorphisms. The set of periods of
Morse–Smale diffeomorphims on the two-dimensional sphere has been studied with more
details in [8, 38].

In [32] the authors study the Lefschetz periodic point free self-maps on Sm × Sn, CPn and
HPn. Our results give extended information in the same direction for the Morse–Smale dif-
feomorphisms.

Contrary to Chapter 8, in Chapter 9 we focus on continuous dynamical systems, namely,
dynamical systems defined by vector fields. In that chapter, the main goal is to show that
linear vector fields defined in manifolds different from Rn can exhibit limit cycles.

Given a differential system ẋ = X(x), with x ∈ Rn and X : U ⊂ Rn → Rn, we say that a
solution of the system, x(t), is T − periodic if there exists T > 0 such that x(t+ T ) = x(t),
and x(t+ s) 6= x(t) for all s ∈ (0, T ).

A limit cycle is defined as a periodic orbit of a differential system that is isolated in the set
of all periodic orbits of the system.

The study of periodic orbits and limit cycles of differential systems play an important role
in the qualitative theory of ordinary differential equations. There are many works concerning
the study of limit cycles and their applications (see for instance [19, 41, 44] and the references
quoted therein).

It is well known that linear vector fields in Rn can not have limit cycles, because either they
do not have periodic orbits or their periodic orbits form a continuum. But this is not the case
if one considers linear vector fields defined in other manifolds different from Rn.

The objective of Chapter 9 is to study the existence of limit cycles of linear vector fields on
the manifolds (S2)m × Rn. In that chapter we show that such linear differential systems can
have limit cycles and we consider the question of how many limit cycles can they have at
most.

The problem of studying limit cycles of linear vector fields on manifolds different form Rn
was already treated in [53], where the authors consider linear vector fields on (S1)m × Rn,
and they conjecture that such vector fields may have at most one limit cycle.

Linear autonomous differential systems, namely, systems of the form ẋ = Ax+ b, where A is
a n × n real matrix and b is a vector in Rn, are the easiest systems to study because their
solutions can be completely determined (see [1, 69]), but still they play an important role in
the theory of differential systems. Also, it is well known that when a nonlinear differential
system has a hyperbolic equilibrium point, the dynamics around that point is determined by
the linearization of the vector field at that point (Hartman–Grossman theorem, see [43]).
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Moreover, linear differential systems of the form ẋ = Ax+Bu, where x are the state variables
and u is the control input, are applied in control theory for the modeling of hybrid systems
(see [47, 46]).

Given a family of differential systems, ẋ = Xa(x) = X(a, x), where a is a real parameter, we
say that the family undergoes a bifurcation at a = a0 if for any neighborhood V of a0, there
is a value a1 ∈ V such that Xa0 and Xa1 are not topologically conjugate, that is, they exhibit
a big difference in the behavior of their solutions. An example where this kind of behavior
appears is to consider a differential system having a continuum of periodic orbits, namely a
center, that is perturbed and so it bifurcates to a system with limit cycles.

In the same direction, linear vector fields having invariant subspaces of periodic orbits can
be perturbed inside a concrete class of nonlinear differential systems to obtain limit cycles
of these nonlinear systems bifurcating from the periodic orbits of the linear system (see for
instance [49, 52]).
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Chapter 8

Periods of Morse–Smale
diffeomorphisms on manifolds

8.1 Introduction

In this chapter we study the set of periods of the Morse–Smale diffeomorphisms on the n-
dimensional sphere Sn, on products of two spheres of arbitrary dimension Sm×Sn, withm 6= n,
on the n-dimensional complex projective space CPn and on the n-dimensional quaternion
projective space HPn. More precisely, our goal is to describe the minimal set of Lefschetz
periods, MPerL(f) (see Definition 8.3.1), that those diffeomorphisms can exhibit for arbitrary
values of n and m.

Along this chapter, let M denote a compact, C1, Riemannian manifold, namely, a C1 compact
manifold endowed with a metric d : M ×M → R.

As usual N denotes the set of all positive integers. Given a continuous map f : M →M , we
define the set of periods of f as the set

Per(f) := {k ∈ N : f has a periodic orbit of period k}.

In order to define what a Morse–Smale diffeomorphism is, we introduce some more definitions.

A fixed point x of a C1 map f : M → M is called hyperbolic if all the eigenvalues of Df(x)
have modulus different than one. A periodic point x of f of period k is called a hyperbolic
periodic point if it is a hyperbolic fixed point of fk.

We denote by Diff(M) the space of all C1 diffeomorphisms on M . We say that two maps
f, g ∈ Diff(M) are topologically equivalent if there exists a homeomorphism h : M → M
such that h ◦ f = g ◦ h. A map f ∈ Diff(M) is called structurally stable if there exists a
neighbourhood U ⊂ Diff(M) of f such that every g ∈ U is topologically equivalent to f .

We say that x ∈ M is a nonwandering point of f if for any neighborhood U of x there is a
positive integer m such that fm(U) ∩ U 6= ∅. We denote by Ω(f) the set of nonwandering
points of f . Clearly if γ is a periodic orbit of f , then γ ⊆ Ω(f).

Let d be the metric on M and suppose that x ∈M is a hyperbolic fixed point of f . We define
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the stable manifold of x as the set

W s(x) = {y ∈M : d(x, fm(y))→ 0 as m→∞},

and the unstable manifold of x as the set

W u(x) = {y ∈M : d(x, f−m(y))→ 0 as m→∞}.

In the same way we define the stable and unstable manifolds of a hyperbolic periodic point
x ∈ M of period k as the stable and unstable manifolds of the hyperbolic fixed point x
under fk, respectively. We say that the submanifolds W s(x) and W u(x) have a transversal
intersection if at every point of intersection, their separate tangent spaces at that point
together generate the tangent space of the ambient manifold M at that point.

Definition 8.1.1. A map f ∈ Diff(M) is Morse–Smale if

(1) Ω(f) is finite,

(2) all the periodic points of f are hyperbolic, and

(3) for every x, y ∈ Ω(f), W s(x) and W u(y) have a transversal intersection.

Clearly, condition (1) implies that Ω(f) is the set of all periodic points of f .

The dynamical importance of the Morse-Smale diffeomorphisms relies on the fact that they
are structurally stable inside the class of all diffeomorphisms. That is, the set of Morse-Smale
diffeomorphisms defined on a manifold M is structurally stable inside the set Diff(M) (see
for details [29, 59, 61, 68]).

The main results of this chapter are Theorems 8.4.1, 8.5.1 and 8.6.1, where we characterize
the possible sets for MPerL(f) depending on the action of f on the homology and on the
parity of the numbers n and m. Those results are stated in Sections 8.4 – 8.6. The main tools
that we use are the Lefschetz zeta function and the fact that Morse-Smale diffeomorphisms
are quasi-unipotent on homology. In Sections 8.2 – 8.3 we introduce the rest of definitions
and basic theory that will be used to prove the main results.

Related with our results the reader can look at the set of periods for homeomorphisms (respec-
tively continuous maps) on Sn and on Sm × Sn which have been studied in [39] (respectively
[40]).

We also remark that the results obtained along this chapter hold in any compact manifold
with the same homology as the manifolds considered here. More precisely, they hold for any
manifold homotopy equivalent to Sn, Sm × Sn, CPn and HPn, respectively.

8.2 Lefschetz numbers and the Lefschetz zeta function

Let f : M →M be a continuous map on a compact manifold of dimension n. We denote by
H0(M, Q), . . . , Hn(M, Q) the homology groups of M with rational coefficients. A continuous
map f : M →M induces n+ 1 morphisms on the homology groups of M , f∗i : Hi(M, Q)→
Hi(M, Q), i ∈ {0, . . . , n}. For more details, see [73].
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A map f ∈ Diff(M) is said to be quasi unipotent on homology if all the eigenvalues of
the nontrivial induced maps on the homology groups of M with rational coefficients, are
roots of unity. We denote by F(M) the set of elements of Diff(M) being quasi unipotent on
homology and having finitely many periodic points, all of them hyperbolic. Among the maps
in F(M) there are the Morse–Smale diffeomorphisms (see [29, 65]). Therefore Morse–Smale
diffeomorphisms are quasi-unipotent on homology.

In fact, even if we will refer to Morse–Smale diffeomorphisms along the chapter because of
their dynamical interest, all the results hold for any map in the class F(M).

Definition 8.2.1. Let M be a compact manifold and let f : M → M be a continuous map.
The Lefschetz number of f is defined as

L(f) =
n∑
i=0

(−1)i tr(f∗i),

where tr(f∗i) denotes the trace of f∗i.

A very important result which relates the Lefschetz number of a map f and the existence of
fixed points of f is the Lefschetz Fixed Point Theorem, which says that if L(f) 6= 0, then f
has a fixed point. For a proof, see [12].

In order to obtain information about the set of periods of a map f it is useful to have
information of the sequence {L(fm)}∞m=0 of the Lefschetz numbers of all the iterates of f .

Definition 8.2.2. Let f : M → M be a continuous map on a compact manifold. The
Lefschetz zeta function of f is defined as

Zf (t) = exp
( ∞∑
m=1

L(fm)
m

tm
)
.

This function generates the whole sequence of Lefschetz numbers of f , and it may be inde-
pendently computed through

Zf (t) =
n∏
k=0

det (Ink − t f∗k)
(−1)k+1 , (8.2.1)

(see [27]) where n is the dimension of M , nk is the dimension of Hk(M, Q), Ink is the nk×nk
identity matrix, and we take det (Ink − t f∗k) = 1 if nk = 0. Note that the expression given
in (8.2.1) is a rational function of t.

For a C1 map f having a finite number of periodic points, all of them being hyperbolic, we
give another characterization of the Lefschetz zeta function introduced by Franks in [27].

Let f : M → M be a C1 map on a compact manifold without boundary, and let γ be a
hyperbolic periodic orbit of f of period p. For each x ∈ γ, let Eux denote the linear subspace
of the tangent space TxM of M at x, generated by the eigenvectors of Dfp corresponding to
the eigenvalues whose moduli are greater than 1, and let Esx denote the linear subspace of
TxM generated by the remaining eigenvectors. We denote by u and s the dimensions of the
spaces Eux and Esx, respectively.

We define the orientation type ∆ of γ to be +1 if Dfp(x) : Eux → Eux preserves orientation,
that is, if detDfp(x) > 0 with x ∈ γ, and to be −1 if it reverses orientation, that is, if
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detDfp(x) < 0. Note that the definitions of ∆ and u do not depend on the periodic point x,
but only on the periodic orbit γ.

For a C1 map f : M →M having only finitely many periodic orbits, all of them hyperbolic, we
define the periodic data, Φ, as the collection composed by all triples (p, u, ∆) corresponding
to all the hyperbolic periodic orbits of f , where a same triple can occur more than once
provided that it corresponds to different periodic orbits. The following result was proved by
Franks in [27].

Theorem 8.2.3. Let f : M → M be a C1 map on a compact manifold without boundary,
having finitely many periodic points, all hyperbolic, and let Φ be the periodic data of f . Then
the Lefschetz zeta function of f satisfies

Zf (t) =
∏

(p, u,∆)∈Φ

(1−∆ tp)(−1)u+1 .

Note that the Morse–Smale diffeomorphisms satisfy the hypotheses of Theorem 8.2.3. Then
that theorem will be useful to obtain information on the set of periods for Morse-Smale
diffeomorphisms from the comparsion of the expressions of the Lefschetz zeta functions in
Theorem 8.2.3 and in (8.2.1).

8.3 Minimal set of Lefschetz periods of Morse–Smale diffeo-
morphisms

Definition 8.3.1. Let f be a map satisfying the hypotheses of Theorem 8.2.3. The minimal
set of Lefschetz periods of f , MPerL(f), is the set given by the intersection of all sets of
periods forced by the different representations of Zf (t) as products of the form (1± tp)±1.

As an example, consider the following Lefschetz zeta function of a Morse–Smale diffeomor-
phism f on the four-dimensional torus T4,

Zf (t) =
(1− t3)2(1 + t3)
(1− t)6(1 + t)3 =

(1− t3)(1− t6)
(1− t)6(1 + t)3 =

(1− t3)(1− t6)
(1− t)3(1− t2)3

=
(1− t3)2(1 + t3)
(1− t)3(1− t2)3 ,

(8.3.1)

which can be expressed in four ways as a product of factors of the form (1±tp)±1 as a quotient
of polynomials of degree 9.

By Theorem 8.2.3, the first expression of the Lefschetz zeta function (8.3.1) ensures the
existence of periodic orbits of periods 1 and 3 for f . In the same way, the second expression
of Zf (t) provides the periods {1, 3, 6} for f , the third expression of Zf (t) provides the periods
{1, 2, 3, 6}, and finally the fourth expression provides the periods {1, 2, 3}. In this case we
have that the minimal set of Lefschetz periods of f is

MPerL(f) = {1, 3} ∩ {1, 3, 6} ∩ {1, 2, 3, 6} ∩ {1, 2, 3} = {1, 3}.

Note that if Zf (t) is constant equal to 1, then MPerL(f) = ∅.
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Remark 8.3.2. Even if the minimal set of Lefschetz periods of a Morse–Smale diffeomor-
phism is empty, one can still obtain some information on the set of periods from Theorem
8.2.3. For example, suppose that the Lefschetz zeta function of a map f satisfying the hy-
potheses of Theorem 8.2.3 is Zf (t) = 1 + t2. It can be expressed as products of terms of the
form (1± tp)±1 in infinitely many ways,

1 + t2 =
1− t4

1− t2
=

1− t4

(1 + t)(1− t)
=

1− t8

(1 + t)(1− t)(1 + t4)
,

and so on. In this case we have clearly MPerL(f) = ∅, but each of the infinitely many
expressions of Zf (t) forces either the period 2 or the periods {2, 4}, or the periods {1, 4}.
Then, f has either a periodic orbit of period 2, or periodic orbits of periods 2 and 4, or
periodic orbits of periods 1 and 4.

Remark 8.3.3. By Theorem 8.2.3 an even period n, can never be contained in the set
MPerL(f). Indeed, the following expressions

1− tn = (1 + tn/2)(1− tn/2), 1 + tn =
1− t2n

1− tn
=

1− t2n

(1 + tn/2)(1− tn/2)
,

show that if the term 1− tn or 1+ tn, with n even, appears in one of the expressions of Zf (t),
one can always obtain a new expression of Zf (t) where the period n does not appear.

Remark 8.3.4. Along the chapter, for every possible Lefschetz zeta function of a given map
f , in general we will write only one of the possible equivalent expressions of Zf (t). We will
provide the expression of Zf (t) that forces a smaller set of periods, and consequently it will
be sufficient to describe the set MPerL(f). From remark 8.3.3 we note that providing an
expression of Zf (f) that forces only even periods is sufficient to ensure that MPerL(f) = ∅.

Finally note that MPerL(f) is contained in the set of periods that are conserved under homo-
topy. Indeed, for a Morse–Smale diffeomorphism f : M →M on a compact manifold consider
the set MPerms(f) :=

⋂
h∼f Per(h), where h runs over all the Morse–Smale diffeomorphisms

of M which are homotopic to f . Then it is clear that

MPerL(f) ⊆ MPerms(f),

because two homotopic maps on a manifold M induce the same Lefschetz zeta functions.

8.4 Periods of Morse–Smale diffeomorphisms on Sn

Let n ∈ N and let Sn be the n−dimensional sphere. The homology groups of Sn over Q are

Hk(Sn, Q) =

{
Q if k ∈ {0, n},
0 otherwise.

For a continuous map f : Sn → Sn the nontrivial induced maps on the homology can be
written as the integer matrices f∗0 = (1) and f∗n = (d), where d is called the degree of f .

Let f : Sn → Sn be a Morse–Smale diffeomorphism. As we already mentioned before, the
linear maps induced on the homology are quasi unipotent, which means that all their eigen-
values are roots of unity. Then we must have either d = 1, or d = −1. Also, the orientation
of f is constant on Sn and is determined by the sign of d.
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Theorem 8.4.1. Let f : Sn → Sn be a Morse–Smale diffeomorphism. Then,

(a) If n is even and f preserves the orientation, then MPerL(f) = {1}.

(b) If n is even and f reverses the orientation, then MPerL(f) = ∅ but {1, 2} ∩ Per(f) 6= ∅.

(c) If n is odd and f preserves the orientation, then MPerL(f) = ∅.

(d) If n is odd and f reverses the orientation, then MPerL(f) = {1}.

Proof. Computing the Lefschetz zeta function for f using equation (8.2.1), we get

Zf (t) =
n∏
k=0

det (Ink − t f∗k)
(−1)k+1 = (1− t)−1 (1− td)(−1)n+1 ,

and so for n even we have

Zf (t) =
1

(1− t)2 if d = 1, Zf (t) =
1

(1− t)(1 + t)
=

1
1− t2

if d = −1,

and for n odd we have

Zf (t) ≡ 1 if d = 1, Zf (t) =
1 + t

1− t
if d = −1.

It is clear that f satisfies the hypotheses of Theorem 8.2.3. Then the statements follow directly
applying Theorem 8.2.3 to each of the expressions obtained for the Lefschetz zeta function
Zf (t).

Indeed, for 1/(1−t)2 and (1+t)/(1−t) we have MPerL(f) = {1}, because any other expression
of the same Lefschetz zeta function as a product of terms the form (1± tp)±1 would provide
at least the period 1.

For the function 1/(1− t2) = 1/((1− t)(1+ t)) it is clear that MPerL(f) = ∅, but by Remarks
8.3.2 and 8.3.3, we can ensure that {1, 2} ∩Per(f) 6= ∅. Finally we have MPerL(f) = ∅ when
Zf (t) ≡ 1.

8.5 Periods of Morse–Smale diffeomorphisms on Sm × Sn

Let m,n ∈ N, m 6= n, and consider the product of spheres Sm × Sn, with m 6= n. Applying
Künneth’s formula, the homology groups over Q of Sm × Sn can be easily computed and are
given by

Hk(Sm × Sn, Q) =

{
Q if k ∈ {0, m, n, m+ n},
0 otherwise.

Then for a continuous map f : Sm×Sn → Sm×Sn the linear maps induced on the homology
are given as the integer matrices f∗0 = (1), f∗m = (a), f∗n = (b), f∗m+n = (d), where d is the
degree of f . The rest of the induced maps are the zero map.

Let f : Sm×Sn → Sm×Sn be a Morse–Smale diffeomorphism. Since the linear maps induced
by f on the homology are quasi unipotent, in this case we have a, b, d ∈ {−1, 1}. Moreover,
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by the structure of the cohomology ring of Sm × Sn, one has always that ab = d (see [32])
and hence the possibilities for these values are restricted to a = b = d = 1, {a, b} = {−1, 1}
and d = −1, and a = b = −1, d = 1.

Theorem 8.5.1. Let M = Sm × Sn be with m 6= n, and let f : M → M be a Morse–Smale
diffeomorphism.

(i) If m and n are even, then

(a) If a = b = 1, then MPerL(f) = {1}.
(b) Otherwise, MPerL(f) = ∅ but {1, 2} ∩ Per(f) 6= ∅.

(ii) If m and n are odd, then

(a) If a = b = −1, then MPerL(f) = {1}.
(b) Otherwise, MPerL(f) = ∅.

(iii) If m is even and n is odd, then

(a) If b = −1 and a = 1, then MPerL(f) = {1}.
(b) Otherwise, MPerL(f) = ∅.

(iv) If m is odd and n is even, then

(a) If a = −1 and b = 1, then MPerL(f) = {1}.
(b) Otherwise, MPerL(f) = ∅.

Proof. Computing the Lefschetz zeta function for f using equation (8.2.1) we obtain

Zf (t) =
m+n∏
k=0

det (Ink − t f∗k)
(−1)k+1

= (1− t)−1(1− a t)(−1)m+1(1− b t)(−1)n+1(1− d t)(−1)m+n+1 .

Depending on whether m and n are even or odd, and for each allowed value of a, b, d ∈
{−1, 1} with ab = d, the expressions obtained for the Lefschetz zeta functions in each case
are displayed in Tables 8.1, 8.2, 8.3 and 8.4.

The proof follows directly from the information obtained from the mentioned tables and
applying Theorem 8.2.3, taking into account the considerations of Remarks 8.3.2, 8.3.3 and
8.3.4.
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Values for a, b Zf (t)

a = b = 1 1
(1−t)4

{a, b} = {−1, 1} 1
(1−t)2

1
(1+t)2 = 1

(1−t2)2

Table 8.1: Zf (t) for a quasi-unipotent diffeomorphism f on Sm × Sn, with m 6= n and m, n
even.

Values for a, b Zf (t)

a = b = 1 1

a = b = −1 (1+t)2

(1−t)2

{a, b} = {−1, 1} 1

Table 8.2: Zf (t) for a quasi-unipotent diffeomorphism f on Sm × Sn, with m 6= n and m, n
odd.

Values for a, b, d Zf (t)

a = b = 1 1

b = −1, a = 1 (1+t)2

(1−t)2

{b, d} = {−1, 1} 1

Table 8.3: Zf (t) for a quasi-unipotent diffeomorphism f on Sm×Sn, with m 6= n and m even,
n odd.

Values for a, b, d Zf (t)

a = b = 1 1

a = −1, b = 1 (1+t)2

(1−t)2

{a, d} = {−1, 1} 1

Table 8.4: Zf (t) for a quasi-unipotent diffeomorphism on Sm × Sn, with m 6= n and m odd,
n even.
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8.6 Periods of Morse–Smale diffeomorphisms on CPn and HPn

Let n ∈ N, n  1 and let CPn be the n-dimensional complex projective space and let HPn be
the n-dimensional quaternion projective space. Along this section we consider these manifolds
as real manifolds of dimension 2n and 4n, respectively.

The homology groups of CPn over Q can be easily computed applying Künneth’s formula
and are given by

Hk(CPn, Q) =

{
Q if k ∈ {0, 2, . . . , 2n},
0 otherwise.

For a continuous map f : CPn → CPn, the induced linear maps on the homology can be
written as integer matrices as f∗k = (dk/2) for k ∈ {0, 2, 4, . . . , 2n}, with d ∈ Z, and f∗k = (0)
otherwise (see [73]).

Similarly the homology groups of HPn over Q are given by

Hk(HPn, Q) =

{
Q if k ∈ {0, 4, . . . , 4n},
0 otherwise,

and for a continuous map f : HPn → HPn, the induced linear maps on the homology can be
written as f∗k = (dk/4) for k ∈ {0, 4, 8, . . . , 4n}, with d ∈ Z, and f∗k = (0) otherwise (see
[73]).

Let f : CPn → CPn (respectively, f : HPn → HPn) be a Morse-Smale diffeomorphism. Since
the linear maps induced on the homology are quasi unipotent, we will have either d = 1 or
d = −1, which determines also whether f preserves or reverses the orientation.

Theorem 8.6.1. Let f : CPn → CPn (respectively, f : HPn → HPn) be a Morse–Smale
diffeomorphism. Then,

(a) If n is odd and f reverses the orientation, then MPerL(f) = ∅, but {1, 2} ∩ Per(f) 6= ∅.

(b) Otherwise, MPerL(f) = 1.

Proof. We develop the proof for CPn, being the proof for HPn completely analoguous.

We start with the case d = 1. Computing the Lefschetz zeta function for f using (8.2.1), we
get

Zf (t) =
2n∏
k=0

det (Ink − t f∗k)
(−1)k+1 =

1
(1− t)n+1 ,

since we have f∗k = (1) for each k ∈ {0, 2, . . . , 2n}.

We consider next the case d = −1. As before, we have n + 1 nontrivial induced maps, with
f∗k = (1) if k/2 is even and f∗k = (−1) if k/2 is odd.

For n even, computing the Lefschetz zeta function for f using equation (8.2.1), we get

Zf (t) =
2n∏
k=0

det (Ink − t f∗k)
(−1)k+1 =

1

(1− t)(n2+1)

1

(1 + t)
n
2

=
1

(1− t2)
n
2

1
(1− t)

,
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and for n odd we have

Zf (t) =
2n∏
k=0

det (Ink − t f∗k)
(−1)k+1 =

1

(1− t)
n+1
2

1

(1 + t)
n+1
2

=
1

(1− t2)
n+1
2

.

It is clear that f satisfies the hypotheses of Theorem 8.2.3. Then the results follow directly
applying Theorem 8.2.3 to each of the expressions obtained for the Lefschetz zeta function
Zf (t). For Zf (t) = 1

(1−t)n+1 and Zf (t) = 1
(1−t2)

n
2

1
(1−t) we have MPerL(f) = {1}, since any

other expression of the same Lefschetz zeta function as a product of terms the form (1± tp)±1

would provide at least the period 1.

For Zf (t) = 1

(1−t)
n+1
2

1

(1+t)
n+1
2

= 1

(1−t2)
n+1
2

it is clear that MPerL(f) = ∅, but taking into

account the considerations of Remarks 8.3.2 and 8.3.3, one has {1, 2} ∩ Per(f) 6= ∅.

Remark 8.6.2. A map f is called Lefschetz periodic point free if L(fm) = 0, for all m ∈ N.
In [32] is claimed that there are no Lefschetz periodic point free maps on CPn and HPn,
that is, all self maps of CPn and HPn have periodic points. Here we see that in particular
Morse–Smale diffeomorphisms in CPn and HPn always have fixed points, unless when n is
odd and d = −1, where in this case they always have either fixed points or periodic points of
period 2.
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Chapter 9

Limit cycles of linear vector fields
on manifolds

9.1 Introduction

The objective of this chapter is to show that linear vector fields defined on manifolds different
from Rn can exhibit limit cycles. Concretely, we study the existence of limit cycles bifurcating
from a continuum of periodic orbits of linear vector fields defined on manifolds of the form
(S2)m × Rn, when such vector fields are perturbed inside the class of all linear vector fields.

Let M be a smooth connected manifold of dimension n, and let TM be its tangent bundle. A
vector field on M is a map X : M → TM such that X(x) ∈ TxM , where TxM is the tangent
space of M at the point x.

A linear vector field in Rn is a vector field of the form X(x) = Ax + b, with x, b ∈ Rn and
where A is a n × n real matrix. As it is well known linear vector fields on Rn either do not
have periodic orbits or their periodic orbits form a continuum, and therefore they do not
have limit cycles.

We consider linear vector fields on some manifolds of the form (S2)m×Rn, where S2 denotes
the unit two-dimensional sphere. Here the sphere S2 is parameterized by the coordinates
(θ, ϕ), where θ ∈ [−π, π) denotes the azimuth angle and ϕ ∈ [−π/2, π/2] is the polar angle.
Hence the curve {ϕ = 0} is the equator of the sphere.

Let (θ1, ϕ1, . . . θm, ϕm, x1, · · · , xn) denote the coordinates of the space (S2)m × Rn. Then we
say that a vector field X is linear on M = (S2)m×Rn if the expression of X in the coordinates
z = (θ1, ϕ1, . . . θm, ϕm, x1, · · · , xn) ∈M is of the form X(z) = Az+ b, with b ∈M and where
A is a (2m+ n)× (2m+ n) real matrix.

A simple example in which a linear differential system on the manifold (S2)m×Rn has a limit
cycle is the following. Take m = 1, n = 0 and consider the linear system on the sphere S2

given by
θ̇ = 1, ϕ̇ = ϕ,

for θ ∈ [−π, π) and ϕ ∈ (−π/2, π/2), and

θ̇ = 0, ϕ̇ = 0
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for ϕ = ±π/2. Then, clearly the equator of the sphere {ϕ = 0} is the only periodic orbit of
the system, and therefore it is a limit cycle.

We will deal with systems that, as the one above, may not be continuous in some points of
the phase space. However, we are interested in the behavior of those systems in some domain
that contains limit cycles, and where they are continuous systems.

The main results of the chapter are Theorems 9.3.1, 9.3.2, and 9.3.3. The key tool that we
use for proving those theorems is the averaging theory. For a general introduction to this
theory, see the books [64, 72]. In Section 9.2 we present the basic results that we will need in
order to prove the main results of the chapter.

As it will be shown through the proofs of Theorems 9.3.1 – 9.3.3, our method based on the
averaging theory can produce at most one limit cycle for the studied systems. Therefore the
following open question is natural:

Let m and n be two non-negative integers. Is it true that a linear vector field on the manifold
(Sm)m × Rn can have at most one limit cycle?

A similar open question was stated in [53] concerning linear vector fields on the manifold
(S1)m × Rn.

9.2 Basic results on the averaging theory

In this section we state some basic results from the averaging theory that will be used later
on.

Let M be a smooth connected manifold of dimension n, and let F0, F1 : R ×M → Rn and
F2 : R×M × [0, ε0)→ Rn be C2, T -periodic functions. Given the differential system

ẋ(t) = F0(t, x), (9.2.1)

we consider a perturbation of this system of the form

ẋ(t) = F0(t, x) + εF1(t, x) + ε2F2(t, x, ε). (9.2.2)

The objective is to study the bifurcation of T -periodic solutions of system (9.2.2) for ε > 0
small enough. A solution to this problem is given by the averaging theory.

We assume that there exists k ¬ n such that M = Mk ×Mn−k, where Mk is a manifold of
dimension k and Mn−k is a manifold of dimension n− k, and that the unperturbed system,
namely system (9.2.1), contains an open set, V ⊂ Mk, such that V is filled with periodic
solutions all of them with the same period. Such a set is called isochronous.

Let x(t, z, ε) be the solution of system (9.2.2) such that x(0, z, ε) = z. We write the lineariza-
tion of the unperturbed system (9.2.1) along the solution x(t, z, 0) as

ẏ = DxF0(t, x(t, z, 0))y, (9.2.3)

and we denote byMz(t) the fundamental matrix of the linear differential system (9.2.3) such
that Mz(0) is the n × n identity matrix, and by ξ : M = Mk ×Mn−k → Mk the projection
of M onto its first k coordinates, that is, ξ(x1, . . . , xn) = (x1, . . . , xk).
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The following results give sufficient conditions for the existence of limit cycles for a system
of the form (9.2.2) bifurcating from the periodic orbits of system (9.2.1).

Theorem 9.2.1. Let V ⊂ Mk be an open and bounded set, and let β0 : V → Mn−k be a C2

function. Assume

(i) Z = {zα = (α, β0(α)) : α ∈ V } ⊂ M and for each zα ∈ Z the solution x(t, zα, 0) of
system (9.2.1) is T-periodic.

(ii) For each zα ∈ Z, there is a fundamental matrix Mzα(t) of system (9.2.3) such that the
matrix M−1

zα (0)−M−1
zα (T ) has the k × (n− k) zero matrix in the upper right corner, and a

(n− k)× (n− k) matrix ∆α in the lower right corner with det(∆α) 6= 0.

Consider the function F : V → Rk defined by

F(α) = ξ

( ˆ T

0
M−1

zα (t)F1(t, x(t, zα, 0)) dt
)
.

If there exists a ∈ V with F(a) = 0 and with det(DF(a)) 6= 0, then there is a limit cycle
x(t, ε) of period T of system (9.2.2) such that x(0, ε)→ za as ε→ 0.

The result given by Theorem 9.2.1 can be found in the books of Malkin [55] and Rosseau [62].
For a shorter proof, see [13]. There the result is proved in Rn, but it can be easily extended
to a smooth connected manifold M .

The next result allows to determine the existence of limit cycles in a system of the form
(9.2.2) in the case when there exists an open set, V ⊂ M , such that for all z ∈ V , the
solution x(t, z, 0) is T -periodic.

Theorem 9.2.2. Let V ⊂ M be an open and bounded set with V ⊂ M , and assume that
for all z ∈ V the solution x(t, z, 0) of system (9.2.2) is T -periodic. Consider the function
F : V → Rn defined by

F(z) =
ˆ T

0
M−1

z (t)F1(t, x(t, z, 0)) dt.

If there exists a ∈ V with F(a) = 0 and with det(DF(a)) 6= 0, then there is a limit cycle
x(t, ε) of period T of system (9.2.2) such that x(0, ε)→ a as ε→ 0.

For the proof of Theorem 9.2.2 see Corollary 1 of [13].

9.3 Existence theorems for limit cycles

9.3.1 Limit cycles on S2 × R

In this section, let M = S2 × R and consider the linear differential system in M given by

θ̇ = 1, ϕ̇ = 0, ṙ = r − 1, (9.3.1)

for r ∈ R, θ ∈ [−π, π) and ϕ ∈ (−π/2, π/2), and with θ̇ = 0 on the straight lines R1 = {ϕ =
−π/2} and R2 = {ϕ = π/2}.
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The general solution of system (9.3.1) is given by

θ(t) = θ0 + t, ϕ(t) = ϕ0, r(t) = (r0 − 1)et + 1.

Thus the sphere {r = 1} is an invariant manifold with two equilibrium points at the north and
the south poles, and is foliated by periodic orbits of period 2π, corresponding to the parallels
of the sphere, except at the poles. Moreover the straight lines R1 and R2 are invariant.

We shall study the bifurcation of limit cycles when we perturb system (9.3.1) inside the class
of all linear differential systems, and we shall see that one of the periodic orbits contained in
the sphere {r = 1} may bifurcate to a limit cycle under certain hypotheses.

We consider the class of differential systems

θ̇ = 1 + ε(a0 + a1θ + a2ϕ+ a3r),

ϕ̇ = ε(b0 + b1θ + b2ϕ+ b3r),

ṙ = r − 1 + ε(c0 + c1θ + c2ϕ+ c3r).

(9.3.2)

where ai, bi and ci, for i = 0, . . . , 3 are real numbers and with ε > 0 being a small parameter.
Note that this is a generic linear perturbation of system (9.3.1). For the class of systems
(9.3.2) we have the following result.

Theorem 9.3.1. For sufficiently small ε > 0 the linear differential system (9.3.2) has a
limit cycle bifurcating from a periodic orbit of system (9.3.1) provided that a1b2 − a2b1 6= 0.
Moreover this limit cycle bifurcates from the periodic orbit of system (9.3.1) parameterized by
(θ(t), ϕ(t), r(t)) = (θ0 + t, ϕ0, 1), with

θ0 =
a2(b0 + b3 + b1π)− b2(a0 + a3 + a1π)

a1b2 − a2b1
,

ϕ0 =
b1(a0 + a3 + a1π)− a1(b0 + b3 + b2π)

a1b2 − a2b1
.

We remark that the existence of the limit cycle for system (9.3.2) does not depend on the
perturbation of the ṙ equation.

As an example of the previous result, consider the system

θ̇ = 1 + εaϕ, ϕ̇ = εbθ, ṙ = r − 1, (9.3.3)

with a, b ∈ R and ε > 0. In this case the sphere {r = 1} is still an invariant manifold. Appliying
Theorem 9.3.1 with a2 = a, b1 = b and the rest of the coefficients of the perturbation being
zero, we find that system (9.3.3) has a limit cycle bifurcating form the periodic orbit of
system (9.3.1) parameterized by (θ(t), ϕ(t), r(t)) = (−π + t, 0, 1). That is, there is a limit
cycle bifurcating from the periodic orbit corresponding to the equator of the sphere {r = 1}
of system (9.3.1). Moreover this limit cycle is still contained in the sphere {r = 1}.

Proof of Theorem 9.3.1. We use the result from averaging theory given in Theorem 9.2.1
to deduce the existence of a limit cycle of system (9.3.2), for some ε > 0 small enough,
bifurcating from a periodic orbit of the same system with ε = 0.

Since the general solution of the differential system (9.3.1), corresponding to system (9.3.2)
with ε = 0, is given by

θ(t) = θ0 + t, ϕ(t) = ϕ0, r(t) = (r0 − 1)et + 1,
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it is clear that all the periodic solutions of that system are parameterized by

θ(t) = θ0 + t, ϕ(t) = ϕ0, r(t) = 1,

with (θ0, ϕ0) ∈ S2\{ϕ0 = ±π/2}. Then, all the periodic solutions have period 2π and they
fill the invariant sphere {r = 1} except for the poles, which are equilibrium points.

Therefore, for applying Theorem 9.2.1 we take M = S2 × R and

k = 2, n = 3,

Mk = M2 = {(θ, ϕ, r) ∈M : r = 1} ∼= S2,

x = (θ, ϕ, r),

α = (θ0, ϕ0),

β0(α) = β0(θ0, ϕ0) = 1,

zα = (α, β0(α)) = (θ0, ϕ0, 1),

V = {(θ, ϕ, r) ∈M : r = 1, ϕ ∈ (−π
2 + δ0,

π
2 − δ0)}

with δ0 > 0 small enough such that

ϕ∗ :=
b1(a0 + a3 + a1π)− a1(b0 + b3 + b2π)

a1b2 − a2b1
∈ (−π

2 + δ0,
π
2 − δ0),

Z = V × {r = 1},
x(t, zα, 0) = (θ0 + t, ϕ0, 1),

F0(t, x) = (1, 0, r − 1),

F1(t, x) = (a0 + a1θ + a2ϕ+ a3r, b0 + b1θ + b2ϕ+ b3r, c0 + c1θ + c2ϕ+ c3r),

F2(t, x, ε) = 0,

T = 2π,

(9.3.4)

where we took V ⊂ M2 as an open subset that contains the periodic orbit for which it
bifurcates a limit cycle, as we shall see next.

The fundamental matrix Mzα(t) with Mzα(0) = Id of system (9.2.3) with F0 and x(t, zα, 0)
described above is the matrix Mzα(t) = exp(DxF0 t), i.e.

Mzα(t) =


1 0 0

0 1 0

0 0 et

 .
Note that since F0 defines a linear differential system, the fundamental matrix Mzα(t) is
independent of the initial conditions zα.

We also have

M−1
zα (0)−M−1

zα (2π) =


0 0 0

0 0 0

0 0 1− e−2π

 ,
and therefore, all the assumptions in the in the statement of Theorem 9.2.1 are satisfied.
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With the described setting, the function F(α) = F(θ0, ϕ0) from the statement of Theorem
9.2.1 associated with system (9.3.2) is

F(θ0, ϕ0) = ξ

( ˆ 2π

0
M−1

zα (t)F1(θ0 + t, ϕ0, 1) dt
)

= 2π(a0 + a1(θ0 + π) + a2ϕ0 + b3, b0 + b1(θ0 + π) + b2ϕ0 + b3).

We have det(DF) = 4π2(a1b2 − a2b1), and therefore det(DF) 6= 0 for all (θ0, ϕ0) ∈ V . Thus,
the only solution of F = 0 is given by

θ0 =
a2(b0 + b3 + b1π)− b2(a0 + a3 + a1π)

a1b2 − a2b1
,

ϕ0 =
b1(a0 + a3 + a1π)− a1(b0 + b3 + b2π)

a1b2 − a2b1
.

(9.3.5)

Note that such solution (θ0, ϕ0), where ϕ0 = ϕ∗, is contained in the set V described in (9.3.4).

Hence, by Theorem 9.2.1, if ε > 0 is small enough, there is a periodic solution, (θ(t, ε), ϕ(t, ε),
r(t, ε)), of system (9.3.3), which is a limit cycle, and such that

(θ(0, ε), ϕ(0, ε), r(0, ε))→ (θ0, ϕ0, 1),

when ε→ 0, and where θ0 and ϕ0 are given in (9.3.5).

9.3.2 Limit cycles on (S2)2 × R

Next we consider linear differential systems defined on higher dimensional manifolds. In this
section we take M = (S2)2 × R and we consider the differential system

θ̇ = 1, ϕ̇ = 0, ν̇ = 1, φ̇ = 0, ṙ = r − 1, (9.3.6)

for (θ, ϕ, ν, φ, r) ∈ M , with θ, ν ∈ [−π, π) and ϕ, φ ∈ (−π/2, π/2), and with θ̇ = 0 when
ϕ = ±π/2 and ν̇ = 0 when φ = ±π/2.

The general solution of system (9.3.6) is

θ(t) = θ0 + t, ϕ(t) = ϕ0, ν(t) = ν0 + t, φ(t) = φ0, r(t) = (r0 − 1)et + 1,

and thus the product of spheres {r = 1} ∼= (S2)2 is an invariant manifold foliated by periodic
orbits of period 2π, except for the four points {r = 1, ϕ = ±π/2, φ = ±π/2}, which are
equilibrium points.

We consider the most general perturbation of the differential system (9.3.6) inside the class
of all linear differential systems, namely

θ̇ = 1 + ε(a0 + a1θ + a2ϕ+ a3ν + a4φ+ a5r),

ϕ̇ = ε(b0 + b1θ + b2ϕ+ b3ν + b4φ+ b5r)

ν̇ = 1 + ε(c0 + c1θ + c2ϕ+ c3ν + c4φ+ c5r),

φ̇ = ε(d0 + d1θ + d2ϕ+ d3ν + d4φ+ d5r)

ṙ = r − 1 + ε(e0 + e1θ + e2ϕ+ e3ν + e4φ+ e5r),

(9.3.7)
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with ai, bi, ci, di, ei ∈ R for i = 0, . . . , 5, and with ε > 0 being a small parameter. In the
following result we give sufficient conditions on the coefficients of system (9.3.7) in order
that there is a limit cycle bifurcating from a periodic orbit of the corresponding unperturbed
system.

Theorem 9.3.2. For sufficiently small ε > 0 the differential system (9.3.7) has a limit cycle
bifurcating from a periodic orbit of system (9.3.6) provided that

det


a1 a2 a3 a4

b1 b2 b3 b4

c1 c2 c3 c4

d1 d2 d3 d4

 6= 0.

Moreover this limit cycle bifurcates from the periodic orbit of system (9.3.6) parameterized
by (θ(t), ϕ(t), ν(t), φ(t), r(t)) = (θ0 + t, ϕ0, ν0 + t, φ0, 1), where (θ0, ϕ0, ν0, φ0) is the unique
solution of the linear system

a1θ0 + a2ϕ0 + a3ν0 + a4φ0 = −a0 − a1π − a3π − a5,

b1θ0 + b2ϕ0 + b3ν0 + b4φ0 = −b0 − b1π − b3π − b5,
c1θ0 + c2ϕ0 + c3ν0 + c4φ0 = −c0 − c1π − c3π − c5,

d1θ0 + d2ϕ0 + d3ν0 + d4φ0 = −d0 − d1π − d3π − d5.

Proof. We use the result from averaging theory given in Theorem 9.2.1 to prove that, for some
ε > 0 small enough, there exist a limit cycle of system (9.3.7) bifurcating from a periodic
orbit of the same system with ε = 0.

Since the general solution of system (9.3.7) with ε = 0 (that is, the one of system (9.3.6)), is

θ(t) = θ0 + t, ϕ(t) = ϕ0, ν(t) = ν0 + t, φ(t) = φ0, r(t) = (r0 − 1)et + 1,

then all the periodic solutions of that system are

θ(t) = θ0 + t, ϕ(t) = ϕ0, ν(t) = ν0 + t, φ(t) = φ0, r(t) = 1,

with (θ0, ϕ0, ν0, φ0) ∈ S2\{ϕ0 = ±π/2}×S2\{ϕ0 = ±π/2}. That is, the periodic solutions fill
the invariant manifold {r = 1} except for the four equilibrium points {ϕ = ±π/2, φ = ±π/2},
and they have all period 2π.
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For applying Theorem 9.2.1 we take M = (S2)2 × R and

k = 4, n = 5,

Mk = M4 = {θ, ϕ, ν, φ, r ∈M : r = 1} ∼= (S2)2,

x = (θ, ϕ, ν, φ, r),

α = (θ0, ϕ0, ν0, φ0),

β0(α) = β0(θ0, ϕ0, ν0, φ0) = 1,

zα = (α, β0(α)) = (θ0, ϕ0, ν0, φ0, 1),

V = {(θ, ϕ, ν, φ, r) ∈M : r = 1, ϕ ∈ (−π
2 + δ0,

π
2 − δ0)}

with δ0 > 0 small enough such that ϕ0, φ0 satisfying (9.3.9) satisfy

ϕ0, φ0 ∈ (−π
2 + δ0,

π
2 − δ0),

Z = V × {r = 1},
x(t, zα, 0) = (θ0 + t, ϕ0, ν0 + t, φ0, 1),

F0(t, x) = (1, 0, 1, 0, r − 1),

F1(t, x) =



a0 + a1θ + a2ϕ+ a3ν + a4φ+ a5r

b0 + b1θ + b2ϕ+ b3ν + b4φ+ b5r

c0 + c1θ + c2ϕ+ c3ν + c4φ+ c5r

d0 + d1θ + d2ϕ+ d3ν + d4φ+ d5r

e0 + e1θ + e2ϕ+ e3ν + e4φ+ e5r


,

F2(t, x, ε) = 0,

T = 2π,

(9.3.8)

where we chose V ⊂ M4 as an open subset that contains the periodic orbit for which it
bifurcates a limit cycle, as we shall see next.

The fundamental matrixMzα(t) withMzα(0) = Id, of system (9.2.3) with F0 and x(t, zα, 0)
described above is the matrix Mzα(t) = exp(DxF0 t), i.e.,

Mzα(t) =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 et


.

We also have

M−1
zα (0)−M−1

zα (2π) =



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 1− e−2π


,

and therefore, all the assumptions in the statement of Theorem 9.2.1 are satisfied.
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With the described setting, the function F(α) = F(θ0, ϕ0, ν0, φ0) in the statement of Theorem
9.2.1 associated with system (9.3.7) is

F(θ0, ϕ0, ν0, φ0) = ξ

( ˆ 2π

0
M−1

zα (t)F1(θ0 + t, ϕ0, ν0 + t, φ0, 1) dt
)

= (F1,F2,F3,F4),

with

F1 = 2π(a0 + a1θ0 + a1π + a2ϕ0 + a3ν0 + a3π + a4φ0 + a5),

F2 = 2π(b0 + b1θ0 + b1π + b2ϕ0 + b3ν0 + b3π + b4φ0 + b5),

F3 = 2π(c0 + c1θ0 + c1π + c2ϕ0 + c3ν0 + c3π + c4φ0 + c5),

F4 = 2π(d0 + d1θ0 + d1π + d2ϕ0 + d3ν0 + d3π + d4φ0 + d5).

Also, we have

det(DF) = 16π4 det


a1 a2 a3 a4

b1 b2 b3 b4

c1 c2 c3 c4

d1 d2 d3 d4

 6= 0,

by assumption. The initial conditions (θ0, ϕ0, ν0, φ0) such that F(θ0, ϕ0, ν0, φ0) = 0 are the
solutions of the linear system

a1θ0 + a2ϕ0 + a3ν0 + a4φ0 = −a0 − a1π − a3π − a5,

b1θ0 + b2ϕ0 + b3ν0 + b4φ0 = −b0 − b1π − b3π − b5,
c1θ0 + c2ϕ0 + c3ν0 + c4φ0 = −c0 − c1π − c3π − c5,

d1θ0 + d2ϕ0 + d3ν0 + d4φ0 = −d0 − d1π − d3π − d5.

(9.3.9)

Since det(DF) 6= 0, system (9.3.9) has a unique solution. Note that such solution (θ0, ϕ0, ν0, φ0)
is contained in the set V described in (9.3.8).

Hence, by Theorem 9.2.1, if ε > 0 is small enough, there is a periodic solution,

(θ(t, ε), ϕ(t, ε), ν(t, ε), φ(t, ε), r(t, ε)),

of system (9.3.7), which is a limit cycle, and such that

(θ(0, ε), ϕ(0, ε), ν(0, ε), φ(0, ε), r(0, ε))→ (θ0, ϕ0, ν0, φ0, 1),

when ε→ 0, and where θ0, ϕ0, ν0, and φ0 are given by the unique solution of system (9.3.9).

9.3.3 Limit cycles on S2 × R2

In this section we consider the linear differential system defined in the manifold M = R2×S2,
for (x, y, θ, ϕ) ∈ R2 × S2, with θ ∈ [−π, π) and ϕ ∈ (−π/2, π/2), given by

ẋ = −y, ẏ = x, θ̇ = 1, ϕ̇ = 0, (9.3.10)
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and with θ̇ = 0 in the planes P1 = {ϕ = −π/2} and P2 = {ϕ = π/2}, which are invariant.
The general solution of system (9.3.10) is

x(t) = x0 cos t− y0 sin t, y(t) = x0 sin t+ y0 cos t, θ(t) = θ0 + t, ϕ(t) = ϕ0,

and therefore the whole phase space is filled by periodic orbits of period 2π, except for the
two equilibrium points (x, y, θ, ϕ) = (0, 0, θ,−π/2) and (x, y, θ, φ) = (0, 0, θ, π/2).

We consider a generic linear perturbation of system (9.3.10) and we study the existence of
limit cycles bifurcating from the periodic orbits of system (9.3.10).

Let

ẋ = −y + ε(a0 + a1x+ a2y + a3θ + a4ϕ),

ẏ = x+ ε(b0 + b1x+ b2y + b3θ + b4ϕ),

θ̇ = 1 + ε(c0 + c1x+ c2y + c3θ + c4ϕ),

ϕ̇ = ε(d0 + d1x+ d2y + d3θ + d4ϕ),

(9.3.11)

be the perturbed system, with ai, bi, ci, di ∈ R for i = 0, . . . , 4, and where ε > 0 is a small
parameter. For this linear differential system we have the following result.

Theorem 9.3.3. For sufficiently small ε > 0 the linear differential system (9.3.11) has a
limit cycle bifurcating from a periodic orbit of system (9.3.10) provided that

det

b2 + a1 a2 − b1
b1 − a2 b2 + a1

 6= 0 and det

c3 c4

d3 d4

 6= 0.

Moreover this limit cycle bifurcates form the periodic orbit of system (9.3.10) passing through
the point (x0, y0, θ0, ϕ0) where

x0 =
(2b2 + 2a1)b3 − 2a3b1 + 2a2a3

b22 + b21 + a2
2 + a2

1 + 2a1b2 − 2a2b1
,

y0 = − (2b1 − 2a2)b3 + 2a3b2 + 2a1a3

b22 + b21 + a2
2 + a2

1 + 2a1b2 − 2a2b1
,

θ0 = −(πc3 + c0)d4 − πc4d3 − c4d0

c3d4 − c4d3
,

ϕ0 =
c0d3 − c3d0

c3d4 − c4d3
.

As an example consider the system

ẋ = −y + εay, ẏ = x+ εbx, θ̇ = 1 + εcϕ, ϕ̇ = εdθ, (9.3.12)

with a, b, c, d ∈ R, and ε > 0. Applying Theorem 9.3.3 with a2 = a, b1 = b, c4 = c, d3 = d
and the rest of the coefficients of the perturbation being zero, we obtain that system (9.3.12)
has a limit cycle bifurcating form the periodic orbit of system (9.3.10) passing through the
point (x0, y0, θ0, ϕ0) = (0, 0,−π, 0), provided that (a − b)cd 6= 0. That is, here the limit
cycle bifurcates from the periodic orbit corresponding to the equator of the invariant sphere
{x = y = 0} of system (9.3.10).
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Proof of Theorem 9.3.3. Since the general solution of system (9.3.11) with ε = 0 is given by

x(t) = x0 cos(t)− y0 sin(t), y(t) = x0 sin(t) + y0 cos(t), θ(t) = θ0 + t, ϕ(t) = ϕ0,

the whole phase space is filled by periodic solutions, except form the equilibrium points
(x, y, θ, ϕ) = (0, 0, θ,−π/2) and (x, y, θ, ϕ) = (0, 0, θ, π/2). Hence, the periodic solutions of
the differential system (9.3.10) fill an open set of the phase space M = R2 × S2.

To prove Theorem 9.3.3 we use the result given in Theorem 9.2.2 to deduce that there exist
a limit cycle of system (9.3.11), for some ε > 0 small enough, bifurcating from the periodic
orbits of the same system with ε = 0.

To clarify the notation, here the solution x(t, z, 0) from the statement of Theorem 9.2.2 will
be denoted by x(t, z, 0), and x will denote the first variable in the phase space.

To apply Theorem 9.2.2 we take M = R2 × S2 and

x = (x, y, θ, ϕ),

z = (x0, y0, θ0, ϕ0),

x(t, z, 0) = (x(t), y(t), θ(t), ϕ(t)) given by (9.3.3)

F0(t, x) = (−y, x, 1, 0),

F1(t, x) =


a0 + a1x+ a2y + a3θ + a4ϕ

b0 + b1x+ b2y + b3θ + b4ϕ

c0 + c1x+ c2y + c3θ + c4ϕ

d0 + d1x+ d2y + d3θ + d4ϕ

 ,
F2(t, x, ε) = 0,

T = 2π,

V = {(x, y, θ, ϕ) ∈M : ‖(x, y)‖ < 1 + κ, ϕ ∈ (−π
2 + δ0,

π
2 − δ0)},

with κ =
2
√
a2

3 + b23√
a2

1 + a2
2 + b21 + b22 + 2a1b2 − 2a2b1

,

and with δ0 > 0 small enough such that

ϕ∗ :=
c0d3 − c3d0

c3d4 − c4d3
∈ (−π

2 + δ0,
π
2 − δ0).

(9.3.13)

where we chose V ⊂ M as an open subset that contains the periodic orbit for which it
bifurcates a limit cycle, as we shall see next.

The fundamental matrixMz(t) of system (9.2.3) withMz(0) = Id and with F0 and x(t, z, 0)
described in (9.3.13) is given by

Mz(t) =


cos(t) − sin(t) 0 0

sin(t) cos(t) 0 0

0 0 1 0

0 0 0 1

 .

Therefore all the assumptions in the statement of Theorem 9.2.2 are satisfied.
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With the described setting the function F(z) = F(x0, y0, θ0, ϕ0) in the statement of Theorem
9.2.2 associated with system (9.3.11), namely,

F(x0, y0, θ0, ϕ0) =
ˆ 2π

0
M−1
z (t)F1(t,x(t, x, 0)) dt,

is given by F = (F1,F2,F3,F4), which after some straightforward computations can be
written as

F1 = (πa2 − πb1)y0 + (πb2 + πa1)x0 − 2πb3,

F2 = (πb2 + πa1)y0 + (πb1 − πa2)x0 + 2πa3,

F3 = 2πc3θ0 + 2πc4ϕ0 + 2π2c3 + 2πc0,

F4 = 2πd3θ0 + 2πd4ϕ0 + 2π2d3 + 2πd0.

Assuming that

det(DF) = det


π(b2 + a1) π(a2 − b1) 0 0

π(b1 − a2) π(b2 + a1) 0 0

0 0 2πc3 2πc4

0 0 2πd3 2πd4

 6= 0, (9.3.14)

the linear system (F1,F2,F3,F4) = (0, 0, 0, 0) has a unique solution, given by

x0 =
(2b2 + 2a1)b3 − 2a3b1 + 2a2a3

b22 + b21 + a2
2 + a2

1 + 2a1b2 − 2a2b1
,

y0 = − (2b1 − 2a2)b3 + 2a3b2 + 2a1a3

b22 + b21 + a2
2 + a2

1 + 2a1b2 − 2a2b1
,

θ0 = −(πc3 + c0)d4 − πc4d3 − c4d0

c3d4 − c4d3
,

ϕ0 =
c0d3 − c3d0

c3d4 − c4d3
.

(9.3.15)

Note that such solution (x0, y0, θ0, ϕ0), where ϕ0 = ϕ∗, is contained in the set V described in
(9.3.13).

The condition (9.3.14) is clearly satisfied for all (x0, y0, θ0, ϕ0) ∈ V taking into account the
assumptions in the statement of Theorem 9.3.3.

Hence, by Theorem 9.2.2, there is a periodic solution (x(t, ε), y(t, ε), θ(t, ε), ϕ(t, ε)) of system
(9.3.11), which is a limit cycle, and such that

(x(0, ε), y(0, ε), θ(0, ε), ϕ(0, ε), r(0, ε))→ (x0, y0, θ0, ϕ0)

when ε→ 0, and where x0, y0, θ0 and ϕ0 are given in (9.3.15).
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se desinteressadament per què no em faltés res en la meva estada. Als treballadors de la
secretaria del departament que heu fet que tot hagi anat sempre rodat a l’hora d’inscriure’m
a un congrés o reservar un hotel.
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