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Abstract

For millennia, the study of the couple brain-mind has fascinated the humanity in order
to understand the complex nature of cognitive states. A cognitive state is the state of
the mind at a specific time and involves cognition activities to acquire and process
information for making a decision, solving a problem, or achieving a goal.

While normal cognitive states assist in the successful accomplishment of tasks; on
the contrary, abnormal states of the mind can lead to task failures due to a reduced cog-
nition capability. In this thesis, we focus on the assessment of cognitive states by means
of the analysis of ElectroEncephaloGrams (EEG) signals using deep learning methods.
EEG records the electrical activity of the brain using a set of electrodes placed on the
scalp that output a set of spatio-temporal signals that are expected to be correlated to
a specific mental process.

From the point of view of artificial intelligence, any method for the assessment of
cognitive states using EEG signals as input should face several challenges. On the one
hand, one should determine which is the most suitable approach for the optimal com-
bination of the multiple signals recorded by EEG electrodes. On the other hand, one
should have a protocol for the collection of good quality unambiguous annotated data,
and an experimental design for the assessment of the generalization and transfer of
models. In order to tackle them, first, we propose several convolutional neural archi-
tectures to perform data fusion of the signals recorded by EEG electrodes, at raw signal
and feature levels. Four channel fusion methods, easy to incorporate into any neu-
ral network architecture, are proposed and assessed. Second, we present a method to
create an unambiguous dataset for the prediction of cognitive mental workload using
serious games and an Airbus-320 flight simulator. Third, we present a validation pro-
tocol that takes into account the levels of generalization of models based on the source
and amount of test data.

Finally, the approaches for the assessment of cognitive states are applied to two use
cases of high social impact: the assessment of mental workload for personalized sup-
port systems in the cockpit and the detection of epileptic seizures. The results obtained
from the first use case show the feasibility of task transfer of models trained to detect
workload in serious games to real flight scenarios. The results from the second use
case show the generalization capability of our EEG channel fusion methods at k-fold
cross-validation, patient-specific, and population levels.

Keywords – Deep learning, EEG, EEG channel fusion, Cognitive states, Mental
workload, Cognitive task transfer, Dataset of mental workload, Epilepsy detection.
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Resum

Durant mil·lennis, l’estudi de la parella cervell-ment ha fascinat la humanitat per en-
tendre la naturalesa complexa dels estats cognitius. Un estat cognitiu és l’estat de la
ment en un moment concret i implica activitats cognitives per adquirir i processar in-
formació per prendre una decisió, resoldre un problema o assolir un objectiu.

Mentre que els estats cognitius normals ajuden a la realització exitosa de les tasques;
per contra, els estats anormals de la ment poden conduir a fracassos de tasques a causa
d’una capacitat cognitiva reduïda. En aquesta tesi ens centrem en l’avaluació dels es-
tats cognitius mitjançant l’anàlisi de senyals d’Electroencefalogrames (EEG) mitjançant
mètodes d’aprenentatge profund. L’EEG registra l’activitat elèctrica del cervell mit-
jançant un conjunt d’elèctrodes col·locats al cuir cabellut que produeixen un conjunt
de senyals espai-temporals que s’espera que estiguin correlacionats amb un procés
mental específic.

Des del punt de vista de la intel·ligència artificial, qualsevol mètode per a l’avaluació
d’estats cognitius utilitzant senyals EEG com a entrada hauria d’afrontar diversos de-
safiaments. D’una banda, cal determinar quin és l’enfocament més adequat per a
la combinació òptima dels múltiples senyals enregistrats pels elèctrodes EEG. D’altra
banda, s’hauria de disposar d’un protocol per a la recollida de dades anotades sense
ambigüitats de bona qualitat, i d’un disseny experimental per a l’avaluació de la gener-
alització i transferència de models. Per abordar-los, primer, proposem diverses arqui-
tectures neuronals convolucionals per dur a terme la fusió de dades dels senyals enreg-
istrats pels elèctrodes EEG, a nivells de senyal i característiques en brut. Es proposen i
avaluen quatre mètodes de fusió de canals, fàcils d’incorporar a qualsevol arquitectura
de xarxa neuronal. En segon lloc, presentem un mètode per crear un conjunt de dades
inequívoc per a la predicció de la càrrega de treball mental cognitiva mitjançant jocs
seriosos i un simulador de vol Airbus-320. En tercer lloc, presentem un protocol de
validació que té en compte els nivells de generalització dels models basats en l’origen
i la quantitat de dades de prova.

Finalment, els enfocaments per a l’avaluació dels estats cognitius s’apliquen a dos
casos d’ús d’alt impacte social: l’avaluació de la càrrega de treball mental per a sis-
temes de suport personalitzats a la cabina i la detecció de convulsions epilèptiques.
Els resultats obtinguts del primer cas d’ús mostren la viabilitat de la transferència de
tasques de models entrenats per detectar càrrega de treball en jocs seriosos a escenaris
de vol reals. Els resultats del segon cas d’ús mostren la capacitat de generalització dels
nostres mètodes de fusió de canals EEG a nivells de validació creuada de k-fold, es-
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pecífics del pacient i de població.
Paraules Clau – Aprenentatge profund, EEG, Fusió de canals d’EEG, Estats cog-

nitius, Sobrecàrrega de treball mental, Transferència de tasques cognitives, Base de
dades de sobrecàrrega mental de treball, Detecció d’epilèpsia.



Resumen

Por milenios, el estudio del par cerebro-mente ha fascinado a la humanidad con el fin
de comprender la compleja naturaleza de los estados cognitivos. Un estado cognitivo
es el estado de la mente en un momento específico e involucra todas las actividades
cognitivas para adquirir y procesar información con el fin de tomar una decisión, re-
solver un problema o lograr un objetivo.

Mientras que los estados cognitivos normales contribuyen en la realización exi-
tosa de las tareas; al contrario, los estados mentales anómalos pueden conducir al fra-
caso de las tareas debido a una reducción de la capacidad cognitiva. En esta tesis nos
enfocamos en la evaluación de estados cognitivos mediante el análisis de señales de
electroencefalogramas (EEG) utilizando métodos de aprendizaje automático. Un EEG
registra la actividad eléctrica del cerebro mediante un conjunto de electrodos coloca-
dos sobre el cuero cabelludo y emiten un conjunto de señales espacio-temporales que
se espera que estén correlacionadas con un proceso mental específico.

Desde el punto de vista de la inteligencia artificial, cualquier método para la eval-
uación de estados cognitivos utilizando señales de un EEG debe enfrentar varios de-
safíos. Por un lado, se debe determinar cuál es el enfoque más adecuado para la combi-
nación óptima de las múltiples señales registradas por los electrodos del EEG. Por otro
lado, se debe tener un protocolo para la recolección de datos anotados no ambiguos
de buena calidad, y un diseño experimental para la evaluación de la generalización
y transferencia de los modelos. Para abordar estos problemas, primero, proponemos
varias arquitecturas neuronales convolucionales para realizar fusión de datos de las
señales registradas por los electrodos del EEG, a niveles de señal sin procesar y a nivel
de características. Se proponen y evalúan cuatro métodos de fusión, los cuales pueden
ser incorporados fácilmente en cualquier arquitectura. Segundo, presentamos un método
para crear base de datos no ambiguos con fines de predicción de la sobrecarga de tra-
bajo mental utilizando juegos serios y un simulador de vuelo Airbus-320. Tercero, pre-
sentamos un protocolo de validación que tome en cuenta los niveles de generalización
de los modelos en función del origen y cantidad de datos utilizados en el conjunto de
test.

Finalmente, las propuestas para la evaluación de estados cognitivos se aplican a
dos casos de uso de alto impacto social: la evaluación de la sobrecarga de trabajo men-
tal para sistemas de apoyo personalizados en cabinas de aviación y la detección de
epilepsia. Los resultados obtenidos del primer caso de uso demuestran la viabilidad
de la transferencia de tareas para detectar la sobrecarga mental de trabajo entre tareas
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realizadas en ambientes de juegos serios hacia escenarios de vuelos reales. Los resul-
tados del segundo caso de uso muestran la capacidad de generalización de nuestros
métodos de fusión de canales de EEG a nivel de validación cruzada k-fold, paciente
específico y población.

Palabras Clave – Aprendizaje profundo, EEG, Fusión de canales de EEG, Estados
cognitivos, Sobrecarga de trabajo mental, Transferencia de tareas cognitivas, Base de
datos de sobrecarga mental de trabajo, Detección de epilepsia.
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Chapter 1

Introduction

According to the World Health Organization (WHO) [141], each year, more than 1.3
million of people die in road traffic accidents around the world and almost 80% of
these accidents are caused by drivers’ malfunctions, resulting in economic losses of
near 3% of each country’s gross domestic product. Besides, pilot’s errors have caused
almost 57% of fatal aerial accidents in the last decade with catastrophic results [91].
In both cases, drivers and pilots were strongly affected in their action and response
capability due to abnormal cognitive states [19]. Other alterations in cognitive states
can be produced by neurological diseases, such as dementia, Parkinson, epilepsy, ictus,
etc.

A cognitive state is the state of the mind at a given time as a result of mental pro-
cesses that occur within the mind [121]. Because the rational nature of humans, at
each moment, the mind performs naturally mental processes, conscious and uncon-
sciously, even while sleeping [34, 64]. These mind processes are referred to as cognition
[118, 63]. Cognition involves all mental processes and thoughts to acquire informa-
tion, to gain knowledge, and to perform activities of perception, attention, memory,
decision making, solving problems, and actions [96].

There is a large diversity of cognitive states and they are strongly influenced by the
individual’s internal psychological and physiological conditions (e.g., mood, feeling,
motivation, and age) and also by external stimuli (e.g., the work environment condi-
tions and surrounding events) [52, 86, 122]. Cognitive states such as attention, aware-
ness, and alertness are ideally normal cognitive states to successfully achieve a task.
In contrast, abnormal cognitive states, such as distraction, unawareness, and fatigue,
often lead to task failures with undesired results. In particular groups of people (like
pilots, drivers, or decision makers in enterprises), whose daily activities demand a cog-
nition effort to successfully develop their tasks, the presence of abnormal cognitive
states, such as mental workload, mental fatigue, drowsiness, stress, may provoke sub-
ject’s mistakes with catastrophic consequences, millionaires cost, and thousand of in-
jured and dead people. Summarizing, abnormal cognitive states strongly reduce the

1
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human performance and diminish their capability to solve tasks, retards their time of
response, blocks their physical response action, and even produces other physiological
and psychological disorders [30, 21].

Nowadays, cognitive states are widely studied from different disciplines: neurology
aims to understand the brain, the nervous system, and its diseases; psychiatry deals
with mental disorders. And, recently, computer science and engineering aims to de-
velop automatic systems to detect and assess abnormal cognitive states. Among the
wide variety of abnormal cognitive states, the most studied ones are mental workload,
fatigue, distraction, and stress [19, 147, 61]. In particular, mental WorkLoad (WL) has
attracted special interest because it strongly affects the human productivity and effi-
ciency to solve tasks [114]. Indeed, WL can also produce other mental anomalies, such
a fatigue and stress after continuous longtime facing WL [58, 5].

WL refers to the mental resources required to perform a task, so it depends on cog-
nition capabilities [114, 19]. Generally, the harder the task is, the greater the mental
workload results [13]. While, a too high WL might lead to mental collapse and task fail-
ure, if the WL is low, after some time, the mind becomes distracted and boredom to
work, and drowsiness arises [152, 73]. Either high or low, inadequate WL can be harm-
ful, specially in daily activities that demand a minimal cognition to have success in a
task, such as piloting an airplane, driving a car, or making decision [139, 114].

In general, the assessment of cognitive states is a challenging topic, mainly due
to inter-subject variability [28, 147, 77]. Particularly for WL, the classic and still most
extended approach is the use of cognitive tests to which the subject undergoes while
his/her self-perceived cognitive state is registered [38, 79]. Although this self-perceived
strategy provides an assessment of the cognitive states of the subject, it is very sub-
jective and strongly dependent on the psychological state of the subject. Currently,
the NASA Task Load Index (NASA-TLX) [55] is the most used questionnaire to gain in-
sight about the perceived workload levels while a subject works with various human-
machine interface systems [19]. A TLX questionnaire measures the mental workload
based on a weighted average of six sub-variables: mental, physical, and temporal de-
mand, performance, effort and frustration and it is widely used in aviation to assess
mental workload of pilots while interacting with plane controls [139, 88].

An alternative to self-assessment of cognitive states is the use of physiological data
recorded from the subject under study. Physiological data provides a more reliable and
objective measurement rather than the psychologically-dependent self-subjective re-
ports [28, 3]. Depending on the frequency of recorded data, physiological sensors can
be categorized in two main groups: a) continuous time sensors, and b) non-continuous
time sensors. The first group supports continuous monitoring of physiological re-
sponses and the data recorded consists of time-varying signals. The latter consists of
complex imagery devices that provide structural and functional images of the brain
and hearth [71], but a low frame rate, like the functional magnetic resonance imaging
(fMRI), or the near infrared spectroscopy (NIRS) or hearth ultrasound. These medical
devices are useful for medical diagnosis (like Alzheimer [66], Parkinson [6], and hearth
functionality [115], respectively), but cannot be used to detect WL or other punctual
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cognitive disorders (like epileptic seizures) that appear at discontinuous time inter-
vals. Consequently, for assessment of WL and other cognitive states, usually contin-
uous monitoring devices, portable, non-invasive, and low cost sensors are the most
preferable [69].

For continuous monitoring of cognitive states, there are a broad range of physiolog-
ical sensors [97], such as the electroencephalogram (EEG), the intracranial electroen-
cephalogram (iEEG), magnetoencephalography (MEG), electrocardiogram (ECG), elec-
trooculography (EOG), electromyography (EMG), and electrodermal activity (EDA).
The EEG and iEEG records the electrical activity of the brain by means of electrodes
placed over the head scalp or intracranial, respectively. The MEG also records the elec-
trical current in the brain by means of a complex device; the ECG register the heart
activity; EOG registers the activity of the eye; the EMG records the muscle responses;
and the EDA registers the conductance of the skin [28, 97].

Among the above sensors, most of researchers [78, 31, 116, 93, 53, 112, 97] prefer
EEG for several reasons. First, the technology is a low cost and easy to use at any age
[69], unlike imaging modalities that require the cooperation of an adult. Second, it di-
rectly records the activity of the brain [101], in contrast to other data sources (like ECG,
EMG, and EDA), which record complementary signals that indirectly correlate to an
increase of mental WL, rather than the real WL [97, 98]. Finally, recent developments
in deep learning (DL) have provided new ways to analyze EEG signals and provide ob-
jective assessment of cognitive abnormalities [49, 143, 151, 4].

Therefore, since its invention in 1929 by Hans Berger [101], EEG has become the
main device to explore the brain activity and diagnose brain disorders (e.g., mental
diseases, Alzheimer, Parkinson, epilepsy). In order to record the electrical activity of
the brain, EEG uses a set of electrodes placed over the head scalp and moisturized by
a conductive liquid to improve sensing. Each electrode records the electrical poten-
tial produced by millions of neurons while communicating themselves. Figure 1.1.a
shows a commercial EEG device with 14 electrodes. The signals recorded by each elec-
trode (also called channel) are displayed as a wave on a screen or printed in a page
[45]. EEG headsets can vary in the number of electrodes depending on the purpose of
the study. Taking into account the number of electrodes and the sampling frequency,
named spatial and temporal resolution respectively, EEG has a relative low spatial res-
olution (on the order of centimeters), but a high temporal resolution (on the order of
milliseconds)[22].

The signals recorded by an EEG are by nature transient and have complex wave-
form evolving over time [97]. EEG signals reflect the diversity of mental processes oc-
curring in the brain at a giving time [101]. These include intellectual and cognitive
processes, as well as, activity associated to body motion, sudden head movements,
and eye blinking. We would like to note that this motion activity, rather than being
an artifact, can also help in the detection of WL, stress, and other abnormalities. Fig-
ure 1.1.b illustrates the complexity of EEG signals. It depicts a snapshot of 5-second
signal recorded by the 14 sensors of the headset shown in Figure 1.1.a. We note that
EEG signals change both in frequency and amplitude, independently for each chan-
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(a) (b)

Figure 1.1: The common portable electroencephalogram device Emotiv Epoc X. (a) The
headset of 14 electrodes. (b) The signal patterns recorded during 5 seconds.

nel, since each electrode senses a specif region of the head scalp.

In this thesis, we use electroencephalogram (EEG) to record the electrical activity
of the brain and develop deep learning (DL) based methods to detect, recognize, and
assess cognitive states, particularly, mental workload.

1.1 Challenges for the assessment of cognitive states

Electroencephalogram data are time-varying signals that show complex waveforms
and transient patterns [101]. Despite the recent progress achieved by machine learn-
ing/deep learning (ML/DL) methods for processing EEG signals, the assessment of WL
still poses some challenges [19, 114, 97].

1. EEG channel fusion. The spatio-temporal signals recorded by EEG sensors should
be combined to obtain a feature representation space describing the different
cognitive states.

2. Collection of unambiguous annotated data. The collection of sufficient data
from different mental states with unambiguous annotations of time signals that
identify the different mental states present in each recording.

3. Validation protocols to assess different levels of generalization of the models.
Like in other clinical applications, the across-subject generalization of models
should be assessed to verify their success in predicting new unseen cases.

As follows, we give a brief description of each challenge according to the most re-
cent state of the art (SoA) developments.
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State of the Art

The EEG electrodes record the electrical activity of neurons at the same point of the
brain and, thus, they provide several spatio-temporal signals [101]. The information of
these signals (that can be regarded as different channels, like RGB channels in color im-
ages) should be combined in the most appropriate way to obtain an optimal output of
the ML/DL method. However, the best strategy for the combination of EEG channels,
also called spatial filtering in the literature, is still an open question [98, 123].

Previous research dealing with EEG signals has already pointed that working with
all EEG channels is complex, so many works reduce the number of EEG channels to a
single 1D signal. In order to get a single EEG channel, in some works the same experi-
ment is repeated several times for each channel, and the channel that achieves the best
result is chosen. Although this approach is trivial, it still remains to the present days,
especially in the field of brain computer interface (BCI) because for motor imagery
is uncomfortable to wear a multichannel EEG for a longtime [123]. Other researchers
searched for a mathematical transformation to merge EEG channels. Such transforma-
tions are linear functions which project the original multichannel signal into a single
new signal that maximises separation between classes [101]. This projection of EEG
channels has been widely used in the detection of neurological disorders, like detec-
tion of epileptic seizures [10, 9].

More recently, the common spatial pattern (CSP) proposed in [95], has become the
standard method to reduce the number of EEG channels. The CSP works maximiz-
ing the variance between two classes of signals, so it is widely used for EEG channel
fusion or channel selection in two class classification problems [133, 129]. The CSP
uses a projector matrix computed using the covariance matrix of signals recorded by
the EEG, so CSP is highly sensitive to noise. To improve CSP, the empirical mode de-
composition (EMD) algorithm could be used before to enhance the quality of signals
[120], but with an additional computational burden [150, 129]. Besides, CSP is sensi-
tive to the frequency band range, so recent improvements have involved the addition
of a set of bank filters that works into multiple frequency bands, but with an additional
computational cost [11].

The channels fused in a single signal are the input to a ML system trained to predict
a specific cognitive state. Given that cognitive processes vary across time, signals are
also cut into temporal windows for the extraction of features characterizing the cogni-
tive states to be detected. There are two choices for feature extraction: a hand-crafted
extraction using filter banks or mathematical descriptors [129, 42], or a trainable one
using a DL approach [127, 68, 82, 97]. The hand-crafted approach requires a strong
knowledge of signal processing methods in order to characterize the signal pattern.
Examples of hand-crafted features are statistical moments (like the mean, variance,
skewness, and kurtosis ) and spectral features (computed in Fourier space). DL ap-
proaches are based on the use of convolutional networks able to learn the internal
representation of signals from a large amount of samples. Next, for classification, any
traditional machine learning (ML) algorithm (like neural networks - NN and support
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vector machine - SVM) can be trained for classification [83]. In case of using DL, it has
the advantage of learning to classify during the feature extraction step [51]. To sum
up, although CPS is a handcrafted spatial filtering to merge multichannel signals, it
continues attracting more researches, even up to now [46, 74].

Encouraged by the recent successful results achieved by pure DL approaches, most
researchers that work with EEG have focused on designing specific DL architectures
for both channel fusion and temporal feature extraction. The preferred models are
the convolutional neural networks (CNN) and the recurrent long short-term memory
networks (LSTM) [98]. As well, few studies use DL for channel selection in order to
find the most discriminative channels, so in this case, no channel fusion is performed.
Like the first works, this channel selection is based on testing the performance of each
electrode and selecting the best one, and thus, it is a time consuming process strongly
dependent on the application [146, 81, 124].

In order to process EEG data using DL, the multichannel signals recorded by EEG
(see Figure 1.1.b) can be stored as a 2D matrix (like a gray scale image), where each
row contains the temporal information coming from an independent EEG electrode
placed over the head scalp and all rows are stacked vertically to form the 2D matrix.
However, in opposite to the common sense that 2D EEG matrices can be directly pro-
cessed by traditional 2D convolution it does not lead to good results [99]. The 2D ker-
nels of these convolutions tend to inadequately combine the spatial information, so
that, multichannel EEG signals still deserves special treatment.

Therefore, the idea of designing a specific layer for channel fusion has attracted a
great deal of interest from researchers and it has been strongly influenced by the study
presented in [99]. In this work, the authors concluded that the EEG multichannel 2D
matrix should be run independently, either across time or across channels, but not si-
multaneously. Thus, the essence of dealing with EEG signals is to process EEG data
while performing some combination of channels. There are two choices to process
EEG signals: in time domain, taking directly the 2D matrix presented above or after
performing a transformation of it to frequency domain. Figure 1.2 shows the repre-
sentation of a signal recorded by one EEG electrode both in time and frequency do-
mains. In time domain, the signal is a 1D signal varying only across time as shown in
Figure 1.2.a. In frequency domain, the magnitudes of the Fourier Transform (FT) com-
puted at a regular time and frequency patches are first stored in a spectrogram [59],
and next, can be represented as a 2D image as shown in Figure 1.2.b. A spectrogram
highlights the changes of the 1D signal both in time and frequency, simultaneously.

There are several works approaching the fusion of channels in the spatial domain.
The study presented in [72] proposes to process multichannel EEG signals by steps.
Firstly, to fuse spatially the multiple channels, and next, to process across the temporal
dimension. In this work, the channel fusion layer consists of two CNN layers: the first
layer goes across time dimension using a large kernel size and performing a rough fea-
ture extraction, whereas the second layer fuses the channels using a kernel size equal
to the number of EEG electrodes. The activation functions used in both layers intro-
duce a non-linearity in order to learn features. In order to alleviate computation bur-
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(a)

(b)

Figure 1.2: Illustration of 1D and 2D representations of an EEG signal. (a) 1D EEG
signal (time domain) of 51 seconds. (b) 2D spectrogram image (frequency domain) of
the same signal. The spectrogram shows changes in signal intensities across time and
frequencies.

den, the works presented in [104] and [107] proposed a smaller kernel size in the first
convolution layer, while keeping the double convolutional layers and non-linearity on
them. Finally, in [49] the authors propose to first extract temporal features with CNN
and next perform a manner of spatial mapping of them using a fully connected (FC)
layer. In particular, this approach does not perform EEG channel fusion explicitly, but
only a combination of temporal features. In the studies presented above, convolutions
go across a single dimension, either temporally or spatially.

An alternative to fusion and processing 1D EEG signals is the use of spectrogram
images as input data for DL models. These studies first compute the spectrogram for
each EEG signal and stack the normalized spectrograms as images along the depth di-
mension in such a way that the final image resembles an RGB image but with more
than three channels. It follows that 2D convolutional networks can be applied to this
color image and often researchers have explored the use of pretrained DL models from
the image classification field [128, 98]. Before computing the spectrogram, the EEG sig-
nal should be standardized by channel, as a result, an additional computational bur-
den is introduced which could be remarkable, specially for EEG of many electrodes.
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Another issue is how temporal information should be incorporated into predictive
models. In this context, LSTM has been explored due to its capability to learn tem-
poral features in long sequences [137]. However, the training time and complexity of
LSTM models increase as the number of input features increases. In order to alleviate
the computation burden, researchers have introduced hybrid models involving CNN-
LSTM. These approaches leverage the properties of convolution and pooling to reduce
feature maps before seeding to the LSTM. The work presented in [144] uses a single
EEG channel as input data for a traditional 1D CNN, and next, features extracted are
sent to the LSTM. The study in [1] uses traditional 2D CNN to reduce feature maps of
multichannel input data in an Encoder-Decoder architecture. In order to use 2D ker-
nels, EEG recordings are first normalized by channels, and then, each input data of the
model is scaled to 0-1 range. In this approach, the output of the encoder is fed to a
LSTM. However, the reported results are low compared to the by-dimension convolu-
tion presented above. Aiming at improving performance, other variations of LSTM, like
the nested-LSTM [75] and the bidirectional-LSTM [60], have been intensively explored.
However, the increased performance of these LSTM models is at the cost of more train-
able parameters and, thus, more training data. In the same way, a th recent study in
[27] has reported that, for epilepsy detection, only LSTM-FC with large number of neu-
rons in the FC layer outperform others complex LSTM-based approaches, though, at
the cost of over-training the network with high possibility of overfitting. This study
is very encouraging, but it still requires further analysis, mainly on its generalization
capability.

Most of the EEG channel fusion methods combine information at the raw input
level, but only few approaches have included fusion at the feature level. Furthermore,
because of the absence of a conclusive study on the level in which EEG channels should
be combined to provide the best results, actually many studies still use the traditional
CSP method. Thereby, the searching for new methods to merge EEG channel have
not been deeply explored yet; in particular, for linear methods which allow a better
understanding of the combination of 1D signals due to their reversible characteristic.

The second challenge that ML/DL methods need to face is the collection of data.
In order to train robust and unbiased models, the collection of a large enough dataset
with unambiguous annotations is mandatory. Focusing on the goal and application
of WL’s studies, the majority of them are focused on assessing the level of WL in a spe-
cific group of people, such as commercial pilots to estimate their WL faced during their
flights [19], car drivers to assess how WL affects their driving ability [36], air traffic con-
trollers in high traffic conditions [94], workers during their routine office tasks [37], and
other activities [29]. In these experiments, datasets are specifically collected for each
experiment and often datasets are too short, restricted due to license conditions, or
with raw data.

In order to record cognitive data in the domains above mentioned, there are two
common choices: record data while performing the task in real life conditions or record
data while performing the task in a simulator. In both cases, the subject faces a normal
task and another remarkable abnormal task to collect differentiable cognitive loads.
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While in some real life environments (like in office activities) could be easy to collect
data, in other scenarios (like in automotive, aeronautics, industrial, military), record-
ing of data could be almost impossible, time consuming, and expensive to collect suf-
ficient data. For instance in aviation, datasets are collected from several professional
pilots while flying in non-immersive flight simulators [93], in immersive cockpit simu-
lators [54, 73], and during real flights [35]. As a result, datasets are mostly private, too
restricted, and often insufficient to train DL models.

An alternative to simulators and real-life work conditions could be to collect data
from subjects with artificially induced cognitive workload. The use of serious games is
the most common method to induce different degrees of cognitive load. Unlike tradi-
tional video games which usually focus on entertainment, serious games are applica-
tions for particular goals to enhance personal skills [50]. In this way, serious games are
widely used in education for different purposes [57], since training with serious games
is more effective than training with conventional instruction methods [142, 153]. They
are also used in social learning in favor of team opinions [130], neurorehabilitation
[102], in industry, as a means of training workers to handle complex machines; in neu-
roscience, for understanding mental processes and flow of thoughts in the brain. There
are free and commercial serious games, but they could also be designed for a specific
case [103].

Among serious games, the N-Back test game is widely used because it produces
cognitive load by demanding intensive use of memory in order to accomplish an asked
task [62, 106]. To play the N-back test, the game should be installed in a computer
and the cognitive task must be selected. In this way, many public datasets have been
collected using the N-back test, although they suffer from various drawbacks [109, 16].
The recording intervals are too short providing not enough data and the asked tasks
are limited to two high differentiable mental effort, which is completely different to
real scenarios of WL where the mental effort has different degrees and changes along
time even for the same task. Also, some researchers have designed their own serious
game to incorporate an additional cognitive requirement (like multitasking, visual at-
tention), but similarly they follow the traditional trend of the traditional N-back test
[67, 76]. As ground truth, most of these datasets only provide the degree setup of the
cognitive task. A few of them, give the subjective TLX-indexes. It is hard to find the
scores achieved during the game which really provide an objective measurement of
the cognitive workload.

In spite of the proven usefulness of serious games in other areas of applications,
they are scarcely used in the context of WL assessment. Moreover, these datasets are
not designed for knowledge task transfer of models, which is a topic little or nothing
explored yet. Thus, in this thesis, we generate annotated data collected off-line from
non specialist volunteers while performing cognitive tests. Collected data is general
and sufficient to allow an effective task transfer of models trained using this data with
the goal to be applied in other areas that also involves assessment of cognitive states.

Once enough annotated data has been collected, this has to be used for training
and testing models using a validation protocol ensuring trustworthiness and fair as-
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sessment of models. In the context of ML/DL, a validation protocol responses to two
common issues: what should be validated, i.e., the ground truth, and how it should be
validated, i.e., the statistical method used to assess the model performance [56, 83].

The first issue implies the assignment of the ground truth (the real or true value)
to the available sample data, whereas the second issue concerns the definition of a
metric score that provides a reliable measurement of the quality of a model in the test
set. Nevertheless, in the context of cognitive states, analogously to the area of medical
applications, a third requirement is mandatory: the assessment of levels of generaliza-
tion of the models. This is because cognitive data involves data produced by various
subjects performing different experiments and, thus, data can have an inter and intra
subject variability that should be modelled. Therefore, this third condition requires
special attention to assess the model’s capability to generalize in various new unseen
data scenarios, which might include new tasks and unseen subjects.

Given that the level of generalization of models should be assessed using statistical
tests (like a t-test for the comparison of the model performance), it is directly associ-
ated to the experimental unit (or sampling unit) that define the samples of tests. There
are three categories of sampling units: the window unit, the abnormal episode unit,
and the subject unit. Each of the former units define the population samples for the
computation of statistics and the ways of splitting of data into training and test sets
in order to validate the model performance using an adequate metrics (e.g., accuracy,
sensitivity, specificity, and F1-score).

Although we can find the three choices in the literature, most authors often only
work with one of the options and specifically do not investigate the level of general-
ization. The first choice, the sampling unit at window level, the splitting of data does
not take into account any relationships of subjects, so windows are considered inter-
dependent [92, 49, 143, 4, 1, 27]. This approach is the most popular option and uses
the classic k-fold cross validation splitting. The second choice, the sampling unit at
abnormal episode level, a set of subject-specific models use both the training and test
data that belongs to the same subject [110, 155, 47]. The main limitation of this strat-
egy is that the model should be re-trained each time the subject under study changes.
Finally, the third choice, the sampling unit at subject level, intends to develop mod-
els similar to cases of medical applications in which the model tries to recognize data
from a subject that was completely unseen during the training, i.e., this is the popu-
lation level evaluation, so it is the most realistic one from the three options proposed
and it is still the most challenging [105, 107, 154]. In all three cases, the models’ perfor-
mance can vary considerably, so that they cannot be compared them directly, because
results indicate different levels of generalization of models.

Therefore, due to the lack of a standardized validation protocol that takes into ac-
count the source and amount of cognitive data used in the training and the test, much
of models proposed cannot be not fairly comparable. This may explain the limited de-
velopment of real-world applications for assessment of WL in aeronautics and other
related cognitive states.
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1.2 Goals and contributions

The goal of this thesis is to explore, develop, and assess deep learning (DL)-based
methods for the detection of cognitive states through the analysis of EEG signals. In
particular, the thesis contributes to the main challenges identified in Section 1.1 in the
following points:

1. Approaches for EEG channel fusion:

In order to perform EEG channel fusion, we propose two neural network archi-
tectures that combines channel information at the input raw data level and af-
ter feature extraction. Besides, we introduce four fusion strategies implemented
into the learning pipeline. The proposed networks are based on convolutional
neural networks to process EEG data.

2. Collection of unambiguous annotated data:

In order to collect an unambiguous annotated dataset for cognitive states, we
propose the use of several serious games, to induce different levels of mental
workload and collect the neurophysiological responses of several subjects using
an EEG sensor in order to collect a sufficient data for training a model and per-
form knowledge transferring between tasks.

Also, we collect a dataset from flight simulation that mimics different flights and
events that jeopardize any professional pilots. The goal is to detect the workload
faced by pilots during the flights by means of models pretrained in different cog-
nitive target data and assess the capability of the models for transfer learning.

3. Protocol to assess the generalization of models:

In cognitive states the use of only validation metrics (like accuracy and others) to
compare the performance of models in order to select the best one for a specific
application is not enough. There is a need to account the sample unit used in the
experimental design in order to assess the level of generalization of models. The
sample unit is the core that defines the mode of splitting of data into training and
test set. Taking into account the sampling unit will provide a more insight about
the performance of a model and its possibility of use in real life applications.

In this thesis, we propose the assessment of generalization of models from the
point of view of three sampling units (or unity of study). At window level (valida-
tion using the k-fold cross validation), at abnormal episode level (validation for
the episodes of a specif subject), and at subject level (validation for the popula-
tion). We claim that the model that performs best in all three schemes is ideally
the best.

The main contributions of this thesis are outlined below:

1. Neural network architectures for EEG channel fusion



Introduction 12

In this thesis, we present and evaluate two CNN-based neural network architec-
tures for EEG channel fusion:

• The first neural network fuses EEG channel at the raw data level in the first
step, and next, performs feature extraction of temporal features.

• On the contrary, the second neural network merges EEG channel after tem-
poral feature extraction.

In contrast with conventional channel fusion methods based on complex math-
ematical techniques or non-linear transformations, we present 4 straightforward
fusion methods are easy to implement and are trained into end-to-end model.
The 4 fusion methods are: the average, the concatenation, the weighted average,
and the multi-weighted average.

The average and concatenation are implemented by the mathematical mean and
by the reshaping dimension function, respectively, whereas the both weighted
average methods use a single convolution layer without any non-linear activa-
tion function.

2. Serious games for the collection of unambiguous annotated datasets

In this thesis, we have collected a enough dataset in order to assess mental work-
load in aviation scenarios. We have collected and released a new dataset which
provides unambiguous annotation like the theoretical degree level of cognitive
workloads, the self-perceived workload of subject, and the achieved game scores.

Collected data comes from two scenarios: serious games (from the N-back test
and our Heat-the-Chair game) and flight simulator (from an Airbus A320 col-
lected in an immersive cockpit and non-immersive computer desktop).

3. Protocol to assess levels of generalization of models

In this thesis, we propose an objective validation protocol that allows to compare
and validate different methods in order to choose the best one. Thus, from a
point of view of model generalization, we propose three levels of validation:

i) k-Fold cross validation level: Each time window has its own ground truth
and does not matter to which subject it belongs. After shuffling the dataset,
it is split into the training and test sets in order to train and test the model.

ii) Abnormal episode validation level: This approach is similar to the popu-
lation validation strategy; however, in this case, both the training and test
data belong to the same subject.

iii) Population validation level: Each time window has its own ground truth
and it remains associated with the subject to belongs. The model is eval-
uated by choosing data from a subject each time that is used as a test set,
whereas the remaining data is used for training the model.
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The protocols presented to assess generalization of a model allow to validate dif-
ferent models in a fair fashion and in the same context where they intended to
work. To assess performances, the k-fold cross validation (with a slight varia-
tions) is the best suited statistical method to validate the achieved results.

Finally, the validity of the different methods presented in this thesis has been as-
sessed in two use cases:

1. Mental workload assessment in flight scenarios.

This use case illustrates the task transfer capability of models pretrained in seri-
ous games to assess mental workload in different scenarios. Specifically, models
were pretrained in the N-Back test data and validated in the flight simulator data.

2. Epilepsy detection in pediatric patient with intractable seizures.

This use case illustrates the personalization levels of models. Depending of used
the sampling unit, the model can report different performances, which should
be in account at the moment to decide which is the best model for the desired
application.

1.3 Structure of the dissertation

This dissertation is structured as follows. In Chapter 2 we present the approaches to
process EEG signals, including main paradigms for EEG processing, the neural archi-
tectures for EEG channel fusion, and validation protocols to assess the levels of gener-
alization of models. Chapter 3 provides a detailed description of the dataset collected
in this research. Subsequently, Chapter 4 presents the case study of mental workload
assessment in aeronautic environment. Next, Chapter 5 discloses the case study of
epileptic seizure detection for medical diagnosis. Finally, Chapter 6 summarizes our
conclusions and further work.
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Chapter 2

Approaches to EEG processing

Any problem to be solved by a machine learning/deep learning (ML/DL) system needs
to be well defined. For that, the main steps involved are the following:

1. Data Management. The first step is the collection of an annotated data set defin-
ing, both, the input and output data of the system. In general, the inputs, that the
ML/DL method receives, are variables extracted from the raw data obtained from
sensors, while the outputs are the information that the ML/DL method returns
after processing the input data. This data should be unambigously annotated to
constitute the ground truth (GT) used for training and testing the ML method
and it usually depends on the type of problem (like classification, prediction, de-
noising) we are solving. In the particular case of EEG processing, given that EEG
device provides a continuous recording of multiple signals that are cut in tem-
poral windows, the input and output data can be, either a sequence or a single
snap-shot. In Section 2.1 we explore different combinations of sequence/snap-
shots temporal units as input and output data.

2. Selection of the most appropriate ML approach. To solve a problem using ML/DL,
a particular ML paradigm should be considered. A ML/DL model is an algo-
rithm that is able to learn patterns from data in a supervised way and is used to
make detection, classification or prediction of new unseen data. In the training
step, ML-based models require a set of selected features to be trained, while DL-
based approaches automatically learn features from data. As example, the sup-
port vector machine (SVM) and random forest (RF) are ML-based models and
deep artificial neural networks (ANN) and convolutional neural networks (CNN)
are DL-based models. In this work, we assume the model is a deep learning (DL)
model. Besides, it is worth to mention that during the model definition to pro-
cess EEG data, some strategy for combining EEG channels should be considered.
Section 2.2 details the deep learning models designed for this work, with partic-
ular focus on the different strategies for fusion of EEG chanels.

15
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3. Generalization of Models. Finally, an experimental set-up for the assessment
and comparison of the developed methods should be defined. This step involves
the assessment of the level of generalization of the trained models ansd should
include: a strategy for splitting data, the metrics for the evaluation of models,
and the statistics for their comparison. The splitting of data in training and test is
directly associated to the personalization level of the model and the assessment
of its generalization. A deep explanation of splitting of data and its association
with the levels of generalization of models is presented in Section 2.3.

Figure 2.1 sketches and details the sequentially pipeline of the process in the par-
ticular case of processing electroencephalogram (EEG) signals. Highlighted in yellow,
green, and brown we can localize the main steps previously enumerated. For the sake
of sequential coherence with the pipeline shown in Figure 2.1, Section 2.1 defines some
different possibilities of input and output EEG data, Section 2.2 explains the imple-
mentation of neural networks with EEG channel fusion capability, and Section 2.3 de-
tails the experimental design and data splitting for generalization of models.

Figure 2.1: General pipeline for processing of EEG signals.

2.1 Data Management

An EEG device provides a continuous recording of multiple signals. In order to explore
and analyze EEG. These continuous recording should be split into small processable
chunks of data or time windows of few seconds of duration. All windows should have
the same length to be properly processed by the ML/DL model. Thus, the input for
a method processing EEG data is a sequence of L windows of length T and C EEG
channels. Each temporal window in the sequence, namely Xi , can be represented as a
2 dimensional matrix of size [C,T] stacking the windows of the C channels. Thus, the
input can be formulated as:
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(
Xi

)L

i=1
where Xi is a C ×T matrix representing the i-th temporal window (2.1)

The length T is equal to the sensor sampling frequency times the number of sec-
onds of the window. From a point of view of data structure, this input data will be an
nd array of dimensions [L,C ,T ]. In case of input data L = 1 we are processing a single
time window (named snapshot) and, thus, no temporal information is incorporated.
In case that L > 1, models would incorporate temporal information, so we will name it
sequence.

(a) (b)

Figure 2.2: A temporal sequence of two windows of 2 seconds each for a recording with
8 channels.

Figure 2.2 shows an example of a temporal sequence of two windows of 2 seconds
for a recording with 8 channels. Channels are plot along the vertical axis, while time
corresponds to the horizontal axis. In this example, each time window consists of 8
EEG channels and lasts 2 seconds, which, considering a sampling frequency of 256 Hz,
converts to a matrix of size [8,512] points.

In order to properly train and test a ML/DL model, it is mandatory to have data
with unambiguous annotation of GT. The GT generation depends on the problem to
be solved, but generally should be annotated as different labels. In analogous way to
input data, the output data could be a single label or a sequence of predictions. That
is:

(
Xi

)L

i=1
7−→ (yi )L

i=1 (2.2)
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where yi is the label for a the i-th temporal window Xi . For example, the signals shown
in Figure 2.2 are labeled as "normal" and "abnormal" for a hypothetical case of binary
classification. Figure 2.3 depicts the input data snapshots and their assigned output la-
bels. For the case of supervised regression problems, the process of labeling is similar,
assigning a numeric value instead of a categorical value.

Figure 2.3: Two time windows (input data) and their assigned labels (output data).

The windows collected from all EEG electrodes are the raw input to ML/DL ap-
proaches that can output a prediction for the current time or output a future event.
Given the temporal nature of EEG signals, there are several paradigms for processing
these time windows and incorporating EEG temporal information, depending on the
number of windows taken in input/output data. That is, focusing on the length of in-
put/output data, according to the Equation 2.1 explained above, we can distinguish
three options:

1. (One2One) A single input maps to a single output, where the model maps a
single time window into a single one prediction. This paradigm is usually used
for classification problem.

2. (Sequence2One) A sequence of inputs maps to a single output, where the model
maps a sequence of time windows into a single one prediction. This paradigm is
usually used to predict that will happen in the next snapshot.

3. (Sequence2Sequence) A sequence of inputs maps to a sequence of outputs,
where the model maps a sequence of of time windows toward a sequence of pre-
dictions. This paradigm is usually used to predict that will happen in the next set
sequence of snapshots.
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2.1.1 One2One

The paradigm time window to one entails to take a single input data to achieve a single
output prediction. Figure 2.4 illustrates the time window to one paradigm in which the
model takes as input a single time window at the time t and provides a single predic-
tion after processing it. This paradigm involves classification of signals that are inde-
pendent of time, because it does not depend of precedent segments. Indeed, temporal
information is taken into account but it is show as a snapshot of the signal,

Figure 2.4: Illustration of the paradigm time window to one.

The assumption of independence of time allows to use models that not deal with
time. In our case, we use convolutional neural networks (CNN) to classify a single time
window signals and provide a single prediction (e.g., "normal" or "abnormal" like a
medical diagnosis system). Likewise, regression is also feasible, for instance to assess
the degree of sleepiness (in a scale of 1–7) given a signal segment. Both in classification
an regression, the prediction consists of a single output value.

2.1.2 Sequence2One

The paradigm sequence to one encompasses to take a set of k sequentially temporal
windows signals as input data to predict a single output. Figure 2.5 depicts the se-
quence to one paradigm, in which k consecutive input signals are fed into the model
to forecast a value.

This scheme also can be used for classification and regression of the current value
(time t ) or for predicting the next value (time t +1). The main difference linked to the
first paradigm is that in this schema the input data increases and the temporal infor-
mation is taken into account. Because the prediction is a simple value, non-temporal
DL algorithms also can be applied, while the sequence can be thought as a new time
window of k concatenated signals. For instance, for k = 4 time windows, each of length
t , the sequence becomes a new time window of length 4t .



Approaches to EEG processing 20

Figure 2.5: Illustration of the paradigm sequence to one.

2.1.3 Sequence2Sequence

The paradigm sequence to sequence implies to take a set of k time ordered time win-
dow signals as input data to predict k time ordered outputs. Figure 2.6 illustrates the
sequence to sequence paradigm, in which k consecutive signals are fed into the model
to forecast a sequence of values. Notice that both input data and output predictions
are in an orderly way.

Figure 2.6: Illustration of the paradigm sequence to sequence.

Because the time matters, models that preserve the time context in long-term should
be used. Thereby, long short-term memory (LSTM) and self-attention neural networks
(Transformer) are more suitable for this case.
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Finally, it is worth to mention that, although LSTM and Transformer were designed
to deal with sequence to sequence mappings, the internal points of a single time win-
dow are also susceptible to be processed by these temporal-based models. This means
that LSTM and Transformer can be applied to paradigms time window to one and se-
quence to one.

2.2 Neural network architectures of EEG channel fusion

From the beginnings of EEG processing, researchers have realized the importance of
the simultaneous spatio-temporal nature of EEG signals for comprehension of mental
processes happening in the brain. EEG records temporal data from different places of
the brain, which should be optimally combined for better understanding of the brain
functionality and to recognize cognitive states. The association of time data and their
spatial location where they discharge would increase the performance of ML/DL sys-
tems.

In this chapter, we propose two general neural architectures based on convolu-
tional neural networks (CNN) for the fusion of EEG signals. Both architectures consist
of three sequentially main units: the Input Data Unit that takes the input data for the
model, the Convolutional Unit that performs feature extraction and channel fusion,
and the Output Unit that provides a combination of features coming from the Con-
volutional Unit by means of fully connected (FC) neurons and provide output predic-
tions. In addition, it exists a Channel Fusion Unit, which positioning either before or
after the Convolutional Unit makes the difference between these architectures. The
Channel Fusion Unit placed before convolutions performs EEG channel fusion at raw
input data level. On the contrary, the Channel Fusion Unit placed after convolutions
furnishes EEG channel fusion at feature level. As well as, we explain the 4 different
strategies proposed for fusing EEG channels, which work wherever (at input data level
or at feature level).

2.2.1 Neural architecture for fusion at input data level

This neural architecture fuses EEG channels at the first step of processing, before tem-
poral feature extraction. Next, the neural network continues with the steps of feature
extraction and classification by means of the Convolutional Unit and Output Unit, re-
spectively. Figure 2.7 depicts the proposed neural architecture for a general case of
classification of EEG signals.

The proposed architecture can easily adapted for EEG headsets of any number of
channels and for time windows of any length. For explanation purposes, lets consider
a multi-class classification problem of n_class classes given an input data xC×T . The
signals is processed as follows:

1. Channel Fusion Unit: The input data xC×T becomes x1×T (except for the CAT,
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Figure 2.7: Neural network architecture for input-data level channel fusion.

that reshape it to x1×(C∗T )).

2. Convolutional Unit: After L convolutional blocks, x1×T becomes xn_feats@1×(T //L),
where n_feats is the number of features extracted by the Lth convolutional block,
and the T //L is due to pooling that reduces the temporal dimension.

3. Output Unit: The outcome of the previous unit is flattened and connected to a
FC layer of M neurons in order to learn the best combination of features. Next,
the classification layer of n_class neurons accomplishes prediction using the Soft-
max function.

2.2.2 Neural architecture for fusion at feature level

Unlike to the neural network that performs fusion at the first step, this neural architec-
ture fuses channels after temporal feature extraction. The neural architecture is similar
to the previous one, except, the Channel Fusion Unit is located between the Convolu-
tional Unit and the Output Unit. Figure 2.8 depicts the proposed neural architecture
for a case of EEG signals classification.

In order to understand the data flow, lets assume a multi-class classification prob-
lem of n_class classes given an EEG signal xC×T . The signals is processed as follows:

1. Convolutional Unit: After L convolutional process, xC×T becomes xn_feats@C×(T //L),
where n_feats is the number of features extracted by the Lth convolutional block,
and the T //L is due to pooling operation en each convolutional block. The num-
ber of channels C keeps along convolutions.

2. Channel Fusion Unit: The input xn_feats@C×(T //L) becomes xn_feats@1×(T //L) (ex-
cept for the CAT, that reshape it to xn_feats@1×(C∗T //L)).
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Figure 2.8: Neural network architecture for feature level fusion.

3. Output Unit: The outcome of the previous unit is flattened and processed by two
FC layers to combine features and perform predictions.

2.2.3 Signal fusion strategies

Given an EEG time window snapshot X of shape [1,C ,T ], for the sake of simplicity X
can be rewritten as X C×T , where C is equal to the number of channels/electrodes and
T is the time length. The problem of fusing C channels, or spatial filtering, is formalizes
in Equation 2.3:

X 1×T =
C∑
i

(xi×T )∗ (wi ) (2.3)

where x1×T is the resulting signal of the fusion, and xi×T is a signal of the i th channel
that is weighted by a weight wi . The individual weights can be arranged in a matrix
w . The weight matrix performs a linear transformation from a higher dimension to a
lower dimension of EEG channels, usually a single EEG channel. As the transformation
is linear, it is completely reversible.

As an example, Figure 2.9 illustrates a case of channel fusion using the average
method. The topmost image shows 1D signals of 5 seconds that were recorded by an
EEG of 4 channels. The bottommost image shows the result of fusion into a single
channel after applying the average method. The average calculates the mean of values
from the four channels at each time point in the signals. Instead of the average method,
another technique might be applied in order to reduce the number of EEG channels.

In this thesis, 4 channel fusion strategies are proposed: the average, the concate-
nation, the weighted average, and the multiple-weighted average. The goal of each
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Figure 2.9: Illustration of EEG channel fusion. Four EEG signals (image on the top) are
fused in one channel employing the average method (image on the bottom).

method is to fuse C EEG channels into a single one representation. As follows, we
present a detailed description and implementation of each of them:

1. Average. The average method (AVG) performs the simple mean of channels, so
wi = 1/C for each i channel. In this approach, each channel contributes equally
to the output signal x1×T . Figure 2.9.b depicts the new fused signal after average
4 EEG signals in the illustrative example.

2. Concatenation. Instead of weighting, the concatenation method (CAT) does not
fuse EEG channels, it just rearranges the dimension of the input data to x1×(C∗T ),
allowing the model to learn the spatio-temporal characteristics of the signals.

3. Weighted average. The weighted average method (W-AVG) is able to learn a ma-
trix of weights w in order to perform channel fusion. Because, each wi may be
different, each EEG channels contribute differently to the new channel x1×T . The
W-AVG method is implemented by a convolution with kernel size 1×1. The con-
volution has no activation function neither feature extraction.
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4. Multi-weighted average. The multi-weighted average method (MW-AVG) also
learns a matrix of weights w . However, in opposite to the previous W-AVG method,
the MW-AVG takes into account the number of feature channels of the signals, so
w becomes n_feats ×. This method is implemented by a convolution with kernel
size C ×1, i.e., kernel equal to the number of channels. Analogously to the pre-
vious one method, no activation function neither feature extraction is applied to
ensure the linear combination of channels.

2.3 Generalization of models

As we explained above, the definition of the experimental design for training and test-
ing of models should include: a strategy for splitting data, the metrics for the evalu-
ation of models and the statistics for their comparison. In particular, the splitting of
data before the task strongly influences in the achieved performance of models and
the assessment of their capability of generalization. Generalization of models reside
on the criterion of sampling unit used to split data into training and test set. For the
assessment of cognitive states, we propose three different criteria to choose the sam-
pling unit: time window, abnormal episode, and subject. Although these criteria have
been used in different studies separately and with different names, in this thesis, we
standardize them and present a general validation protocol to evaluate the capability
of generalization of models.

As exposed in Section 2.1, collected EEG data must be segmented into processable
temporal windows. Recordings can contain as many time windows can fit in it. Be-
sides, now, an abnormality segment consists of temporal windows and their respective
ground truth.

To illustrate the idea of sampling unit, Figure 2.10 depicts data from the signal of
an EEG single electrode of N subjects. Subjects (framed in yellow) have normal and
abnormal episodes (framed in green) segmented into time windows (normal episodes
framed in blue and abnormal ones framed in red) of same length. The number of ab-
normal episodes can vary across subjects. Only for illustrative purposes, sub j ect1 has
one abnormality episode, while sub j ectN has two abnormalities.

As follows, we provide an explanation of the three levels of generalization of models
and their supported sampling units:

2.3.1 Window unit: the k-fold cross validation level

A sampling in window units splits all input windows in train and test, losing the notion
of belonging to subject or episode. This validation level provides the lowest assessment
of generalization capability because it does not guarantee that the test and train win-
dows do not belong to the same subject. In other words, the test set is not independent
from the training samples and, thus, it is very close to evaluating with the same set of
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Figure 2.10: A single electrode EEG data from N subjects highlighting their episodes
and temporal windows.

training samples.

The assessment of generalization is performed using the traditional k-fold cross
validation (CV), so this validation protocol stands the name the k-fold cross valida-
tion level. Results under this scheme reports an upper bound of top performance [56].
Following the notation from equation (2.1), each sub j ect j contains a number of L j

windows. Thus, if S is the set of N subjects,

S =
N⋃

j=1
sub j ect j =

N⋃
j=1

(Xi )
L j

i=1

Each fold splits S in two random subsets, one for training and another for testing, and
this random splitting is repeated k times. Usually, the subset for training contains the
60−70% of the data, while the remainder is for testing and k = 5 or 10.

Figure 2.11 shows an example of k-folding. On the top of the figure, there is an ex-
ample of a first splitting, while on the bottom of the figure there is an example of the
k th splitting. Because there is no notion of subject and episode, their bounding boxes
were hidden and all the windows are in a row. The dashed square highlights the testing
data, while continuous one are for training data. Notice that from one splitting to an-
other some windows can be repeated in the same subset, but not all the windows. Be-
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sides, a balanced distribution of unbalanced data should be taken into account, both
in training and test. In Chapter 5, since the data used is highly unbalanced, we propose
different ways to maintain the real distribution among training and test.

Figure 2.11: Illustration of sampling data at window level. Splitting of data for the fold
1 on top and splitting of data for the fold k on bottom.

2.3.2 Abnormal episode unit: subject-specific level

A sampling at abnormal episode would evaluate whether a model can detect new ab-
normal episodes in a given set of subjects. This design would evaluate models person-
alized for a given set of subjects. Thus, this validation protocol stands the name the
subject-specific level.

Under this scheme, a variation of cross validation, named leave-one-out, at episode
level is applied. In this way, the training set consists of all the patients minus one ab-
normal episode from one of them, which is the test set together with other data from
normal episodes but all of them not considered in the training set. Following our math-

ematical notation, a sub j ect j contains M j abnormal episodes, e j
i , i = 1, . . . , M j , so that

the model is run M1 +M2 + . . .+M j times and the iteration k corresponding to the ab-

normal episode i of sub j ect j contains S \ e j
i for training and e j

i plus a random normal
episode for test.

Figure 2.12 illustrates the model at subject-specific level. Figure 2.12.a illustrates
the first iteration while Figure 2.12.b illustrates the last one. Continuous squares corre-
spond to training data while dashed squares correspond to test. Notice that in the first
iteration, the only test data corresponds to the first subject while in the last iteration,
the only data for test is the last abnormal episode together with some normal data. In
cases data is very unbalanced, not all the normal episodes are used in the training set
so that they can be used in the test.
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(a)

(b)

Figure 2.12: Illustration of sampling data at episode level. (a) First iteration: first ab-
normal episode from first subject. (b) Last iteration: last abnormal episode from last
subject.
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2.3.3 Subject unit: Population level

For a sampling at subject level, test windows should all belong to a subject excluded
from the training. That is the leave-one-out is done at patient level. This is the most
generalist splitting given that the model is a population one and the test assesses its
performance in a new subject never seen during training. Thus, this validation pro-
tocol stands the name population level because this scheme takes into account the
cross-variability between subjects.

Figure 2.13.a illustrates a splitting of data for the fold 1: sub j ect1; whereas Fig-
ure 2.13.b shows the splitting of data for the fold N: sub j ectN . The dashed square
highlights the test data.

Mathematically, select a subjecti as test set, whereas the data of the remaining sub-
jects composes the training set S − sub j ecti .
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(a)

(b)

Figure 2.13: Illustration of sampling data at subject level. (a) Splitting of data to select
the subject 1. (b) Splitting of data to select the subject N.



Chapter 3

Dataset for the assessment of mental
workload

This chapter describes the dataset collected for mental workload assessment. The
dataset contains neuro-physiological data from different experiments in which the
participant faces different levels of workload.

As follows, a detailed explanation of our approach to collect the dataset is provided.

3.1 Serious games

3.1.1 The N-Back test experiment

In this experiment, we used the N-Back test game [20] to induce different levels men-
tal workload on participants. We designed three experiments with different levels of
complexity (low, medium and high) and each subject performed all the experiments
using a computer desktop. The order of experiments was randomly assigned to each
subject. The proposed n-back tests require the ability to manage one or two n-back
tasks simultaneously, taking into account the insights shown in the n trial before, so it
demands high usage of memory to successfully complete the tasks.

The three variants of the N-Back test to induce mental workload were implemented
as follows:

1. Low mental workload - position 1-back: As Figure 3.1 shows, a square appears
every few seconds in one of eight different positions on a regular grid over the
screen. The player must press a key on the keyboard in case the position of the
square on the current screen is the same as the position of the square appeared
on the previous screen.

31
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Figure 3.1: Example of position 1-back test.

2. Medium mental workload - arithmetic 1-back: As Figure 3.2 shows, an inte-
ger number between 0 and 9 appears every few seconds on the screen, while an
arithmetic operation (plus, minus, times and divide) is audibly presented. The
player has to solve this operation using the number that appeared in the previous
screen and current one. Results must be typed using the numerical keys.

Figure 3.2: Example of arithmetic 1-back test.

3. High mental workload - dual position and arithmetic 2-back: This test com-
bines the two previous ones. As Figure 3.3 shows, an integer number between
0 and 9 appears every few seconds in one of eight different positions on a regu-
lar grid. At the same time, an operation is audibly presented. As before, players
have to type the solution of this operation using the number that appeared in
two screens before and current one. In addition, players have to press a key in
case the position of the current number is the same as the position of the number
shown two screens before.

Figure 3.3: Example of dual position and arithmetic 2-back test.
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Experiment Structure

Before playing and recording data, the subject was trained by playing the game
during five minutes. For training, the dual position and audio 1-back mode was used,
which simultaneously combines the position and audio, taking in account the 1-back
step. That is, a number between 0 and 9 is audibly presented and the player must
press a key if it matches with the one emitted in the previous screen, another one if its
position matches and another one if both matches occur.

We assume that, in absence of any required mental effort, subjects will exhibit a
baseline mental workload and their physiological responses will be accordingly in a
minimum scale. We also expect that baseline levels will be different for individuals.
In order to induce this baseline state, previously to the n-back tests, the participants
watch a relaxing video for 10 minutes. Next, they play the game for 30 minutes. Af-
ter the game, they are asked to answer the NASA-TLX questionnaire to collect their
subjective perception of mental workload and effort demanded by the game. Finally,
to calm down from the task, subjects take the recovery step for 10 minutes, which is
likewise the baseline stage. The experimental protocol is outlined in Figure 3.4. Dur-
ing a session, all neuro-physiological responses are recorded; however, the dataset just
contains signals from the baseline, the game task, and the recovery phase, besides the
achieved scores of the player. The dataset also contains the results from the NASA-TLX
questionnaire.

Figure 3.4: Timeline of the N-Back test experimental protocol.

3.1.2 The Heat-the-Chair experiment

This game was specifically designed to create a scenario where simultaneous tasks
must be executed, replicating the demand of concentration and alertness of pilots
while flying. The game consists of completing as many objectives as possible in 10 min-
utes. Completing an objective consists of obtaining and using the necessary pieces to
form a 4-digit number, which appears on the top-left of the screen for 10 seconds and
then disappears, reappearing for 5 seconds every 1 minute at the top left of the screen
while the objective is not achieved. Once the correct pieces have been obtained and
the target puzzle has been completed, the player increases the punctuation and a new
target number to be completed automatically appears. Figure 3.5 shows the user in-
terface of the game. The target number appears on the top left-hand panel, while the



Dataset for the assessment of mental workload 34

pieces the player obtains are on the bottom right-hand panel. Notice that the bottom
row is for storing the rewarded pieces (in cyan), while the top row is devoted to drag
and drop the pieces and replicate the 4-digit number.

Figure 3.5: The Heat-the-Chair game user interface.

To obtain pieces, the player has to perform two main tasks:

1. Bars with sliders: As we can observe in figure 3.5 there are two colored bars in the
bottom central-hand panel with sliders that move in the horizontal and vertical
direction. The player must keep the sliders in the centre of the bars using the
directional keys of the keyboard.

2. Dots In the same panel, there is a big square that will be filled with dots. In order
to avoid this, the player must drag them to the dashed-line box shown in the
center.

Located in the top central-hand panel, there is a circular button with an energy
bar below that empties over time. The difficulty of tasks will increase proportionally
to how empty the energy bar is: the emptier the bar is, the more difficult the game
will become. Thus, the player must frequently recharge the power bar by means of the
circular button.

As well, the game supports two modes of operation: with or without interruptions.
Interruptions are introduced in the design of the game to emulate the interruptions
that pilots receive when interacting with Air Traffic Control (ATC). In this mode, in-
coming events are randomly appearing to be solved. In particular, five different tasks,
in randomly order, are required to be completed by the player. Tasks can be either to
report a current flight parameter (altitude, wind speed, wind direction, and bearing) or
to change the number of the switch box (the switch box starts randomly at each game).
Flight information is shown on the left center-side of the screen and the switch box is
shown on the top right-side of the screen. When an interruption arrives, an alert of
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Figure 3.6: The Heat-the-Chair game with an interruption message.

messaging is shown on the bottom left-side of the screen. The player must to click and
read the message. Each asked task has a starting and an ending time to be completed,
out of which is the player is penalized. Figure 3.6 depicts an interruption asking for
changing the current switch box. The starting and ending time to complete the task
are highlighted in green and red, respectively. If the player does not conclude the task
or inserts an incorrect information as answer, one rewarded piece is lost.

Experiment Structure

Before playing and without recording data, the subject was informed about the
rules and trained in the Heat-the-Chair game without interruptions, during 5 minutes,
in order to familiarize with controls.

Because each subject randomly faces the two modes of the game, each game is
recorded in a separated session. As figure 3.7 shows, a session consists of three phases.
The baseline, lasting 3 minutes, in which the subject drags balls that randomly appears
on the screen and drops them to the dashed square in the centre. The game, in which
the subject plays the randomly selected game mode for 10 minutes, either with inter-
ruptions or without interruptions. And finally, the questionnaire, in which the subject
fills a NASA-TLX questionnaire indicating his/her subjective perceived game complex-
ity. The neuro-physiological responses are recorded for the whole session, although
the dataset just provides the signals from the baseline and the task phase, together
with the achieved scores of the player. The dataset also contains the results from the
NASA-TLX questionnaire.
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Figure 3.7: Timeline of the Heath-the-Chair experimental protocol.

3.1.3 Flight simulation with self-perceived workload estimation

The goal of this experiment was to collect experimental data useful to quantify the im-
pact of the increment of mental workload of pilots while perform common tasks on
usual flights (i.e., into the reference parameters) and while they must deal with addi-
tional unexpected phenomena, e.g., wind shears, machine failures, equipment warn-
ings, and unusual traffics. In these situations, interaction between the crew itself and
the ATC increase and pilots are more likely to make mistakes due to the mental work-
load.

Five flight experiments were designed to evaluate the pilots workload changes while
they resolve unexpected situations. The flight simulation was carried out in an immer-
sive Airbus-320 cockpit simulator and the chosen route to flight was from Barcelona
departure airport to Lleida airport in Spain, with an approximate duration of 14 min-
utes. After certain interval of time, the pilot registers his self-perceived workload for
that interval. Besides, all flights share the same weather, weight, and speeds condi-
tions. Figure 3.8 illustrates the route followed by the pilot.

Two pilots participated in the experiments. However, only one pilot is selected to
pilot the airplane; the non-selected pilot acts only as an observer. Every flight scenario
is described as follows:

1. Flight 1 [easy difficulty]: The pilot performs a standard flight to be used as the
reference parameters.

2. Flight 2 [medium difficulty]: During the flight, the ATC reports much traffic, so
the pilot is asked to change the airplane position above the glide slope at high
speed.

3. Flight 3 [hard difficulty]: During the final stage of the flight, the airplane is hard
destabilized by a strong wind shear, so the pilot must maneuver, recover the
plane stability and landing it.

4. Flight 4 [medium difficulty]: During the flight, it happens a malfunction during
the approach that provokes a engine failure that increases the crew workload.

5. Flight 5 [medium difficulty]: This flight is similar to the Flight 2 with a little vari-
ation.
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Figure 3.8: Flight route of the flight simulation with self-perceived workload estima-
tion.

As mentioned above, the pilots exchanged roles for each flight experiment. Table
3.1 outlines the pilots roles.

Table 3.1: Pilots roles.

Experiment
Pilot = Pilot 1 Pilot = Pilot 2

Observer = Pilot 2 Observer = Pilot 1

Easy - Flight 1
Medium Flight 2 Flight 4, Flight 5

Hard Flight 3 -

Experiment Structure

The experimental protocol of each flight is divided into two phases. First, the base-
line phase, in which the pilot stays on the runway awaiting the order of takeoff. Second,
the flight phase, which at the same time can be split in three stages: the takeoff, when
the flight starts and the plane climbs; the task phase itself, and a short time for landing
the plane to the ground. The task phase includes the cruise, the descent, and the ap-
proach tasks, accompanied with the usual communication with the ATC, and together
with asked tasks specific of each flight simulation. Figure 3.9 outlines the timeline of
flight simulation experiment. The dataset stores the neuro-physiological responses
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from all phases of the experiment, as well as, the self-perceived difficulty by pilots.

Figure 3.9: Timeline of the flight simulation self-perceived workload estimation.

3.1.4 Flight simulation with FRAM-based workload estimation

The goal of this experiment is to investigate how pilot’s workload correlates to pilot’s
mental processes while operating flights in different circumstances. The flight is com-
pleted in an immersive simulator of the Airbus-320 aircraft. To induce workload, a set
of circumstances are proposed: increase the operational interruptions of the ATC, in-
crement the interactions of the passenger cabin crew (TCP) or flight attendant, and
enforcing different warnings of the electronic centralized aircraft monitor (ECAM).

Fourteen flights were designed, which assume the pilot monitoring (PM) awkward-
ness to check how interruptions can overwhelm pilot flying (PF). The chosen route to
flight was from Gerona departure airport to Barcelona airport in Spain, with an approx-
imate duration of 14 minutes. Figure 3.10) illustrates the route followed by the pilot. A
single pilot participated in the 14 experiments. Before each flight, the pilot received a
printed description of the mission to be completed.

Each flight experiment is described as follows:

1. Flight 1: baseline flight. This experiment is a standard flight to be used as the
reference parameters and a baseline flight. It considers the workload is accept-
able and PF can attend the interruption without a negative performance impact.
Three ATC instructions are asked at a given time interval as in usual flights.

2. Flight 2: too high and too fast. This experiment is similar to the previous one and
resides on the approach phase. However, ATC instructions to be solved as soon
as possible before reply.

3. Flight 3: ECAM interruption scenario. This experiment also resides on the ap-
proach phase and is designed to increase PF workload by means of an ECAM
(ELEC GEN FAULT + APU OFF) that appears when PF workload is low and can at-
tend the interruption without a negative impact. That ECAM requires PF attend-
ing the actions during various minutes; however, an instruction of ATC forces
PF to postpone the ECAM to execute the instruction of transition level and the
approach checklist before re-assuming the ECAM actions. These concurrent
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Figure 3.10: Flight route of the flight simulation with FRAM-based workload estima-
tion.

actions increased considerably the workload with an impact on the PF perfor-
mance.

4. Flight 4: cabin crew interruption. This experiment is based on the Flight 2, and
during the flight is reported a passenger with a heart attack, so it is declared an
emergency on board. During the emergency the communication with the ATC is
continuous, which impact the PF performance

5. Flight 5: baseline flight with un-opportunistic interruption. This experiment is
designed to collect reference parameters likewise the baseline flight, but with
a random communication fired by the TCP. In this case, different parameters
are found if compared with the parameters of the baseline flight, which may be
caused by PF fatigue.

6. Flight 6: Un-opportunistic ATC interruptions. This experiment is based on Flight
2; however, the ATC interruptions over PF are un-opportunistic because PF is
attending other concurrent actions. It creates pending memory items, increasing
considerably the workload impacting on the PF performance.

7. Flight 7: ECAM interruption scenario. This experiment is based on the Flight 2
by firing the ECAM (AUTO FLT A/THR OFF) when PF is performing the precision
approach. This scenario evaluates how a malfunction of a system impact on PF
performance.

8. Flight 8: ECAM interruption scenario. This experiment is a slight modification
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of the Flight 7 by adding two ECAM (AUTO FLT A/THR OFF + AP OFF) interrup-
tions.

9. Flight 9: ECAM interruption scenario. This experiment is a slight variation of the
Flight 8, but with the goal to analyze fatigue on the PF.

10. Flight 10: Auto FLT AP OFF scenario. This experiment is a slight variation of the
Flight 9, by an ECAM interruption fired at 20 NM from runway. ECAM interrup-
tion co-exist with other interruptions that increases PF workload.

11. Flight 11: Auto FLT A/THR OFF+ AP OFF scenario. This experiment is based on
the Flight 10. It is designed to analyse the benefits of postponing a non-safety-
critical interruption to a convenient time window in which the concurrent ac-
tions can be performed by PF without generating a pending memory action.

12. Flight 12: ELEC GEN FAULT + APU OFF scenario. This experiment is based on
the Flight 3, but, in this case, the ECAM is fired in when the aircraft is in short
final. The goal is also to analyse the benefits of postponing a non-safety-critical
interruption to a convenient time window in which the concurrent actions can
be performed by PF without generating a pending memory action.

13. Flight 13: ELEC GEN FAULT+ TCAS RA scenario. This experiment is designed
to provoke a PF peak workload by firing an ECAM and a TCAS RA in short final.
The scenario considers also the postponement of an ATC instruction to a valley
workload to validate the benefits of a potential SSA.

14. Flight 14: Passenger heart attack scenario. This experiment is based on the
Flight 5. The experiment increases the PF workload because there is an emer-
gency on board and this emergency trigger a Direct to SOTIL. The performance
of the PF with the mentioned interruptions, confirms the benefits of a CC inter-
ruption manager that could postpone non-safety-critical interruptions to con-
venient points.

Experiment Structure

The experimental protocol of each flight is divided into two phases. First, the base-
line, in which the pilot stays on the runway awaiting the order of takeoff while checking
controls and instrumentals. Second, the flight, which can be split into three stages: the
takeoff, when the flight starts and the aircraft climbs; the phase of tasks; and a short
time for landing the plane to the ground. The task stage includes the cruise, the de-
scent, and the approach tasks. Most of designed events fire in the approach phase.
Figure 3.11 depicts the timeline of flight simulation experiment. The dataset contains
the neuro-physiological responses during all the experiment, together with the FRAM’s
registers, parameters, and workload estimations.

Based on the flow actions of pilot’s actions during the flight, the FRAM model esti-
mates the mental workload faced by pilots [90, 100].
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Figure 3.11: Timeline of the flight simulation with FRAM-based workload estimation.

3.2 Participants

The characteristics of all the participants are detailed as follows:

1. The N-back test experiment: 16 subjects, with ages ranging from 20 to 60 years,
participated in the experiments. Volunteers belonged to three different univer-
sity research centres and shared some scientific background with different lev-
els of expertise, because they were either students, junior researchers, senior re-
searchers, or professors.

2. The Heat-the-Chair game experiment: 17 subjects (12 male and 5 female) par-
ticipated in the experiment. The volunteers share the same characteristics of
participants in the previous experiment, and seven of them completed the pre-
ceding test.

3. The flight simulation experiments: two professional pilots with different expe-
rience level participated in the flight simulation experiment. In one hand, the
flight simulation with self-perceived workload estimation has involved the two
pilots, who interchanged the role of pilot and observer. On the other hand, in
the flight simulation with FRAM-based workload estimation, a single pilot car-
ried out all flight mission. Table 3.2 details the information of pilots and their
participating.

Table 3.2: Pilots information.

Flight Pilot Gender Age Flight Hours

Self-perceived &
FRAM-base

Pilot 1 Male 51 4000

Self-perceived Pilot 2 Male 32 1700

Volunteers that have participated in all experiments are healthy people without any
condition that might have cause an imbalance in the data recorded. Figure 3.12 illus-
trates some of the participants in the different experiments. All of them signed a con-
sent to publish their images.
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(a) (b)

(c) (d)

Figure 3.12: Volunteers during the experiments. (a) Performing the N-back test. (b)
Performing the Heat-the-Chair game. (c) Flight simulation in a self-perceived work-
load estimation experiment. (d) Flight simulation in a FRAM-based workload estima-
tion experiment.

3.3 Physiological sensors

The dataset contains both EEG and ECG signals for each subject and for each exper-
iment. The N-Back test game and the flight simulation experiments were recorded
using the EEG Epoc X [39] and the ECG Suunto Ambit3 Peak with the hearth rate belt
[119], whilst the Heath-the-Chair game was recorded using the same EEG and the ECG
Shimmer3 [108]. Table 3.3 presents the physiological sensors adopted for each experi-
ment and Figure 3.13 depicts an screenshot of them.
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Table 3.3: Physiological sensors used by experiment.

Sensor

Experiments Emotiv Epoc X ECG Suunto ECG Shimmer

N-Back test x x -
Heat-the-Chair x - x
Flight Simulator x x -

(a) (b) (c)

Figure 3.13: Sensors used for the experiments. (a) EEG Emotiv Epoc X. (b) ECG Suunto.
(c) ECG Shimmer.

1. The EEG sensor from EMOTIV[39] (Figure 3.13.a) consists of a portable, high res-
olution, 14-electrodes EEG system, according to the International 10-20 System
and are placed over the head scalp in order to track the electrical activity of the
brain. This device provides the raw signals, in µV , at a sampling rate of 128 Hz.
Besides, the sensor furnishes the power band for the major brain rhythms (beta:
4–8 Hz, alpha: 8–12 Hz, beta low: 12–18 Hz, beta high: 18–25 Hz, and Gamma: >
25 Hz). Emotiv gives 8 powers samples per second computed over the previous
2 seconds.

2. The ECG sensor from Suunto[119] (Figure 3.13.b) consists of a clock and a belt.
To record, the clock is place on the left wrist, whilst wears the belt over the bare
skin around the chest and they provide the hearth rate and respiration rate mea-
surements.

3. The ECG Shimmer3 EBio Consensys Development Kit from Shimmer[108] (Fig-
ure 3.13.c) is an ECG Kit containing connectors to be patched over the chest that
record the hearth rate and respiration rate measurements. Electrical impulses
are specifically measured from across the chest and captured by the Shimmer
sensor. These signals are transferred to Shimmers ConsensysPRO Software for
real time analysis or stored onboard the SD card for post-processing.
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3.4 Technical validation

3.4.1 N-Back test

In order to evaluate the technical quality of the collected data in the N-Back test, we
analyzed the answers to TLX questionnaires. Since the TLX reports the self-perceived
degree of workload enforced by the tasks we put them in correspondence with the per-
formance of the players. Figure 3.14 illustrates the boxplots of the behaviour of such
variables. Notice that both measures are in the range [0,100], so they can directly be
compared. On the one hand, the perceived workload of participants shows a positive
correlation with the theoretical workload of tasks. On the other hand, the empirical
performance of subjects exhibits an negative correlation against the difficult of tasks.
The higher the workload experienced the subject, the lower the performance results.

Figure 3.14: TLX analysis in the n-back test: perceived workload versus empirical per-
formance.

3.4.2 Heat-The-Chair game

Because the Heat-the-Chair game is a slight variation of the N-Back test, to validate the
quality of collected data, we also use the TLX questionnaire. In this case, the subjects’
response is cross-checked with the time the player needs to obtain a piece when the
play without and with interruptions. Figure 3.15 shows the boxplots of the perceived
workload and the empirical performance in terms of the average time to get pieces
during the game. Notice that both measures have different ranges, so that they have
been normalized. The range shown in red on the left hand-side corresponds to the
time needed to obtain pieces, while the range shown in blue on the right hand-side
corresponds to the range of punctuation for TLX-results, between 0 and 50.

This plot supports the correctness of the proposed experimental design. That is,
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on the one hand, the self-perceived mental workload has a positive correlation with
the complexity of the game. On the other hand, the more complex the game is, the
more longer the average time to gain a piece results and thus, the subject performance
drops.

Figure 3.15: TLX analysis in the Heat-the-Chair test. TLX vs. Game performance.

3.4.3 Flight simulation with self-perceived workload estimation

To ensure the reliability of the collected data in this experiment, we correlate the task
perceived difficulty against the the interbeat interval (IBI) of the heart. Figure 3.16
shows a visualization of the perceived difficulty (red line) of the pilot in the Flight 4,
overlapped with the IBI (blue line) of the own pilot (a) and the observer (b). Green lines
illustrate the different phases of the experiment. In Figure 3.16.a, it is noticeable that
at the beginning of the flight there is no perceived difficult of the pilot because it is the
baseline stage. However, it changes after the takeoff until to landing. At the beginning
of the flight the IBI is stable, but after the flight starts the IBI tends to decreases as a
result of the increasing difficulty in the flight. This behaviour makes sense, a lower IBI
amplitude indicates that the heart is beating faster as response to the mental workload
changes that the pilot is facing at a given time. On the other side, a different behaviour
of IBI is noticed in the observer. Figure 3.16.b shows an IBI more stable along the flight.
Again, this behaviour makes sense, the observer does not have any responsibility about
the flight, so he is quite calm.
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(a) (b)

Figure 3.16: The experiment on Wasim. IBI vs perceived task difficulty: (a) in the case
of the pilot. (b) in the case of the copilot.

3.4.4 Flight simulation with FRAM-based workload estimation

The FRAM provides a workload estimation of pilots by using the flow actions of pilot’s
activities. The model is widely used in flight scenarios and for a deep understanding
refers to [90, 100]. As illustration of how FRAM works, we present the case of the Flight
4 (cabin crew interruption scenario). Figure 3.17 depicts the flight route and the ATC
instructions.

Figure 3.17: Flight plan of the Flight 5.

While the flight is ongoing, the FRAM simulation model represents the interaction
of PF, ATC, cabin crew, and machine parameters. Figure 3.18 illustrates the FRAM mod-
els developed for both the cabin crew and the precision approach for the experiment.
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(a) (b)

Figure 3.18: FRAM model of the Flight 4. a) The cabin crew FRAM model. b) The preci-
sion approach (Flap 2) FRAM model.

After a set of actions, FRAM can estimate the workload faced by the pilot at a given
time. Figure 3.19 shows the timeline of flow of actions during the flight and the col-
ored vertical bar depicts the guest workload. PF executes all the actions because PM
is incapacitated and there are concurrent actions of 1-27.4 and 1-27.5 with 1-8.3 and
1-8.4. The green, yellow and red colours in the timeline bar, summarizes the FRAM
simulation model expected workload.

For all 14 flight simulations, the dataset provides the flight plan, the chart of FRAM
models, and the flow of actions along time. The workload estimated by FRAM is con-
sidered the ground-truth of the mental effort of the pilot at the given time. Researchers
can use this workload for comparison against other mental workload estimators in fu-
ture investigations.

3.5 Ethical Approval

The Ethics Committee on Animal and Human Research (CEEA) of the Universitat Autònoma
de Barcelona, Spain, provided us with an approval letter to collect neurophysiological
data in the Project "E-PILOTS (H2020)" Grant agreement ID: 831993, requested by Dr.
Miquel Àngel Piera. The letter was signed on September 2, 2022, by Núria Pérez Pastor,
Secretary of the CEEA.

The data collection process was carried on according to the Code of Good Prac-
tice in Research of the Autonomous University of Barcelona [12]. Also, before the ex-
periment, each volunteer was informed about the goal of this research and a written
consent was obtained. The collected data was anonymized to protect any personal
information for data analyses and publications related to this research.
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Figure 3.19: Flow of actions of the Flight 4.

3.6 Data repository

The dataset described in this paper has been partially made publicly available at the
Digital Document Deposit of the Universitat Autònoma de Barcelona, downloadable
in [145]. No registration is required for anyone who like to download and use this data.

The dataset is delivered in a compressed file workload_dataset.zip. After de-
compression, the dataset contains three main folders that store the collected data for
the N-back test data, the Heat-the-Chair data, and the Flight Simulation with the self-
perceived workload estimation, respectively.

Actually, the Flight Simulation with FRAM-based workload estimation is still not
released, while the validation of FRAM models is carried out.

3.7 Usage of dataset

There are two main options to use the dataset. On the one hand, the use of a propri-
etary tool process the data. Since parquet files are tabular containers, MATLAB 2019b
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seems the best one. On the other hand, the use of open software provides a good al-
ternative; here, the use of Python 3.8, with the Pandas 1.4.0 dataframe library and the
Pyarrow 8.0 allow to read, process and move data stored in parquets.

Aiming to prepare EEG data to be used in a classification problem, we provide a
data preprocessing script that take as input the raw EEG stream and return small la-
beled windows of specific time (i.e., seconds) that can be used as input features of
classification models. The script is available online and it can be easily applied in the
N-Back test or Heat-the-Chair EEG data, without any changes.
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Chapter 4

Case study 1: Mental workload
assessment in flight scenarios

A fundamental aspect of multiple task management is to attend to new stimuli and in-
tegrate associated task requirements into an ongoing task set; that is, to engage in inter-
ruption management [70]. Interruptions often negatively affect human performance.
Specifically, most laboratory and applied experiments demonstrate that interruptions
increase post-interruption performance times [44] and error rates [87], increase per-
ceived mental workload [65] , and motivate compensatory behavior [25].

The commercial flightdeck is a naturally multi-tasking work environment, in which
interruptions are frequent and adopt various forms. Further, interruptions have been
cited as a main contributing factor in many aviation incident reports. External and
aircraft events, as well as interactions with other operators, compete for pilots’ atten-
tion and require pilots to integrate performance requirements associated with these
unexpected prompts with ongoing flightdeck tasks.

In this chapter, we apply the different architectures for EEG channel fusion, ex-
plained in chapter 2 to the recognition of mental workload (WL). Specifically, models
are trained and tested on several serious games we also have assessed their transfer
tasks capability in flight simulation data.

The goal of this use case is to characterize WL of flying pilots in the cockpit from
the analysis of EEG signals. Results show that between the two approaches for channel
fusion, projecting convolutional feature channels achieves higher performance, with
76.25% of sensitivity and 87.81% specificity in WL detection in n-back-test leave-one-
out subject evaluation and good task transfer with the detected WL increasing with the
number of interruptions.

The remaining of this chapter is organized as follows. Section 4.1 explains the
pipeline for the assessment of workload, it includes data preprocessing, the classifi-
cation neural architectures used to recognise the different levels of workload, and the

51
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postprocessing of output predictions. Section 4.2 presents the experimental design.
Section 5.3 presents the experimental results and discussion. Finally, conclusions and
further studies are summarized in Chapter 6.

4.1 Strategy for workload assessment

Our strategy for the assessment of workload has three mains steps as illustrated in Fig-
ure 4.1. In the first step, the EEG signals are acquired from the EEG dataset for workload
prediction described in Chapter 3. Next, EEG raw input data is preprocessed to obtain
the input data to feed the models. Different multi-class classification problems are de-
fined using the fusion approaches described in Chapter 2. Then, for classification, we
present our models, able to recognize between different levels of workload. The output
of the multi-class models are then binarized to recognize between be workload vs. idle
information.

Figure 4.1: Workload assessment pipeline.

4.1.1 Data preprocessing

For EEG recording, an EMOTIV EPOC X headset [39] has been used, which has 14 elec-
trodes placed according to the 10/20 international system. This sensor provides both
raw data and power spectrum for the main brain frequencies (θ,α, βl ow , βhi g h , and γ).
Given that proposed n-back tasks are memory demanding stressing games and base-
line phases consist in watching a relaxing video, the theta wave [2] is the best candidate
for discriminating the different mental loads of our experimental phases. In this work,
we used the power spectrum of theta wave (4–8 Hz) sampled at 8 Hz.

Eye blinking and sudden head movements introduce abrupt sharp peaks of large
amplitude in the power spectra wave that should be filtered before using them as pre-
dictors of a mental state [134]. In particular, we use an Inter Quartile Range (IQR) [136]
filtering strategy to detect outlier values associated to muscular movement wave peaks.
Our IQR filtering is based on setting the value of the 99% percentile of the distribution
to all points above it.

To ensure a high quality of signals, we further filter data according to the quality of
the EEG during recordings provided by the headset itself. For each sensor and recorded
sample, Emotiv reports the quality of the recording in a discrete scale with values in
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the range 0—4 indicating how good the contact between sensor and head is: 4 for op-
timal—0 for none. For the sake of data with the highest possible quality while keeping
a reasonable sample size, signals with a 25% of bad recordings were discarded (< 3).
Further, since there is no evidence about what are the most discriminating sensors that
best correlate with the detection of mental workload, the whole phase was discarded
if the signals of two or more of the sensors were low quality. Finally, a subject was dis-
carded if either all its base line or its workload phases were discarded, since, in this
case, there were not enough data to define the binary classification. After this quality
filtering, only 16 of the 20 subjects were selected for models training and testing.

In order to feed data to models, θ signals were cut in temporal windows. Notice
that the size and overlap of the temporal windows might be a critical issue in order to
properly include workload peaks [53]. For that we have used several window widths
with different overlaps, obtaining the best results with 40 s windows overlapped 30 s.
Thus, the input data of the networks were the concatenations of 40 s windows for the
14 EEG sensors (14 × 40 = 560-dimensional feature space). In order to account for the
difference in units and magnitudes, input data were standardized using the mean and
standard deviation of the training set.

Following the approaches described in Chapter 2, we propose two architectures
that differ in the moment when EEG sensor signals (channels) are projected: one projects
input EEG sensors (input projector model) and the other one projects the convolu-
tional features extracted from each EEG sensor (feature projector model). Each model
has one input unit projecting EEG channels (if applicable), a convolutional unit equal
for both models, and an output unit projecting the convolutional features extracted
from each EEG sensor (if applicable). This output unit has a fully connected layer with
Softmax activation and output the number of classes. To account for different window
lengths, we apply an average pooling before the classification layer. All convolutional
layers use kernels of size 3 and stride 1 and have Relu activation.

The convolutional unit has 3 blocks consisting of one convolutional layer with max
pooling and having 16, 32, and 64 neurons for each convolutional layer, respectively.
The classification layer has 256 neurons. For the input projector model, the projection
unit has one convolutional layer with 16 neurons. For the feature projector model, the
output unit has 2 blocks consisting of one convolutional layer before the classification
layer. The first one has 64 neurons, the second one projects convolutional features also
using 64 neurons.

Figure 4.2 shows the scheme of the architecture that combines channels at input
level, while Figure 4.3 presents the scheme of the architecture that fuse channels at
output feature level.

Although our main problem is a binary one, to ensure generalization capabilities
of the classifier (including task transfer), we increased the diversity of the classifier by
increasing the number of classes used to train the network. That is, our architecture
was trained as a classifier to discriminate between a BL and WL classes using 4 different
grouping of the data recorded from the 3 n-back tests:
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Figure 4.2: Architecture of the Input Projector Model

Figure 4.3: Architecture of the Feature Projector Model

1. Binary problem (noted BLs-WL2) given by BL = (BL1, BL2, BL3) and WL2. That
is, the BL class is defined by aggregating the baselines for the 3 games and WL
class defined by the workload phase of the second experiment.

2. Three class problem 1 (noted BLs-WL2-WL3) given by BL = (BL1, BL2, BL3), WL2
and WL3. That is, a BL class defined as before and two WL classes given by the
workload phase of the second and third experiments.

3. Three class problem 2 (noted WL1-WL2-WL3) given by WL1, WL2 and WL3. That
is, a BL class defined by the workload phase of the first experiment and two WL
classes given by the phase 2 of the second and third experiments.

4. Four class problem (noted BLs-WL1-WL2-WL3) given by BL = (BL1, BL2, BL3),
WL1, WL2 and WL3. That is, a BL class defined as in the first configuration and
also defined by the workload phase of the first experiment and two WL classes
given by the workload phase of the second and third experiments.

Unlike binary problems, in multiclass settings, the classifier does not predict the
probability of belonging to each class. It rather gives a score of belongingness. It follows
that the class predicted is not the one having a score above 0.5 (as is the case in binary
problems), but the one having the largest value of the score predicted by the classifier.
In our case, since the final class prediction is binary, we compute the binary class labels
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in the multiclass settings by binarizing first the output probabilities and then taking
the maximum between the two as the final class label. The transformation between
classifier output and BL-WL classes scores is as follows:

1. BLs-WL2-WL3: The probability of BL is directly the probability of the train BL
class, whereas the probability of the class WL it is the maximum of the probabil-
ities of the WL2 and WL3 classes.

2. WL1-WL2-WL3: The probability of the class BL is given the probability of the
class WL1, whereas for the class WL it is the maximum of the probabilities of the
WL2 and WL3 classes.

3. BLs-WL1-WL2-WL3: The probability of the class BL is the maximum probability
of the BL and WL1 classes, whereas for the class WL it is the maximum of the
probabilities of the WL2 and WL3 classes.

4.2 Experimental design

In order to validate the proposed models, two experiments have been conducted:

4.2.1 Training and validation using n-back-test data.

To assess to what extent a model trained over a set of individuals can successfully pre-
dict a new unseen individual, we have used a generalist population model, where a sin-
gle model using all subjects was trained to assess whether inter subject variability can
be properly modeled. The validation of the capability for modeling a population was
tested using a leave-one-out scheme to allow statistical analysis. Models were trained
using a batch size of 750, a weighted cross-entropy loss to compensate unbalances be-
tween baseline and workload phases, Adam as optimization method, 100 epochs, and
a learning rate of 0.0001.

The performances of the different approaches for detection of mental workload
were assessed using the accuracy (or sensitivity) for each class:

Sensi t i vi t y = T P

T P +F N

where TP = number of true positives and FN = number of false negatives. Sensitivity
measures the ability of the system to detect BL and WL classes. Since we have a binary
classification problem with WL the positive class, the sensitivity for BL corresponds to
the specificity of the model.
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4.2.2 Task transfer verification using flight simulator data.

To assess the capability of our model for transfer learning, experiments were devoted to
showing that the model trained to detect WL in a memory demanding task (n-back test)
can detect an increase of WL associated with multitask procedures with interruptions
decreasing performance.

The EEG signals of the flight dataset presented in Chapter 3 are intended to assess:

1. Correlation of WL recognition with the number of tasks carried out by the pi-
lot. Since we expected that the proportion of samples classified by our model as
medium–high WL would be higher in the intervals where the PF performed more
tasks, we show the percentages of predictions for BLs and each WL in correspon-
dence with the number of tasks demanded.

2. Correlation of WL recognition to flight complexity. Flights 2 and 4 were designed
to have higher workloads than Flight 3 (Flight 1 is considered the baseline) so
that the hypothesis is that the proportion of samples classified by the model as
medium–high WL will be higher than in flight 3.

4.3 Results and discussion

In this section, we show and discuss the results obtained.

4.3.1 Training and validation using n-back-test data

Tables 4.1, 4.2 and 4.3 summarize the recalls of baseline (BL) and workload (WL2) for
the binarized models trained on different class problems for, respectively, the input
projector, the feature one and EEGNet models. Tables show ranges for WL and BL de-
tection computed for the 16 subjects and also removing 3 outlying cases (80% of pop-
ulation) that all approaches fail to correctly predict.

The comparison of ranges for the two proposed approaches shows that perfor-
mance is more robust for the three-class problem, although specificity is better in the
2-class and 4-class problems. Regarding projection approaches, models projecting
features achieve higher performance. In particular the binary class feature projector
model achieved an average detection of BL of 87.81% and WL of 76.25% for all subjects
and average detection of BL of 86.65% and WL of 82.73% for 80% of the population.

Regarding EEGNet, its performance for the whole population is biased towards BL
detection with a substantially low detection of WL for all classification problems, ex-
cept the 3-class problem WL1_WL2_WL3, in which it achieves better WL detection.
Performance in 80% of the population is more balanced between BL and WL detec-
tion, being the binary problem the best performer.
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Table 4.1: Input projector model binarized

All population 80% of population

BL-WL2
BL 85.72±7.52 84.15±7.50
WL 76.22±17.64 82.81±11.73

BLs-WL2-WL3
BL 78.16±10.83 75.5±10.29
WL 78.62±16.59 84.35±10.87

WL1-WL2-WL3
BL 72.94±18.08 70.58±19.29
WL 77.34±16.72 82.85±11.48

BLs-WL1-WL2-WL3
BL 80.75±9.87 79.42±10.07
WL 76.44±16.81 80.96±13.16

Table 4.2: Feature projector model binarized

All population 80% of population

BL-WL2
BL 87.81±7.07 86.65±7.33
WL 76.25±19.27 82.73±14.85

BLs-WL2-WL3
BL 79.00±9.22 77.11±9.13
WL 80.94±16.21 85.96±11.68

WL1-WL2-WL3
BL 81.34±15.76 81.27±15.21
WL 82.47±15.78 86.54±11.81

BLs-WL1-WL2-WL3
BL 84.75±8.88 83.96±9.24
WL 76.34±15.78 80.65±12.49

Table 4.3: EEGNet model binarized

All population 80% of population

BL-WL2
BL 84.44±15.91 81.92±16.60
WL 67.63±39.30 81.69±27.71

BLs-WL2-WL3
BL 86.22±11.72 84.58±12.47
WL 58.78±18.99 64.73±15.55

WL1-WL2-WL3
BL 62.63±17.10 62.73±17.99
WL 70.22±19.98 76.27±15.16

BLs-WL1-WL2-WL3
BL 80.72±7.87 79.54±8.19
WL 71.97±17.30 78.12±11.27

4.3.2 Task transfer verification using flight simulator data

Barplots in figures 4.4 and 4.5 show the percentages of WL detection as a function of
the number of interruptions (0, 1, or 2). The expected pattern was the percentage of WL
detection increasing with the number of interruptions. For both projection models, the
3-class problem WL1_WL2_WL3 is the only model that does not follow the expected
increasing pattern. For the remaining problems, both architectures seem to behave
equally.
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Figure 4.4: FRAM tasks barplots of WL predictions for the Input Projector model

Figure 4.5: FRAM tasks barplots of WL predictions for the Feature Projector model
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Figures 4.6 and 4.7 show the barplots for the number of BL and WL predictions for
the four flights. The expected pattern would be to have the highest number of detec-
tion for Flight 1, Flight 2 and Flight 4 with similar amount of detected WL and Flight 3
presenting a decrease in detected WL with respect these flights. Only the feature pro-
jector model follows the pattern expected. The most significant differences between
flights are evident in the 3-class problem BLs_WL2_WL3, followed by the 4-class prob-
lem. The 3-class problem WL1_WL2_WL3 does not apparently detect any difference
among Flight 3 and Flight 4.

Figure 4.6: Flight test barplots of WL predictions for the Input Projector model
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Figure 4.7: Flight test barplots of WL predictions for the Feature Projector model



Chapter 5

Case study 2: Epileptic seizure detection
in pediatric patients

Epilepsy is one of the most severe neurological disorders that affects the normal func-
tionality and activity of the brain [24]. Without a definite cause, an abnormal electrical
activity of neurons starts provoking seizures, which are the observable manifestation
of the epilepsy [135]. Seizures consist of subtle to strong convulsions, with movements
of body, arms, and hands, and often accompanied with loss of consciousness, fainting
and salivation [80]. When seizures become recurrent with certain occurrences within
a day, then the quality of life of patients dramatically deteriorate, affecting their char-
acter and suffering from stigmatization of society [33, 15].

Epilepsy has no age, gender, racial group, social status, or geographic preference,
and it affects both the children and adults [23]. Although there is still no cure for
epilepsy, investigations are ongoing to find out what causes epilepsy, how seizure fires,
and new medical treatments [32]. On the other hand, a recent estimation shows that
epilepsy is affecting to more than 50 million of people around the world, and 80% of
them live in poor or developing countries, who cannot access to medical treatment due
to their low incomes [40]. Therefore, epilepsy has turned into a global public health
problem of high social impact [140, 26]. However, not all seizures are epilepsy and
there are seizures as a consequence of other diseases (e.g., Alzheimer disorder [131],
stroke [85], diabetes [149], Psychogenic non-epileptic seizures [17]). Physicians and
neurologists emphasize the importance of a proper diagnosis of seizures to provide
the proper treatment [7], since a mistreatment of epilepsy could even worsen the dis-
ease [117].

Due to the high social impact of epilepsy in the daily life of patients, in the last
decades, the research community has spent a lot of effort in researching and devel-
oping new automatic systems for epilepsy detection based on electroencephalogram
(EEG). Thereby, current methods to detect and recognize epilepsy leverage recent ad-
vances in machine learning (ML) and deep learning (DL) algorithms [127, 113]. The

61
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performance of systems is highly correlated to the ability of methods to extract dis-
criminative features from EEG signals capable to classify those windows of signals be-
tween seizure and non-seizure. While traditional ML methods use hand-engineered
features designed by an expert, DL approaches have the ability to automatically learn
a set of better and rich discriminative features, which outperform the ML counter-
part [112].Thus, seizure detection can be faced as a binary classification problem in
a supervised learning fashion [84, 155].

One of the problems is that, since in daily life of patients, seizures last only a few
seconds and most of the time are non-seizure stages, there is a high unbalance be-
tween the amount of non-seizure and seizure EEG data, hindering the training of a
classifier [47, 154]. Researchers tackle imbalanced datasets by either selecting a re-
duced subset of the majority class, augmenting the minority class or combining both
methods. That is, several studies carefully select the whole EEG seizure part and ran-
domly select the same number of EEG non-seizure segments to construct a balanced
dataset [155, 1, 27]. Other studies perform data augmentation to increase the number
of seizures before making the selection of the non-seizure class. The trivial method of
just repeating the same sample to increase the number of samples is useless. Instead,
sliding a window with overlapping has provided greater results and has become the
most used strategy in EEG data [138, 107, 132]. Another alternative is to develop a spe-
cific model to generate new samples [47]; however, generative models are still hard to
train in the context of EEG [18]. While many approaches have reported high recogni-
tion rates, most results are not easily repeatable due to the freedom of researchers in
selecting data.

Also, it is worthwhile to mention that in addition to the ictal stage (seizure) and in-
terictal (non-seizure), there are two additional phases of epilepsy [8, 24]: the preictal
that consists of 60–120 min before the seizure onset and the postictal, of variable du-
ration, where the patient is recovering from his last seizure. Figure 5.1 shows the four
epilepsy stages. The signal has 60 sec and comes from the same EEG electrode. Fig-
ure 5.1.a shows the ictal phase (seizure) shaded in red. The normal stage (non-seizure)
is blue shaded. Figure 5.1.b shows an interictal segment extracted two hours before
the seizure onset. Figure 5.1.c shows a preictal segment taken from 20 min before the
seizure onset. Finally, Figure 5.1.d shows a postictal segment immediately after the end
of the seizure.

Due to the freedom to select data, some studies development automatic systems
to diagnose epilepsy by distinguishing preictal vs. interictal data [126, 128, 124] or ictal
vs. interictal, preictal vs ictal, or ictal vs. non-ictal data. Despite the different choices of
data selection, the criterion to classify a given signal into SEIZURES vs. NON-SEIZURES,
or ABNORMAL vs. NORMAL seems the best option [110, 138, 132, 27]. However, if there
is no consensus among physicians, there is even less consensus among scientists and
there are no agreed datasets taking into account these intermediate stages.

The traditional pipeline of seizure detection based on ML/DL methods requires an
input data (xi ) that is processed in order to predict its label (ŷi ). The high temporal
resolution of EEG enforces signals to be segmented into processable time windows,
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(a)

(b)

(c)

(d)

Figure 5.1: EEG signals from an epileptic episode (60 sec): (a) The seizure or ictal stage
is shaded in red. (b) An interictal segment 2 hours away of the seizure. (c) A preictal
segment 30 minutes before the seizure onset. (d) A postictal segment just after the
seizure.

whereas its spatial resolution offers a freedom to deal with the channels.

According to the input data domain, seizure detection methods can be catego-
rized in three main categories: time-domain, frequency-domain, and time-frequency
domain. Time-domain approaches use the data that comes directly from the EEG.
Frequency-domain approaches transform the time-domain data into frequency-domain
data before to use it. Common new input data are the power spectrum, the 2D-spectrogram,
and the main brain rhythms (δ,θ,α,β,γ) bands. Frequency-domain approaches use a
mathematical transform such as the Fast Fourier Transform (FFT). And time-frequency
approaches uses the Discrete Wavelet Transform (DWT). Nevertheless, using any do-
main of data, do not avoid of some preprocessing steps to improve the quality of data,
such as the band-pass filtering and noise removal for data cleaning [127].
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Also, taking in account the data source in which the proposed methods are as-
sessed, seizure detection methods can be grouped in three main categories: k-fold
CV (cross validation), patient-specific (also named intra-patient), and population (also
named across-patient). The first combines and mixes the data from all patients before
selecting the test set, so the test set holds the data distribution of the population. The
second selects the data of a specific patient and it is used for both training and test the
model. The third tries to learn a more general model in which the test set consists of
a patient whose data distribution is totally unknown for the model. Finally, for evalu-
ation, the traditional k-fold cross validation can be used directly in the k-fold CV. For
patient-specific and population schemes, the leave-one-out with a slight variation is
applied. The results obtained are generally reported in the form of average percent-
ages.

As follows, a general summary of recent research advances in seizure detection us-
ing ML/DL methods in the CHB-MIT scalp dataset is presented [111]. We reduced the
scope to ML/DL because these techniques provide and established the best perfor-
mances and state of the art. The selected dataset is quite used in seizure detection and
prediction due to its public availability and relative large size.

The seminal work of [110] presented the CHB-MIT database [111] to detect seizures.
The authors use EEG time window of 6 sec to extract spatial and spectral features, to-
gether with non-EEG features, which are used as feature vector to train a support vec-
tor machine (SVM). The method was able to detect 96% of 173 seizures in a patient-
specific evaluation.

Later, the study of [155] proposed to use convolutional neural networks (CNN) for
seizure detection in a patient-specific scheme. First, the model consists of a single
2D convolution, an activation function, a 2D max-pooling, and a fully connected (FC)
layer to combine features before classification. Next, the input data is carefully se-
lected from the epilepsy interictal and ictal stages and next they were split in segments
of 1 sec. Then, the model was trained using two data sources, separately: the time-
domain EEG data and the frequency-domain 2D-spectrogram performed by the FFT.
Evaluation in the CHB-MIT dataset [111], the authors found that frequency-domain in-
creases significantly the accuracy compared to the time-domain counterpart: from an
overall sensitivity and specificity of 61.2% and 63.3% to 96.9% and 98.1%, respectively.
However, because the model is too simple, the high increasing could be caused by the
data selection step instead of transformation itself. It could be the reason that recent
approaches reside in time-domain data but increasing the model complexity. Finally,
no information are provided about the selection of data neither the imbalance facing.

The study of [107] proposed a population approach for seizure detection by classi-
fying preictal versus ictal stages. As input data, they split EEG time-domain data into
segments of 2 sec, increasing the number of samples by sliding window with 80% of
overlapping. The model consists of four-block CNN-based model. Each block contains
a convolution, an activation function, and a max-pooling operation; except the first
block that performs a convolution along time, and another convolution along chan-
nels, so the model performs one-dimensional convolution. Evaluation in the CHB-MIT
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dataset [111], the method achieved an overall accuracy of 98.05%, and a sensitivity of
90%, and a specificity of 91.65%. The model achieved high performance sensitivity
and establishing the state of the art related similar works [148, 138]. However, the data
selection is unclear and the set of seizures is unknown.

Next, the study of [48] proposed to classify 2D-image spectrogram in a transfer
learning scheme. The authors stated a multi-class classification problem using four
data sources: the interictal data from two-more hours away from the seizure, the pre-
ictal I 30 min before the seizure, the preictal II 10 min before the seizure, and the ictal.
First, based on the seizure length criterion, they selected 11 patients whose seizure
are greater than 10 sec in the CHB-MIT dataset [111]. Next, EEG data was segmented
into segments of 4 sec, which are denoised by a DWT. Finally, segments are converted
into 2D-spectrogram using the FFT. To mitigate the unbalance of ictal segments, they
are augmented by means of a sliding window with 50% of overlapping. The proposed
model consists of three pretrained models in image classification tasks (Inception-
ResNet-v2, Inception-v3, and ResNet152), whose forthcoming features are concate-
nated into a single one vector and feed into two FC layers of 1,024 and 512 neurons
before classification. The assessment is performed in a hold-out CV, ratio 70:30, re-
porting a sensitivity of 92.6% and a specificity of 97.1% in detecting ictal. However, the
performance is very optimistic due to data from patients are combined before splitting
into the training and test set.

Then, the study of [1] proposed epilepsy detection by means of classification of
interictal vs ictal stages using a 2D-CNN autoencoder (AE). First, based on the age cri-
terion, 16 subjects were selected from the CHB-MIT dataset [111]. Next, the all dataset
is standardized at once before to split it into non-overlapped segments of 1, 2, and 4
sec. To build a balanced dataset, the interictal is sub sampled randomly. The AE con-
sists of four 2D-CNN layers that process data in both dimensions. The model simul-
taneously performs both the signal reconstruction and the signal classification. The
learned latent vector is used as input feature for a bidirectional long short term mem-
ory (bi-LSTM) network, whose outputs are finally classified. Assessment in a 10-fold
CV, the authors reported 98.72±0.77% of sensitivity and 98.86±0.53% of specificity, the
best metrics in window of 4 sec. However, the high performance is too optimistic by
two-fold. First the standardization of data is performed before CV. Second, CV can
combine data form a patient in many folds.

Finally, the study of [27] proposed to detect epilepsy by classifying preictal and ictal
data. They use a simple LSTM network, followed by a FC layer. In a hold-out CV, ratio
80:20, the model achieved the highest performance ever reported, and outperforming
other methods based on LSTM or variation of it, such as the double-LSTM in [126],
the CNN-LSTM [144], the nested-LSTM [75], and the bi-LSTM [60]. Assessment in the
CHB-MIT dataset [111], the model achieved 99.9% of sensitivity and specificity. The
study found that LSTM networks can learn features regardless of the temporal and spa-
tial dimension of the input data. However, the LSTM has a higher number of trainable
parameters that require much data to train, which cannot be fulfilled just taking preic-
tal data of the same duration as ictal.
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Subsequently, the work of [124] introduced 1D-capsule networks to classify preic-
tal and interictal of the CHB-MIT dataset [111]. First, 30 min of data is carefully se-
lected from 13 patients: preictal taken before 30 min the seizure onset and interictal,
two hours away of the seizure. Then, data is split into time segments of 1 sec. Next,
a channel selection is performed in a 5-fold CV fashion, because model just processes
a single channel. Assessing the proposed model, it achieved an average accuracy of
97.74% in the channel F3-C3. However, in comparison with a 1D-CNN (even with fewer
trainable parameters), the 1D-CNN reported a 97.33% of accuracy that is comparable
to the capsule network, so a much study could be done.

Later, the study of [132] proposed a 1D-CNN for seizure onset detection by classi-
fying interictal and ictal stages in a patient-specific fashion. First, ictal data is carefully
prepared by joining short (<10 sec) or very consecutive seizures (<20 min), while in-
terictal data is extracted from far away of 2 hours from seizure. Next, data is segmented
into 2 sec time windows and ictal samples is augmented by windows overlapping with
50%. Then, to get a balanced dataset, the majority class is randomly sampled. Af-
terward, the model consist of two-1D-CNN heads, each of one of three convolutional
blocks. Features are concatenated and feed to two FC layers before classification. As-
sessment in the CHB-MIT dataset [111], they reported an average sensitivity and speci-
ficity of 88.14% and 99.54%, respectively.

Recently, the work of [154] introduced an approach based on self-organizing fuzzy
logic (SOF) for seizure detection. Evaluation of the model in the CHB-MIT dataset [111],
the model achieved a geometric mean (G-Mean) of 83.35% and 92.04% for population
and patient-specific detection, respectively.

Despite recent progress in research, the detection of seizures still presents chal-
lenges and open questions. As follows, we summarize the main problems and limita-
tions of existing methods for seizure recognition:

1. Majority of studies are focused on seizure classification for k-fold CV and patient-
specific schemes, and just a few studies centered on population solutions. How-
ever, there is no study of the impact of seizure variability and performances in
the three schemes.

2. There is no consensus of which data should be used to train a classifier for seizure
detection. Data pairs ictal vs. interictal and ictal vs preictal are used. However, a
real EEG medical test could not only hold a few pairs of data.

3. The seizure detection is an unbalanced classification problem. Current methods
use a random selection of samples to mitigate imbalance. After data selection
a new balanced (or almost balanced) dataset is created, which is used for both
training and testing. However, a real EEG medical test imbalanced with a lot of
normal samples and just a few seizure samples.

4. Due to the spatial and temporal nature of EEG, current approaches process EEG
data by dimensions; either along the spatial dimension and next along the tem-
poral dimension, or vice versa. Processing EEG data along the spatial dimension
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implies a fusion of EEG channels. However, there is still no final study that indi-
cates at what stage to merge channels or what method to apply.

For epilepsy detection, we apply the different approaches proposed in Chapter 2.
The proposed neural architectures implement different EEG channel fusion methods
and their generalization level is assessed in different scenarios achieving comparable
results in the public CHB-MIT EEG database [111].

The remaining of this Chapter is organized as follows. Section 5.1 presents our
approach for epileptic seizure detection. Then, Section5.2 describes the experimental
design. Next, Section 5.3 presents the achieved results and their discussion. Finally,
conclusions and further studies are summarized in Chapter 6.

5.1 Epileptic seizure detection

Our approach for seizure detection is depicted in Figure 5.2. In the first step, EEG sig-
nals are acquired from the CHB-MIT EEG Scalp dataset [111]. Then, preprocessing
methods are applied to get the input data for classification model. Next, classification
is performed by using a set of neural network models. Finally, the postprocessing of
classification predictions is executed.

Figure 5.2: Epileptic seizure detection pipeline.

5.1.1 Dataset

In this work, the data is acquired from the public CHB-MIT dataset [111]. After a quick
exploration, it has been noticed that some EEG recordings have different number of
electrodes and montage, so we decided to not use them. In this way, we work with as
many as possible recordings, namely, those recordings that have 23 channels. Similar
selection of recordings were used in previous studies [155, 129, 1, 27, 47].

Taking into account only the recordings of 23 channels, the dataset contains around
951 hours of EEG recordings and 181 seizures. The time of all seizures totalled just
11,015 seconds, so the dataset is high unbalanced for the case of epilepsy detection. In
detail, the dataset contains recordings of 23 pediatric patients, ages 1.5-22, diagnosed
with intractable epilepsy [110]. Although originally there were 23 patients, the record-
ing obtained 1.5 years later from the same patient 01 is considered as a new patient
and named patient 21. Thus, the dataset has 24 patients for our experiments.
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Table 5.1 summarizes the information of patients and the information of their record-
ings, even for the montage of 23 channels. In addition, Figure 5.3 depicts the location of
electrodes according to the 10–20 positioning system and the used montage indicated
by arrows between two electrodes.

Figure 5.3: The EEG electrodes and the montage of 23 channels in the epilepsy dataset.

Moreover, after observing the timeline of recordings, it can be deduced that the
collection of data was made continuously, for many consecutive hours to record the
seizures experienced by the patient. The top row of Figure 5.4 illustrates the long-
term EEG recording for a hypothetical patient, who have 3 seizures during the test.
Seizures are red shaded, while the remaining time are yellow-green shaded. To release
the dataset, continuous long-term recordings were split into one hour-long, in most
cases. The dataset provides an annotation of each record, either SEIZURE-RECORD or
NON-SEIZURE-RECORD depending on whether it contains epileptic seizures or not. The
bottom row of Figure 5.4 illustrates the segmentation of recordings. Finally, as ground
truth, the dataset furnishes the annotation of the start and end time of seizures.

5.1.2 Data preprocessing and augmentation

This work focuses on classification seizures or non-seizures in order to detect epileptic
seizures, therefore a data should be selected, prepared, and labeled in order to train a
binary classifier.

First, to provide repeatability of results and avoid hand-crafted data selection, a
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Figure 5.4: Illustrative long-term EEG recording for a patient. Epileptic seizures ( red
shaded) resides on SEIZURE-RECORDS, which are lemon-green shaded; whilst NON-
SEIZURES-RECORDS are green shaded.

general data selection is proposed. We propose to work with recordings labeled as
SEIZURE-RECORD. This approach is simple, but has two benefits. First, it reduces the
amount of data allowing to work with low computational resources. Second, it pre-
serves the richness and variability of both SEIZURE and NON-SEIZURE data. After data
selection, the selected dataset contains 181 seizures and almost 185.51 (see the third
column of Table 5.1).

Then, aiming to fasten the data processing, the data is down-sampled to 128 Hz,
because there is no found major difference against achieved results at 256 Hz [81]
and down-sampling was used previously in studies [48, 1]. Besides, no noise removal
method is applied because a basic butter-worth filter has already been applied when
creating the dataset [27].

Figure 5.5: Data selection in a SEIZURE-RECORD.

Next, a visual observation of seizure boundaries indicates that signals in the tran-
sition share the same pattern for a few seconds. After a first experiment, we found that
such non-seizure data in the transition hinders the classifier model. Thus, we propose
to markup and exclude 30 sec before and after a seizure in order to improve the clas-
sifier and to gain insight about the behavior of signals in the frontier of seizures. The
segment prior to a seizure we named preictal, while the segment posterior to a seizure
we named postictal. But do not confuse these short segments with the epileptic phases
of preictal and postictal, which can last longer. The 30 sec length was chosen in order



Case study 2: Epileptic seizure detection in pediatric patients 70

Table 5.1: Information of patients.

Patient Gender–Age Seizures
Seizures:

Total
duration (sec)

Only SEIZURE
records:

Total
duration (h)

All records:
Total

duration (h)

01 F-11 7 442 6.65 40.55
02 M-11 3 172 2.27 35.27
03 F-14 7 402 7 38
04 M-22 4 378 10.66 156.07
05 F-7 5 558 5 39
06 F-1.5 10 153 25.89 66.74
07 F-14.5 3 325 9.04 67.05
08 M-3.5 5 919 5 20.01
09 F-10 4 276 9.58 67.87
10 M-3 7 447 14.02 50.02
11 F-12 3 806 2.79 34.79
12 F-2 27 989 9.68 20.69
13 F-3 10 440 7 11
14 F-9 8 169 7 26
15 M-16 20 1992 14.01 39.01
16 F-7 8 69 5 17
17 F-12 3 293 3.01 20.01
18 F-18 6 317 5.63 34.63
19 F-19 3 236 2.93 28.93
20 F-6 8 294 5.57 27.6
21 F-13 4 199 3.83 32.83
22 F-9 3 204 3 31
23 F-6 7 424 8.96 26.56
24 - 16 511 12 21.3

Total 181 11015 185.51 951.93

to avoid overlapping of such segments in two consecutive seizures. An illustration of
data selection in a single EEG record is shown in Figure 5.5. The top row depicts a single
seizure segment (red shaded), while the remaining data is considered as non-seizure
data.The bottom row depicts the classes after marking the preictal and postictal seg-
ments. All these segments are discarded.

Then, dataset is segmented into time window input data. We propose:

• Split non-seizures data into time window of 1 sec without overlap.

• Split seizures data into time window of 1 sec with 80% of overlap.
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Figure 5.6: Data windowing. Non-seizure data has non-overlapping, whilst the seizure
data has an overlapping. For illustrative purposes, the seizure windows were colored
and slid down slightly.

The size of 1 sec is used in previous studies [155, 1, 124] and the data augmenta-
tion of seizures has result in an increasing of the classification rate [132, 127], so 1 sec
time window is used in this work. Next, the ground-truth is assigned as follows: time
windows that belong to the seizure are labeled as SEIZURE or Class 1; otherwise, they
are labeled as NON-SEIZURE class or Class 0. Figure 5.6 illustrates the process of time
windowing and ground-truth generation.

At the end, each time window is used as input data for the model. It lasts 1 sec
and contains information from 23 channels. For processing purposes, it is a 2D matrix
DC×T , where C is the number of channels and T is the sequence length. Equation 5.1
defines the EEG input data for the model.

Let DC×T = D23×128 an EEG input data (5.1)

5.1.3 Network architectures for classification

Following the approaches presented in Chapter 2, we propose two CNN network ar-
chitectures for epilepsy detection. The proposed neural models are:

1. Model-1 (Early) performs channel fusion at input data level, at an early step, be-
fore feature extraction. Figure 5.7 shows the neural architecture of Model-1.

2. Model-2 (Feat) performs channel fusion at feature level, ad an intermediate step,
after feature extraction. Figure 5.8 shows the neural architecture of Model-2.

The networks have the same neural components and only differ in the stage where
fusion is carried out. Networks consist of three basic modules. The first module, the
Data Fusion Unit, combines C channels into a single channel by using different data
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Figure 5.7: The network architecture of Model-1.

Figure 5.8: The network architecture of Model-2.

fusion methods. The four channel fusion methods are implemented accordingly to
proposals of Chapter 2:

Let an input data DC×T :

1. The concatenation (CAT) flattens C towards a channels-wise one-dimensional
vector D1×C .T .

2. The averaging (AVG) averages C to output D1×T .

3. The weighted averaging (W-AVG) performs a weighted averaging of C to output
D1×T . The W-AVG is implemented by a convolutional layer of kernel of size 1×1
and learns C parameters.

4. The multiple weighted averaging (MW-AVG) executes a weighted averaging of C
to output D1×T . The W-AVG is implemented by a convolutional layer of kernel
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of size C ×1. The name multiple is due the number of learned parameters also
depends of the number of input features channels.

Next, the second module, the Convolutional Unit, consists of three convolutional
blocks. Each block consists of a convolution layer, a Batch Normalization layer, a ReLU
activation function, and a pooling operation to learn feature maps. All convolutions
works along the temporal dimension T . In our implementation we used 2D convolu-
tions, but they work along a single direction as suggested in [99].

Finally, the third module, the Output Unit, combines the learned features and maps
them for classification purposes. This unit uses two fully connected (FC) layers. A
dropout is used after the first FC layer (p=0.5), whereas the last FC predicts the output
labels.

Besides, to deal alleviate imbalances during training, we use a weighted cross en-
tropy loss function L , whose weights are wi for i ∈ 1..c classes. Weights are calculated
using the number of samples in the training set [89]. First, compute the inverse class
frequency vector. Next, normalize between 0–1. Equation 5.2 calculates the weights
wi .

Given a binary classification problem, let n+ and n− the number of samples of the
positive and negative class, respectively.

wi = [1/n+,1/n−]

wi = wi /
∑

wi
(5.2)

In brief, there are 4 channel fusion methods that can be applied either before or
after feature extraction, so 8 neural models are possible. Hence, to identify a network
and the fusion that it performs, the convention network-name and fusion-name is be
used (for instance, Feat CAT identifies the network that performs fusion at a feature
level using the concatenation method).

5.1.4 Postprocessing

In order to improve the performance of seizure detection, a simple post-processing over
predicted labels is performed. Postprocessing is feasible because the test set is a time
ordered sequence, so outputs are also time ordered. We use a sliding window of length
W to enhance output labels after classification, likewise a noise removal. The sliding
window executes the max-voting algorithms. For seizure detection, the W length can
range from 6 to 10 to detect the minimal duration of a meaningful seizure [110]). Af-
ter a brief exploration of the dataset and a little experimentation, W = 10 gives us the
highest sensitivity to detect seizures.
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5.2 Experimental design

Following the approach of Chapter 2, to assess the level of generalization of models,
three different experimentation levels are presented:

1. The k-fold cross validation level, to determine how well the model performs
with as much data as possible.

2. The population level, to determine how well the model generalizes against an
unknown patient and to indicate whether seizures share similar patterns be-
tween subjects or not.

3. The patient-specif level, to determine how well the model performs against an
unknown seizure of the same patient and to indicate whether seizures of the
same patient have commonalities or not.

As follows, a detailed description is provided:

5.2.1 The k-fold cross validation level

This experiment is designed to measure the model’s performance in the all available
data. Shuffling the dataset and using the traditional k-fold cross validation (CV), the
models have the possibility to know the train and test sets for each running. Figure 5.9
depicts the flowchart of the k-fold CV experiment.

Figure 5.9: Flow chart of the k-fold cross validation experimentation level.

The k-fold CV experiment splits the dataset into k groups. Next, select a group for
test set and train using the remaining k-1 groups. Repeat the process k times until
the last group has been used as a test. We use k=5 and the all available data, which is
unbalanced. Because data in the fold are shuffled, the samples could be unordered in
time, so not postprocessing of data is applied.
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5.2.2 The population level

This experiment is designed to measure the model’s performance when facing a large
data from an unseen patient. Moreover, this experiment can help to answer the ques-
tion whether the current model could be used for seizure detection in real life applica-
tions or it still requires additional training data.

Figure 5.10: Flow chart of the population experiment level.

Figure 5.10 depicts the flowchart of the population experiment. The stages are out-
lined as follows:

1. Step 1: it is selected a patient for test. The data of the selected patient is separated
from the dataset and composes the test set. The remaining dataset composes the
training set.

2. Step 2: to reduce the computational burden due to the number of patients to be
tested, a random sampling selection in the training set is used. The sampling is
performed according to the data distribution of patients, so, for a given patient,
the number of samples per class are equals.

3. Step 3, the training is carried out.

4. Step 4, the test data is assessed. Notice that the set is time ordered and has no
augmented samples.

5. Step 5, the predicted outputs are post-processed.

5.2.3 A patient-specific level

This experiment is designed to measure the model’s performance for a specific patient.
The model tests a selected unseen seizure, while the rest of seizures are used as training
data. The experiment provides insight about the variability of seizures in the patient.

Figure 5.11 depicts the flowchart of the patient-specific experiment. The procedure
is very similar to the population experiment exposed above, except in two things. First,
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Figure 5.11: Flow chart of the patient-specific experimentation level.

instead of a patient, here a seizure of the chosen patient is selected. Second, the imbal-
anced test set is assembled in such a way that the 20% of the test set are the samples of
the selected seizure and the following 80%, are consecutive non-seizures samples from
a random non-seizure record.

5.2.4 Evaluation metrics

The seizure detection can be stated as a binary classification problem [84], in which the
positive class (+) is the SEIZURE class (or ’abnormality’ ) and the negative class (−) is the
NON-SEIZURE class (or ’normality’). Once the confusion matrix has been calculated,
the True positive (TP), false positive (FP), false negative (FN), and true negative (TN)
are used to compute the model performance by means of:

• Recall + = TP / (TP + FN), to estimate how well the model detects seizure seg-
ments. It measures the sensitivity.

• Recall − = TN/(TN + FP), to determine how well the model detects non-seizure
segments. It measures the specificity.

• Precision + = TP / (TP + FP), to evaluate the relevance of detected seizures sam-
ples.

• Precision − = TN / (TN + FN), to evaluate the relevance of detected non-seizures
samples.

• F1-score = (2 * Precision * Recall) / (Precision + Recall), to estimate how well the
model works in unbalanced data.

• Accuracy = (TP + TN)/(TP + FP + TN + FN)

Models were implemented in Python 3.9 environment and Pytorch 2.10 framework.
Experiments were carried out in a desktop computer with Windows 10 and a NVIDIA
Gforce RTX 2070 Super graphic card. Before training, the training set is standardized
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by each EEG channel to guarantee uniformity of values. These scales are then applied
to the test data before they are fed into the model.

5.3 Results and discussion

This section presents the results obtained from the three experiments proposed in
the experimental design, together with their discussion. For the sake of understand-
ing how the experimental setup and the exposition of data during training affect the
model’s performance, we present the results from the more general to the particular
case.

First, the results of the k-fold CV are presented. Next, the results of the population
experiment. Then, the results of the patient-specific test. Finally, the comparison of
our methods against the results of three state of the art neural architectures.

5.3.1 Results of the k-fold cross validation level

Achieved results in the k-fold cross validation are summarized in Table 5.2. Note that
the metric of the positive class (seizure) uses +, the negative class (non-seizure) uses
−.

Table 5.2: k-fold cross validation classification results.

Models Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Early AVG 82.72±0.93 87.72±0.75 36.99±1.37 98.32±0.09 51.11±1.29 92.71±0.41 87.32±0.67
Early CAT 96.39±0.15 99.59±0.04 95.32±0.45 99.69±0.01 95.85±0.2 99.64±0.02 99.33±0.03
Early W-AVG 86.2±0.7 92.3±0.34 49.34±0.96 98.72±0.06 62.75±0.64 95.4±0.16 91.81±0.27
Early MW-AVG 85.23±0.77 93.58±0.79 53.73±2.88 98.65±0.06 65.86±1.95 96.04±0.39 92.91±0.67
Feat AVG 84.13±1.93 96.12±0.86 65.65±4.38 98.58±0.16 73.64±2.21 97.33±0.38 95.16±0.66
Feat CAT 96.22±0.37 99.6±0.02 95.39±0.21 99.67±0.03 95.8±0.14 99.63±0.01 99.32±0.02

Feat W-AVG 88.62±1.26 95.69±1.2 64.65±6.0 98.98±0.1 74.6±3.69 97.3±0.58 95.12±1.02
Feat MW-AVG 96.06±0.41 99.46±0.06 93.98±0.57 99.66±0.04 95.01±0.21 99.56±0.02 99.19±0.04

Three methods achieved the highest performance in all metrics, so they generate
a great expectation for the other experiments. The selected methods are gray shaded
in Table 5.2 and they consist of models that perform concatenation of input channels
Early CAT, concatenation of feature extracted Feat CAT, and multiple weight averaging
of features Feat MW-AVG. Other methods perform below our expectations and have
difficulty detecting seizures (see Recall+). Also the metric F1+ score reflects the impact
of imbalanced dataset.
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5.3.2 Results of the population level

The performance of models against an unknown patient is summarized in Table 5.3.
There are 24 patients in dataset, but the individual results were summarized by means
of the mean and the standard deviation. Tanking in account Recall+, it is noticeable a
high dispersion of performances. We argue that this performance’s dispersion is due to
the fact that seizures might vary between patients according to the type of epilepsy [43,
41].

Table 5.3: Population classification results in 100% of patients.

Models Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Early CAT 67.37±32.46 90.21±17.33 43.1±35.81 99.31±0.9 40.91±31.22 93.41±12.94 89.74±16.97
Feat CAT 68.03±30.74 90.71±17.26 45.05±36.27 99.33±0.86 42.21±30.63 93.67±13.23 90.25±16.9
Feat MW-AVG 70.02±31.58 89.19±20.75 41.45±33.55 99.34±0.97 41.14±32.24 92.25±16.47 88.8±20.22

Table 5.4: Population classification results in 80% of patients.

Models Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Early CAT 81.48±16.25 87.96±18.9 41.46±33.9 99.49±0.68 46.26±30.99 92.02±14.28 87.73±18.61
Feat CAT 81.35±15.8 88.57±18.89 42.41±33.18 99.52±0.61 47.45±30.55 92.34±14.65 88.34±18.6
Feat MW-AVG 82.59±17.0 86.82±22.8 40.53±31.03 99.53±0.72 46.73±30.89 90.64±18.25 86.68±22.32

After observation of individual results, we found that 5 patients has a high vari-
able recall, so we decided to remove the 20% of patients (patient 14, 15, 16, 20, and
21). Here, for the sake of understanding, just the results of the best models selected
in Section 5.3.1 are shown. Table 5.4 shows the performances achieved in 80% of pa-
tients. After removing hard patients, the model’s performance increase noticeably. The
Recall− is almost 0.83±0.17%. On the other hand, the Precision and F1-score are rel-
ative low with high variance (0.41±0.31% and 0.47±0.31%), however these values are
strongly featured due to imbalance of the test set.

5.3.3 Results of the patient-specific level

For the sake to avoid useless computation time, the patient-specific experiment was
performed with the three models selected in Section 5.3.1. Achieved model’s perfor-
mances facing an unknown seizure of a specific patient are summarized in Table 5.5.
Although there 24 patients, individual results were summarized for each proposed
method. In this case, 181 seizures were evaluated.

In overall, the achieved performances are high, being the method Feat Cat that
provided a slightly highest metrics. Moreover, it is noticeable that Precision− and F1-
score− are also quite high, and the imbalance of the set set does not seem to affect
performance. We argue that this is because the training and test sets of the same pa-
tient are supposed to share the same data distribution.
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Table 5.5: Patient-specific classification results in 100% of patients.

Models Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Early CAT 86.04±21.61 98.01±3.6 90.67±18.68 96.82±4.58 87.04±18.82 97.31±2.93 95.62±4.88
Feat CAT 86.8±20.68 98.1±3.39 91.61±16.95 97.0±4.41 87.81±17.3 97.45±2.7 95.84±4.5
Feat MW-AVG 85.47±21.79 97.79±3.93 90.08±18.78 96.69±4.6 86.3±18.96 97.12±2.97 95.32±4.92

On the other hand, according the standard deviation (almost 0.22) there is patients
that differs in their performances. This facts indicates that seizures not always share
similar patterns for the same patient[43, 41], so the classifier fails and the reported
performance drops.

Table 5.6: Patient-specific classification results in 80% of patients.

Models Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Early CAT 91.32±12.34 97.89±3.76 93.15±10.62 97.93±2.82 91.36±9.25 97.84±2.33 96.58±3.61
Feat CAT 91.69±12.59 97.88±3.62 93.05±10.44 98.03±2.87 91.49±9.32 97.89±2.27 96.64±3.54
Feat MW-AVG 90.5±14.68 97.6±4.19 91.63±13.85 97.76±3.24 90.14±12.4 97.6±2.65 96.18±4.16

After observation of individual performances, patients 13, 14, 16, 17, and 20 present
epilepsy recall lower than 80.00%, so we decided to remove them in order to get a more
ideal model performances. Table 5.6 summarizes the patient-specific results in just
80% of patients. It is noticeable an increasing of all measurements after removing pa-
tients with variable seizures. In this case, 144 seizures were evaluated.

5.3.4 State of the art comparison

This section presents a comparison of our proposals against three state of the art neu-
ral architectures. The First, Chakrabarti et al.[27] presented a LSTM-based architecture
that processes all input data without without any channel treatment to discriminate
preictal vs. ictal signals in a k-fold CV scheme. The second, Gao et al.[49] proposed a
neural architecture able to perform temporal followed of spatial feature learning to de-
tect driver fatigue. Although the approach is not for epilepsy detection, it was selected
because of the way they address EEG spatial channels. Finally, Hossain et al.[107], in
the area of population, presented a neural architecture that combines EEG channels in
the first step using a convolution that also perform feature extraction and non-linear
mapping.

We present below the results of the comparison in the three proposed experimental
configurations:

5.3.4.1 Comparison in the k-fold CV level

Table 5.7 summarizes the comparison of the three state of the art neural architectures
versus our best methods in the k-fold CV experiment.
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Table 5.7: k-fold cross validation level: comparison with the state of the art methods.

Author Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Chakrabarti et al.[27] 97.47±0.23 99.5±0.08 94.4±0.83 99.78±0.02 95.91±0.4 99.64±0.04 99.33±0.07
Gao et al.[49] 95.51±0.47 98.02±0.36 80.88±2.66 99.6±0.04 87.56±1.42 98.81±0.17 97.82±0.3
Hossain et al.[107] 88.49±1.29 93.77±1.01 55.49±3.7 98.94±0.11 68.12±2.42 96.28±0.48 93.34±0.83
Early CAT* 96.39±0.15 99.59±0.04 95.32±0.45 99.69±0.01 95.85±0.2 99.64±0.02 99.33±0.03
Feat CAT* 96.22±0.37 99.6±0.02 95.39±0.21 99.67±0.03 95.8±0.14 99.63±0.01 99.32±0.02
Feat MW-AVG* 96.06±0.41 99.46±0.06 93.98±0.57 99.66±0.04 95.01±0.21 99.56±0.02 99.19±0.04
* This work

The performance of Chakrabarti et al.[27] is similar our methods, but slightly higher
in Recall+. However, our Early Cat and Feat Cat methods surpass it in Precision+. The
method of Gao et al.[49] provides a near close Recall+, but its Precision+ is low. The
approach of Hossain et al.[107] provides the lowest performance in all metrics.

5.3.4.2 Comparison in the population level

Table 5.8 summarizes the comparison of the three state of the art neural architectures
versus our best methods models in the population experiment taking. The results have
been taken in 80% of patients (19 patients of the dataset).

Table 5.8: Population level: comparison with the state of the art methods (80% of pa-
tients).

Author Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Chakrabarti et al.[27] 70.22±25.1 89.76±12.6 21.43±14.96 99.3±0.83 30.1±18.83 93.77±7.89 89.32±12.22
Gao et al.[49] 79.08±15.6 81.77±21.06 20.21±19.1 99.41±0.77 28.15±20.32 87.96±16.49 81.75±20.69
Hossain et al.[107] 76.67±21.02 86.34±15.64 19.66±14.63 99.43±0.75 28.91±19.62 91.56±10.65 86.11±15.27
Early CAT* 81.48±16.25 87.96±18.9 41.46±33.9 99.49±0.68 46.26±30.99 92.02±14.28 87.73±18.61
Feat CAT* 81.35±15.8 88.57±18.89 42.41±33.18 99.52±0.61 47.45±30.55 92.34±14.65 88.34±18.6
Feat MW-AVG* 82.59±17.0 86.82±22.8 40.53±31.03 99.53±0.72 46.73±30.89 90.64±18.25 86.68±22.32
* This work

Taking in account the Recall+, the methods of Hossain et al. and and Gao et al.
achieved almost similar results, but Chakrabarti et al. got the lowest. Observing Precision+,
the three methods reported similar low results. On the other hand, our proposed meth-
ods outperform them in Recall+ and doubles in Precision+.

Taking into account Recall− and Precision−, methods give high recall and preci-
sion, likewise Chakrabarti et al., who reported a higher recall than our method, but
at the once a lower precision than ours. We argue that the low Recall+ and the high
Recall− of Chakrabarti et al. is because the network is strongly influenced by majority
class data.
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5.3.4.3 Comparison in the patient-specific level

Table 5.9 summarizes the comparison of the three state of the art neural architectures
versus our methods in the patient-specific experiment taking in account 80% of pa-
tients (19 patients of the dataset). For comparison, the same patients were removed
from the cutting-edge models because they have poor results. It is noticeable that our
methods surpass the other approaches.

Table 5.9: Patient-specific level: comparison with the state of the art methods (80% of
patients).

Author Recall+ Recall− Precision+ Precision− F1+ F1− Accuracy

Chakrabarti et al.[27] 80.67±16.61 94.44±6.17 81.2±18.01 95.21±3.96 79.78±15.61 94.72±4.31 91.68±6.64
Gao et al.[49] 86.12±14.08 92.06±12.65 80.36±19.19 96.47±3.26 81.06±14.47 93.63±8.73 90.87±10.05
Hossain et al.[107] 80.13±17.85 91.1±11.83 76.44±22.23 94.96±4.19 75.88±18.34 92.53±7.56 88.91±10.02
Early CAT* 91.32±12.34 97.89±3.76 93.15±10.62 97.93±2.82 91.36±9.25 97.84±2.33 96.58±3.61
Feat CAT* 91.69±12.59 97.88±3.62 93.05±10.44 98.03±2.87 91.49±9.32 97.89±2.27 96.64±3.54
Feat MW-AVG* 90.5±14.68 97.6±4.19 91.63±13.85 97.76±3.24 90.14±12.4 97.6±2.65 96.18±4.16
* This work

5.3.5 Discussion of results

This work engages with two problems in seizure detection: the imbalanced data of
long-term EEG recordings and the variability of seizures. We propose a CNN-based
network architecture, which is able to generalize, push, and improve recognition of
seizures by means of EEG-channel fusion strategies.

Our study analyze the capability of models in three different scenarios: k-fold CV,
population, and patient-specific. However, current methods have been proposed for
specific scenarios. For instance, Chakrabarti et al.[27] focus in k-fold CV, Hossasin et
al.[107] engage in population, and Wang et al.[132] consider patient-specific or patient
specific environment.

Moreover, current methods select EEG data in a specific way that often it is not re-
peatable (e.g., extracting specific seizures and discarding some of them, or selecting
specifically non-seizures parts that are easily separable). For instance, Wang et al.[132]
works with 145 seizures and Hossasin et al.[107] deal with 163 seizures, after discard-
ing some seizures. Other studies discard patients, such as Abeldhameed et al.[1] that
worked with 16 patients, or Gao et al.[48] that selected only 11 patients. In opposite,
we propose a general EEG data selection which is simple, repeatable, and not discard
any seizure. We use seizure-record with 23 EEG channels (see Table 5.1).

Taking into account the nature of the test set, most of methods use a balanced test
set. In opposite, our approach uses an unbalanced test set that resembles a real life
EEG data. In clinical conditions, an EEG recording might contain from minutes to
hours of EEG data, often with none or only a few seconds of abnormalities. To mitigate
data unbalancing, we weight the loss function according to the number of samples in
the dataset (see Equation 5.2).
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Finally, we propose a CNN-based neural architecture that implements 4 EEG chan-
nel fusion techniques. We found that models that perform concatenation of input
channels (Early CAT) or extracted features (Feat CAT), together with the method that
executes a weighted averaging of features (Feat MW-AVG), provide the best perfor-
mances in the k-fold CV scheme, so they were selected for the next population and
patient-specific assessment. Of the three models, Feat CAT surpasses slightly the oth-
ers two, but it is not meaningful (see Table 5.2), so the three models were used in the
next experiments.

In the population experiment, our approach shows a variability of performances
between subjects. We argue that it mainly is because the diversity of epilepsy and their
variable symptoms (see Table 5.3). Also, this low performance was perceived and re-
ported in an early study of Tsioruis et al.[125]. In order to solve it, Hossasin et al.[107]
performed a hand-crafted data selection and removal of hard seizures to report high
performances. However, parsing files to select separable data might be time consum-
ing and is not scalable. Because our proposal is based in a general data selection, we
identified the hard patients and explored if the performance increases after removing
them (see Table 5.4). An individual analysis of such patients might be conducted in
a further study to determine if their seizures are complex or it is necessarily a more
stronger noise removal.

In the patient-specific experiment, our proposal reports high performances to de-
tect seizures (see Table 5.5). Although the variability between subjects is low, we iden-
tified who individuals have variability between their seizures itself. Five individuals
show performances lower than 80.0%, which were excluded to present the Table 5.6).
Among abnormal patients to be excluded, the patients 14, 16, and 20 are common for
both population and patient-specific, so a further study of such individuals might be
conducted.

To compare our results with the state of the art, three cutting edge neural architec-
tures were selected (see Section 5.3.4). The networks were trained in the dataset for a
fair comparison. Tables 5.7–5.9 resume the achieved performance of selected meth-
ods against our models. Chakrabarti et al.[27] and Gao et al.[49] achieved a slightly
similar performance than our methods in the k-fold CV assessment, the performance
of them drop in the population and patient-specific scenarios, in which our approach
outperforms significantly the other methods. Our best method, the Feat CAT achieved
a sensitivity of 0.96±0.0 and a specificity of 1.00±0.0, a sensitivity of 0.81±0.16 and a
specificity of 0.89±0.19, and a sensitivity of 0.92±0.13 and a specificity of 0.98±0.04,
in the k-fold CV, population, and patient-specific experiments, respectively.



Chapter 6

Conclusions and Further Lines

Deep learning methods have turned out into the key tool for the analysis of EEG neu-
rophysiological signals for detection, diagnosis, and assessment of abnormal cognitive
states. In this thesis, we have addressed the assessment of mental workload using EEG
signals. Workload strongly reduces the human performance and might affect the safety
of activities that demand a certain level of cognition, such as piloting and driving.

In this thesis, three main challenges for assessment of workload using EEG have
been addressed:

1. The EEG channel fusion: Our proposal for EEG channel fusion is based on con-
volutional neural network. Two neural architectures were proposed and assessed.
The neural models differ on the step where channel fusion is performed, either
at input data level or at feature level. As well as, four channel fusion methods
(simple averaging, concatenation, weighted averaging, and multi-weighted aver-
aging) have been proposed and they are completely independent of the number
of EEG electrodes and of the input size.

Although our approach of channel fusion was designed for EEG signals, they
might be used to fuse other multivariate data from other different physiological
sensors like ECG, EMG, EDA. Even more, our fusion module could be directly ex-
tended for multi-source data fusion purposes, as the case of ongoing monitoring
of a patient with multiple sensors in the intensive care unit of health centres.

2. The collection of unambiguous annotated data: Our proposal to collect unam-
biguous annotated datasets for cognitive states was presented and resides in the
use of specialized serious games to induce a mental workload in the subject who
carries out tasks that require different degree of cognition effort. Next, a new
dataset was collected using the Airbus A-320 flight simulator. Two simulator en-
vironments were employed: the non-immersive simulator in a computer desk-
top and the immersive simulator in a cockpit. As ground truth for the serious
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games, the dataset provides the theoretical difficulty of games, the game scores,
and the subjective TLX reports. For the flight simulation data, it is furnished the
theoretical difficulty, the self-perceived difficulty (at certain interval of time), and
the estimated workload based on the FRAM agent. As well as, datasets have been
validated technically for validity and reuse of data in further investigations. All
cognitive data was recorded using an EEG and an ECG; the raw data was made
publicly available.

3. The levels of generalization of models: We proposed a reliable validation pro-
tocol for comparison of models based on the their levels of generalization. Our
proposal takes into account the reported performance of models, but also the
mechanism of data splitting into training and test set. In this way, for testing, the
source and quantity of data makes difference and the use of appropriate metrics
also is recommended. Therefore, three levels of evaluation were proposed. Tak-
ing into account the ability to generalize in a new unseen data, the proposed lev-
els are: the k-fold cross validation level, the patient-specific level, and the popu-
lation level.

The application of the proposed evaluation protocol could allow a fair compari-
son between models and to select the best one candidates toward to the imple-
mentation of real life applications.

Aiming to show the feasibility of our approaches, two use cases have leveraged the
methods presented in this thesis achieving comparable results:

1. Assessment of mental workload:

This first use case has dealt with the assessment of workload in the cockpit,
where the models are trained using serious games’ data and tested in the flight
simulation data. Here, the models perform knowledge transfer between tasks
and they continuously can sense the pilot’s workload intervals during the flight.

In detail, the models were trained and validated on self-designed games (one
serious game and one flight simulator with specific scenarios) to ensure unam-
biguous annotations. Models were trained and validated on the serious game
using the population scheme (leave-one-subject-out); and simulator data gath-
ered from a subject not included in the training data were used to evaluate trans-
fer capability.

Results show that between the two architecture models, projecting convolutional
feature channels achieves higher performance, with 76.25% of sensitivity and
87.81% specificity in WL detection in n-back-test evaluation and good task trans-
fer with the detected WL increasing with the number of interruptions during the
flight. By comparing our approach with a cutting-edge EEG architecture [72],
our models performs better.

Although these results provide evidence of the ability of the EEG sensor to dis-
cern between more and less demanding tasks —increasing the evidence the ro-
bustness of the EEG and its ability to transfer tasks— the fact that the 3-class
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problem BLs_WL2_WL3 does not correlate with flight complexity. An improve-
ments could consider filtering of motion artifacts by calibrating motion signals
before test recording and consider the multiple aspects of a user’s state when
developing cognitive state detection [14].

2. Epilepsy detection:

The second use case has dealt with the epileptic seizure detection in pediatric
patients. Two proposed models have achieved comparable results with current
methods and are very generalizable.

In detail, two neural architectures were proposed to recognize epilepsy when
carrying out the EEG multichannel fusion. As well, four channels fusion were
widely explored. Results show that the architecture model that the concatena-
tion of temporal features provides the best results in the public CHB-MIT dataset.

In addition, the generalizability of the models were validated in three different
levels: by time window (using the k-fold cross validation), by patient (using the
patient validation), and by seizure episode (using the patient-specific valida-
tion). In all cases, our approach achieves promising results against three state of
the art neural architectures [27, 107, 49], 96.22±0.37 and 99.6±0.02, 81.35±15.8
and 88.57±18.89, and 91.69±12.59 and 97.88±3.62, of sensitivity and specificity,
respectively. Because our data selection of test data resembles real EEG long-
term recordings and the reported sensitivity by patient is more than 80%, our
approach would be feasible to implement for support clinical support in diag-
nosis of epilepsy.

To sum up, although the approaches presented in this thesis have been focused
in assessment cognitive states using EEG, they can directly be applied and extended
to recognize other mental abnormalities (like mental fatigue, drowsiness, and alert-
ness), to medical diagnose of mental illness (like depression and anxiety) and neuro-
degenerative brain disorders (like dementia, Alzheimer, Parkinson). Moreover, the
proposed methods can be used in different scenarios and using different continuous
stream’s sensors with the only purpose of continuous monitoring of anomalies/faults.

Further lines

The methods suggested in this thesis pave the way for more in-depth studies.

• Data fusion of wave decomposition: Although data fusion is more intuitive in
multi-source data, it can also be applied to different data derived after trans-
forming a single data source. In this way, EEG signals can be decomposed into
brain rhythms (e.g., δ, θ,α,β, γ) or filtered in a specific range of frequencies (e.g.,
4–8 and 25-50). Depending of the application, in addition to the presented chan-
nel fusion methods, a combination of some range of frequencies could improve
the performance.
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• Temporal self-attention neural architectures: EEG signals are naturally time-
dependent, so signals can be processed in many ways and paradigms of signal
processing. It is still not well explored the application of temporal self-attention
networks on EEG signals.

• Brain connectivity analysis: The spatio-temporal EEG signals can allow to build
dynamic maps of the cerebrum in order to understand the flow of information
between their regions. The analysis of connectivity can help to devise new meth-
ods for early detection of brain anomalies and to understand how a healthy brain
works.

• New applications: The application of the proposed methods in fields other than
cognitive states and using various physiological sensors could be assessed in fu-
ture studies.
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