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Preface

This thesis examines three topics of academic and policy relevance—disaster risk, conflict, and tax eva-
sion—using a combination of theoretical models and empirical techniques. It contributes to deepening
our understanding of complex challenges affecting economic governance.

The first chapter explores the idea that investors’ beliefs can be used to anticipate economic disas-
ters. The main challenge is that these beliefs are not directly observable and must be inferred from asset
prices. I develop a method to estimate investors’ perceived probability of disasters—such as sovereign
defaults or wars— from yield curve data, and assess their anticipatory value. By combining a theoretical
asset pricing model with high-frequency yield curve data, I produce daily estimates of one-year-ahead
disaster probabilities for over 60 countries from 2000 to 2023. These probabilities show signs of antici-
pation of major events, including debt restructurings and the Russian invasion of Ukraine, although the
timing and intensity of responses vary across cases. They also show meaningful predictive power. The
findings suggest that bond markets can provide a valuable high-frequency signal for assessing tail risks.

The second chapter, co-authored with Hannes Mueller, assesses the long-term economic cost of
conflict. Armed conflict is a phenomenon that creates trap dynamics. Once a country falls into it, the
likelihood of future outbreaks remains high. A key challenge in estimating its long-term impact is then
accounting for the subsequent conflicts triggered by the first. We propose a model that treats conflict
as a Markov process with states of conflict and peace. We estimate the transition matrix and the GDP
per capita growth distribution associated with each state. We then perform simulations to estimate the
distribution of costs over a long horizon. On average, countries that enter into conflict experience a 20%
loss in GDP per capita after 30 years, with losses exceeding 40% in worst cases. These results highlight
the economic value of effective prevention and peacebuilding strategies, which can yield substantial
gains.

The third chapter examines why international efforts to curb tax evasion through tax havens have
fallen short. I developed a coordination game, grounded in the global games literature, to analyze how
investors respond to different enforcement strategies, and how these responses shape overall levels of
evasion. The model shows that when one tax haven becomes relatively more attractive, evaders tend to
concentrate there, facilitating offshore activity. As a result, policies that differentiate between havens
can even backfire and increase evasion. This framework helps explain the limited effectiveness of past
OECD-G20 initiatives and underscores the importance of harmonized approaches, such as the Global

Minimum Tax.

iii






Contents

List of Figures
List of Tables

1 Disaster Risk through Investors’ Eyes: a Yield Curve Analysis

1.1 Introduction . . . . . . . . . . . . . e e e e
1.2 Modelsetup . . . . . . . . e e
1.3 Data . . . . . o e e e e e e
1.3.1 Yieldcurvedata . . . . ... .. ...

1.3.2 Economic andconflictdata . . . . . . .. .. ... ... ............

1.3.3 Creditratingsdata . . . . . . ... ... L

1.4 Estimating investors’ perceived probability of disaster . . . . . . . . ... ... ....
1.4.1 Calibration . . . . . . . . . . . . e e e e e
1.4.1.1  Utility function and laws of motion . . . . . . ... ... ... ...

1.4.1.2  Disaster parameters . . . . . . . . . ..t e e

1.4.2 Bringing the modeltothedata . . . . . .. ... ... ... ..........

1.5 Results. . . . . . . e e e e
1.5.1 Disaster probabilities before disasters . . . . . . ... ... ... .......
1.5.1.1  Sovereign defaults: Greece, Ghana, and Sri Lanka . . . . . ... ..

1.5.1.2  Interstate war: Ukraine and Russia . . . . . . ... ... ... ...

1.5.2 Disaster probabilities and credit ratings . . . . . . . . ... ...

1.5.3 Predictive value of the estimated disaster probabilities . . . . ... ... ...

1.6 Conclusions . . . . . . . . . . e e e e e e e

2 Caught in a Trap: Simulating the Economic Consequences of Internal Armed Conflict

2.1 Introduction . . . . . . . . . .. e
2.2 Amodeloftheconflicttrap . . . . . . . . . ... ..
23 Estimation . . . . . . . . . .. e e e
2.3.1 Defining conflict and conflict trap’slength . . . . . . . .. ... .. ... ...
2.3.2  Predicting the extent of the conflicttrap . . . . . . ... ... ... ... ...
2.3.3  Transition matrix and growth vector . . . . . . . .. . ... ... ... ...
234 Simulation . . . ...
24 Results. . . . ..o e
25 Conclusion . . . . ... e e e

vii

ix

10
10
11
12
16
16
16
19
20
21
23



CONTENTS

3 Coordination across Tax Havens: A Global Games Approach

3.1 Introduction . . . . . . . .. L
32 Model . ...

3.2.1 Stage2:evasiondecision . . . . . .. ... ...

3.2.2 Stage 1: specialization decision . . . . .. ... ... ... ...
3.3 BEvasionanalysis. . . . . . . . ...
3.4 Extension: investors with specializationbias . . . . . . .. .. ... ...
3.5 Policy implications . . . . . . . . . ...
3.6 Conclusions . . . . . .. .. L

A Appendix for Chapter 1

A.1 Derivations and proofs . . . . . .. ... ... .
A.1.1 Derivation of the price equation . . . . ... ... ........
A.1.2 Proof of Proposition 1.1 . . . . ... ... ... ... ......

A2 AppendixFigures . . . . . ... . ... ... ... ... .

A3 Appendix Tables . . . .. ... ... . ... o

B Appendix for Chapter 2

B.1 Filling missing data in the cross-country sample . . . . . . . . ... ...
B.2 Appendix Figures . . . . . . . . ... ..
B.3 Appendix Tables . . . ... ... ... .. .. .. ... .

C Appendix for Chapter 3

C.1 Omitted proofs . . . . . . . . . ..
C.1.1 Proof of Proposition3.1 . . .. ... ... ... .........
C.1.2 Proofof Corollary 3.1 . . . .. .. ... ... ... .......
C.1.3 Proofof Lemma3.1 . ... ... ... ....... . ......
C.1.4 Proof of Proposition3.2 . . ... ... .. ... .........
C.1.5 Proof of Proposition3.4 . . . ... ... ... ... ... ..

vi

61
62
62
63
64
69

73
74
74
80



List of Figures

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8

2.1
2.2
23

3.1
32
33
34

A.l
A2
A3
A4
AS
A6

B.1
B.2
B.3
B4
B.5
B.6

Comparative statics of disaster probabilities . . . . . .. ... ... .. ... ...... 12
Evolution of & for selected countries . . . . . . . . . . . . ... . 15
Evolution of probability of default for Greece . . . . . .. ... ... ... ... .... 17
Evolution of probability of default for Ghana . . . . . . ... .. ... ... ... ... 18
Evolution of probability of default for Sri Lanka . . . . . . ... ... ... ... .... 19
Evolution of probability of interstate war for Russia and Ukraine . . . . . .. ... ... 20
Relationship between disaster probabilities and credit ratings . . . . . . ... ... ... 21
Predictive performance of disaster probabilities and credit ratings for disasters . . . . . . 22
The conflict trap: high risk of conflict during conflict and post-conflict peace . . . . . . . 28
Risk deciles and extent of conflicttrap . . . . . . . ... . ... ... ... ... ... 34
Evolution of GDP percapitaloss . . . . . . . . . . ... .. 38
Evolution of foreign-owned deposits in tax havens. . . . . . . .. ... ... ... ... 44
Structure of the game . . . . . . . . . .. L 47
Comparative StatiCs On eVasion . . . . . . . . v v v v v vt e e e e e e e e e 55
Comparative statics on evasion in extension . . . . . . . . . . .. ... ... 56
Distribution of estimates from laws of motion . . . . . .. .. ... ... 0oL, 64
Comparison between daily and quarterly model . . . . . . .. ... ... ... ..... 65
Reg forall countries -part 1 . . . . . . o L o Lo 66
Ree forall countries -part 2 . . . . . . . . L e e e e 67
Ree forall countries -part3 . . . . . . L L L L e 68
Ree forall countries - part4 . . . . . . L L L e e e e 69
Violence intensity and economic growth . . . . . . . ... ... ... ... ... ..., 74
Importances of random forest when predicting conflicttrap . . . . . . .. ... ... .. 75
Fitted values of ensemble model and actual values . . . . . .. . ... ... ... .. .. 76
Evolution of GDP per capitalossdue with7 =4 . . ... ... ... .......... 77
Evolution of GDP per capita loss due to the variation component of the estimation . . . . 78
Evolution of GDP per capita loss for more restrictive definitions of conflict . . . . . . . 79

vii






List of Tables

1.1 Summary of calibration: utility function and laws of motion . . . . . ... .. ... .. 10
1.2 Summary of calibration: disaster parameters by disastertype . . . . . . . ... ... .. 11
1.3 Fixedeffectregression . . . . . . . . . . . . . . e 13
2.1 Estimated transition probabilities . . . . . .. . ... ... ... .. 35
2.2 Estimation of the growth vector . . . . . . . . . . .. . ... L 35
3.1 Stage2payofftableVi:s;=Fk. . . . . .. 48
A.1 Yield curve data overview: country coverage, time span, and maturities . . . . .. . . . 70
A.2 Fixed effects regression: impact of war on consumption growth and inflation . . . . . . . 71
A.3 Fixed effect regression: quarterly model . . . . .. ... ... ... oL 71
B.1 Country data overview . . . . . . . . ..o e e e e e e e 81
B.2 Summary statistics for aggregate sample (N=5718) . . . . . .. .. ... ... ..... 82
B.3 Summary statistics for peaceful sample (N=4707) . . . . . .. ... ... .. ... .. 82
B.4 Summary statistics for conflict sample (N=1011) . . . . . ... ... ... ... .... 82
B.5 Violence intensity and economic growth . . . . . . ... ... oL oL 83
B.6 Estimated transition probabilities for more restrictive definitions of conflict . . . . . . . 84
B.7 Estimation of the growth vector for more restrictive definitions of conflict . . . . . . . . 84
B.8 Estimated transition probabilities whenT=4 . . . . ... ... ... 0oL, 85
B.9 Estimation of the growth vectorwhen7 =4 . . . . . ... ... ... ... ....... 85
B.10 Estimation of the growth vector with country-specific timetrends . . . . . . . . ... .. 86

ix






Chapter 1

Disaster Risk through Investors’ Eyes: a
Yield Curve Analysis



1. Disaster Risk through Investors’ Eyes: a Yield Curve Analysis

1.1 Introduction

There are many reasons to care about investors’ beliefs. A central one is that they can help anticipate
economic outcomes, as investors have strong incentives to be accurate in their predictions.! This is the
basis of the Efficient Market Hypothesis, which posits that asset prices reflect all available information
and adjust quickly to new developments.” This is especially relevant in the context of economic dis-
asters, such as defaults, interstate wars, or depressions, given their profound economic consequences.
Thus, understanding and monitoring investors’ perceived probability of disaster can be crucial for antic-
ipating disasters and informing policy actions. The challenge is that investors’ beliefs are not directly
observable. However, since asset prices are directly influenced by these beliefs,? they can be used to
reveal the probability of disaster as perceived by investors.

This paper provides a model to extract investors’ perceived probability of disaster from yield curve
data. The yield curve, which plots government bond yields against their maturities, consolidates in-
vestors’ beliefs over different time horizons. By integrating an asset pricing model with yield curve data
from Datastream, I provide daily estimates of the one-year-ahead disaster probability as perceived by
investors for approximately 60 countries from 2000 to 2023. Then, I study the predictive value of these
probabilities through several exercises.

To estimate the disaster probabilities, I use a classic asset pricing model, based on Rietz (1988)
and Barro (20006), that incorporates time-varying disaster probabilities. A representative consumer max-
imizes expected consumption in a closed economy where she can invest in government bonds. The
equilibrium conditions imply that prices depend on the expectation of consumption growth, inflation,
and sovereign default. The occurrence of a disaster induces significant shifts in these variables, which
I refer to as “jumps”. Thus, the probability of such disasters shapes investors’ expectations regarding
these variables, and then prices. The nature of these “jumps” varies depending on the type of disaster
being analyzed: sovereign default or interstate war. The model implies that observed bond prices can
be decomposed into a theoretical non-disaster price and a disaster wedge. The non-disaster price re-
flects the price determined by current business cycle conditions, while the disaster wedge captures the
component of the price driven by disaster-related elements. The theoretical model is calibrated to many
countries, allowing us to compute the non-disaster theoretical prices for each of them over time. I bring
the model to the data by regressing observed bond prices on the computed theoretical non-disaster prices
using a fixed effects regression. By exploiting variation across countries, time periods, and maturities,
this approach accounts for potential model misspecifications and isolates key fixed effects essential for
estimating the disaster wedge. Finally, by specifying a type of disaster based on each country’s context,
I estimate the disaster probability.

To assess the predictive value of the estimated disaster probabilities, I first analyze how they evolve

before disasters through case studies. This reveals how investors anticipate them and respond to new

1. Another reason is that investors’ beliefs can have real effects. They may trigger self-fulfilling crises (Lorenzoni and
Werning 2019; De Grauwe and Ji 2013), increase the debt burden, and ultimately hinder economic growth (Reinhart and
Rogoff 2010). This is why central banks aim to shape expectations through effective communication and policy interventions
(Blinder et al. 2008).

2. This notion originates from Fama (1970). See Malkiel (2003) for a review. Prediction markets exemplify this principle
by aggregating beliefs through trading contracts on future events, such as elections or sports outcomes, often demonstrating
remarkable predictive accuracy (Wolfers and Zitzewitz 2004; Arrow et al. 2008).

3. Ross (2015) refers to disaster risk as dark matter: “It is unseen and not directly observable but exerts a force that can
change over time and profoundly influence markets.”
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information as the disaster approaches. Second, I examine their relationship with credit ratings data.
Finally, I conduct a series of forecasting exercises using machine learning techniques to evaluate the
value of the estimated disaster probabilities. Specifically, I compare the Area Under the Curve (AUC)
of the Receiver Operating Characteristic (ROC) curve and the Precision-Recall (PR) curve across three
models: one using only disaster probabilities, another using only credit rating variables, and a third
combining both sources.

Probabilities rise before disaster events, such as the debt restructurings of Greece, Sri Lanka, and
Ghana, as well as the onset of the Russia-Ukraine war. In some cases, such as Greece and Ghana, the
probabilities reached 100% months before the event, while in others, smaller increases were observed
weeks ahead, followed by sharp spikes shortly before or on the day of the event. This suggests that
investors respond quickly to new information and adjust probabilities as the disaster approaches, but the
timing and intensity of these responses might vary across events. Furthermore, disaster probabilities
are strongly associated with higher-risk credit ratings. Finally, the estimated probabilities have mean-
ingful predictive power for forecasting disasters (ROC-AUC 0.79, PR-AUC 0.24) and also improve the
predictive performance of credit ratings, raising their ROC-AUC from 0.94 to 0.97 and their PR-AUC
from 0.76 to 0.92. Overall, while investors’ beliefs are not perfect, the findings show they provide useful
information and respond quickly to rising risks.

This article relates to at least two strands of literature. The first is the macroeconomic literature on
“(rare) disasters” or “tail events”. The early disaster literature was theoretical, addressing asset pric-
ing puzzles—such as the risk-free rate premium—by introducing the concept of a low-probability of
a “consumption” disaster (Rietz 1988; Barro 2006; Gabaix 2008; Backus et al. 2011; Gourio 2012;
Gabaix 2012; Wachter 2013; Farhi and Gabaix 2016).* A consumption disaster unifies extreme events
like wars and depressions into a single concept, representing any significant decline in consumption
observed in U.S. history. More recently, research has focused on empirically estimating the probability
of these consumption disasters. This body of research is largely based on reduced-form models (Berk-
man et al. 2011; Schreindorfer 2020). A notable utility-based model in Barro and Liao (2021) uses
option prices and fixed-effect regressions to estimate consumption disaster probabilities across major
economies.” This paper contributes both methodologically and through its practical applications. First,
it introduces a structural model to estimate disaster probabilities from high-frequency yield curve data.
The yield curve data I use is particularly insightful due to its panel data structure, including a maturity
dimension, and its well-established role as a key financial indicator.® The model is flexible enough to be
calibrated for a wide range of countries, offering daily updates, and it can account for different types of
disasters, not just consumption disasters. This is important because consumption disasters are rare and

may not be the most salient risk. Second, the paper assesses the predictive value of the computed disas-

4. Julliard and Ghosh (2012) argue that rare events alone cannot adequately explain asset pricing puzzles like the equity
premium.

5. A related contribution is Ross (2015), which introduces the Recovery Theorem—a method to disentangle investors’
beliefs about future outcomes from their risk preferences, allowing one to infer the perceived probability of catastrophic
events.

6. Substantial empirical evidence suggests that the yield curve is one of the most informative indicators, particularly
for forecasting economic downturns (Estrella and Hardouvelis 1991; Estrella and Mishkin 1998; Ang et al. 2006). Even
the Federal Reserve Bank of New York has a webpage dedicated to the yield curve and its predictive power for reces-
sions. See https://www.newyorkfed.org/research/capital_markets/ycfaq.html and https://www.newyorkfed.org/medialibrary/
media/research/capital_markets/Prob_Rec.pdf. Furthermore, other studies show that the yield curve responds to economic pol-
icy uncertainty (Leippold and Matthys 2022), political uncertainty (Pdstor and Veronesi 2013; Smales 2016) and international
political risk (Huang et al. 2015).


https://www.newyorkfed.org/research/capital_markets/ycfaq.html
https://www.newyorkfed.org/medialibrary/media/research/capital_markets/Prob_Rec.pdf
https://www.newyorkfed.org/medialibrary/media/research/capital_markets/Prob_Rec.pdf
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ter probabilities, paving the way for their use in future applications. The computed disaster probabilities
will be available on my GitHub repository’, enabling researchers and policymakers to incorporate them
into their own analyses.

Secondly, financial literature has extensively examined the predictive power of asset prices, includ-
ing the government yield curve, in forecasting economic outcomes. A widely used measure is the
sovereign yield spread, which compares yields from “safe” countries like Germany or the U.S. to those
from riskier assets, such as foreign bonds.® Yields and their spreads have been frequently applied in
reduced-form models, capturing sovereign default and political risks (Clark 1997; Remolona et al. 2007,
Bekaert et al. 2016), financial crises (Bluwstein et al. 2023), and wars (Chadefaux 2017). This paper
adds to this body of research by leveraging the yield curve in a structural model. Computing the theo-
retical non-disaster price that accounts for current business cycle conditions, I “control” for factors that
also influence yields in a theoretically consistent way. Furthermore, fixed effects allow for a further
decomposition of yields, isolating the variation driven by disaster risk. Finally, it’s important to differ-
entiate between the predictive power of asset prices and whether the beliefs inferred from these prices
are ultimately accurate.

This paper is structured as follows. The next section outlines the asset pricing model. Section 1.3
describes the data sources. In Section 1.4, I present the methodology for estimating investors’ perceived
probability of disaster. In Section 1.5, I discuss the results, followed by the conclusions in the final

section.

1.2 Model setup

The model follows Rietz (1988) and Barro (2006), which I extend by including time-varying probabili-
ties of disasters. It will later be calibrated separately for different countries, but for clarity and simplicity,
the country-specific indices are omitted in this section.

The representative consumer maximizes a time-additive utility function:
o0
ey B'U(CY), (L.1)
t=0

where (3 is the time discount factor, and the utility function takes the CRRA form

cr-?
1-6

U(Cy) = (1.2)

0 is the coefficient of relative risk aversion. In each period, agents can invest in government nominal
zero-coupon bonds, each of which will pay out one unit of currency at maturity. )y is the price at ¢
of a bond that matures in NV periods, and X y; is the amount bought. The government can default on its
obligations and pay a fraction F; of the bond’s face value. Fy; represents the recovery rate. Fiyy = 1

indicates full payment with no default, and Fy; = 0.8 implies that the government pays 80% of the

7. https://github.com/joanmargalef

8. The spread between corporate and government bonds is also commonly used as an indicator of economic activity
(Gilchrist and Zakrajsek 2012; Gilchrist et al. 2016), and corporate default risk (Duffee 1999; Dionne et al. 2010). Another
method for corporate default risk is the Merton Distance to Default model (Merton 1974; Bharath and Shumway 2008).
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bond’s face value. The per-period budget constraint of the agents is given by

H
PCy =W =) QniXni (1.3)
N=1

where P, is the price of consumption and W; corresponds to the wealth if no bond is bought, which
includes the payments from previously purchased bonds.” H represents the maximum maturity. Using

the usual first-order conditions, I derive the fundamental asset pricing equation:

U'(Crin) P
N t+N )11
=pVE, | ——— 14
Qnt = B E; |:UI(Ct)Pt+N (1.4)
The relationship between bond prices and bond yields is given by
1
Yn: = < L ) " 1 (1.5)
M Qnt '

where Y}, is the yield of a bond that matures in NV periods at time ¢. The yield curve is the graph that
plots Yy against N. This equation allows us to translate bond prices to yields and vice versa.
Substituting in the functional form of the marginal utilities of consumption, Equation 1.4 can be

rewritten as
Fyny

t N 0
Hj:l Gt+th+j

with G41 = Ci41/Cy being consumption growth and I1; ;1 = P,/ P, being inflation. Note that bond

Qne = BVE (1.6)

prices decrease in expected consumption growth and inflation. Since the bond is a mechanism to transfer
consumption to the future, there are fewer incentives to buy the bond if consumption is expected to be
high. Higher expected inflation diminishes the real value of the bond. The price also decreases as the
expected recovery rate decreases.

Following the standard approach in asset pricing, I will analyze this equilibrium price equation using
exogenous processes for consumption growth, inflation, and the recovery rate.'?

In each period, a disaster may or may not occur. For simplicity, disasters are assumed to be indepen-

dent of one another.'! 0.+ denotes the probability at ¢ of a disaster happening in 7 periods s.t.

Orq1t = G50r ¢ (L.7)

with ¢s € [0, 1] being the persistence parameter of the disaster probability. This allows us to express all
disaster probabilities in terms of d1 ; since 0, ; = ¢5T_151,t-

The law of motion of consumption growth is
Gir1 = acGy 1 Vin (1.8)

. . iid . . .
where o is a constant term, ¢ represents a persistence parameter, £;11 ~ log NV'(0, o2) is white noise,

9. The model shows a closed economy, where all that is produced is consumed. The BIS report Fang et al. (2022) shows
that the majority of government bonds are held by domestic investors, especially during crises.
10. See Cochrane (2009).
11. While independence is assumed for tractability, the realization of disasters may exhibit persistence or avoidance effects.
Wars may trigger war traps, while major depressions are less likely to recur immediately.
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and Vi, is the “disaster impact factor on consumption growth” s.t.

1 if no disaster at ¢t + 7
‘/t+7- = . .
Jo if disasteratt + 7

Therefore, the disaster affects consumption growth through ;1 ;. When the disaster does not occur, the
log of consumption growth follows an AR(1) process. Jg > 0 represents the “jump” in consumption
growth induced by the disaster. A value of Jg = 0.98 implies that the disaster reduces consumption
growth by 2%. Note that the disaster directly impacts consumption growth in the same period it occurs
and indirectly in future periods. If the disaster occurs at ¢ + 1, it will directly impact G4 through V;.
Additionally, it will indirectly affect G2, G¢43, . . . through their dependence on G4 1.

Analogously, the process of inflation is
i1 = anll{ " 1 Wiga (1.9)

. . . iid . . .
where aq is a constant term, ¢yy is the persistence parameter, 7.1 ~ log (0, 072]) is white noise, and

Wi+ is the “disaster impact factor on inflation” s.t.

1 if no disaster at ¢ + 7
Wt+T = . .
Jrn if disaster att + 7

Jin > 0 represents the “jump” in inflation induced by the disaster. A J = 1.05 means the disaster
increases inflation by 5%. As with consumption growth, the disaster directly impacts inflation in the
same period it occurs and indirectly in future periods.

When a disaster occurs, there is a probability - that it will lead to a sovereign default, which I model
as an equal haircut across all bonds. When there is no disaster, the probability of default is zero. Then,
the recovery rate is given by

N
Fyi=1-]] Zu- (1.10)
=1

with Z;, ; being the “disaster impact factor on the recovery rate” s.t.

1 if no disaster at ¢ + 7
Zivr =41 if disaster but no partial default at ¢ + 7

1 — Jp if disaster and partial default at ¢ + 7

Jr € [0,1] denotes the size of the haircut. A Jr = 0.2 means that the government does not pay
20% of the face value of the bond. A Jr = 1 is full default. The product of Z;, over all periods
until maturity implies that haircuts are cumulative, making long-term bonds riskier since they can suffer
several haircuts.

Note that independence between disasters implies that the disaster impact factors are independent
across periods, i.e., V; L Vy, Wy, Zy for t' # t. However, V;, Wy, and Z; are perfectly correlated

through the disaster event.
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Given this, the bond price from Equation 1.6 can be expressed as

N
Qni = N T (465 o0 (T — 1)) (1.11)
T=1
——
Non-disaster price Disaster wedge

Q%? represents the bond price in the absence of disasters, and J y synthesizes all the jump effects of a
disaster happening in 7 periods to a bond that matures in IV periods. I refer to J, y as the “overall jump”.
Remember that 1 ; is the probability at ¢ of a disaster happening in 1 period. Thus, the price of the bond
consists of the non-disaster price, QN Nt » multiplied by a “disaster wedge” that accounts for the risks
of all disasters that may occur before the bond reaches maturity. This wedge depends on the disaster
probabilities for all periods before maturity, 0, ; = gbg*lél,t for 7 € [1, N], and the potential impact of
each, summarized in J; y. For example, a 2-period bond is affected by the risk of a disaster happening
in 1 and 2 periods, but not after, as it will have already matured. The term 1 + gbgflél,t (Jrn —1)
is the specific disaster wedge induced by the disaster in 7 periods. Long-term bonds accumulate more
elements in the product, as they are exposed to more periods where disasters can occur.

The functional form of the non-disaster price is

v eH(ELEen ot T (T oh) %) 112
e PR LA A DAY TN gN=i SN g (1.12)
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This incorporates the expectations based on current business cycle conditions since it contains the effect
of current consumption growth (G;) and inflation (I1;).

Finally, the functional form of J. y is

1—~Jp
= _ (1.13)
) ) +1 T -1
JGZ’: ¢ Jl‘%: o

This illustrates that the effect of a disaster depends on the interplay between jump effects in consumption
growth (Jg), inflation (J17), and default risk (v and Jr), which may offset each other. As the gap between
the disaster’s occurrence (7) and bond maturity (V) increases, the summations in the exponents include
more components. This reflects that long-term bonds have more indirect effects by a single disaster due
to the persistence of the underlying variables’ processes (¢ and ¢r7). As a result, short- and long-term
bonds may behave very differently, even in opposite directions. For example, if a disaster causes a
sharp drop in consumption growth and moderate inflation, but consumption growth is less persistent, the
recessionary impact will be strong initially, leading to an increase in short-term bond prices. However, as
the effect fades quickly and inflation persists, long-term bond prices will eventually decrease as inflation
outweighs the recessionary impact.

This model offers tractable solutions for decomposing bond prices and allows us to analyze how

disaster probabilities affect them.

Proposition 1.1 The bond price with maturity N at time t, Qn:, decreases with the probability of a
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disaster occurring in the next period, 1 ¢, if and only if

N

Cbg_l (JT,N - 1)
0 1.14
DD A (119

T=1

A sufficient condition for this to hold is that J. ny < 1 for all T.

The proof is in Appendix A.1. When the probability of a disaster in the next period (d1 ) increases,
the probability of disasters in all future periods before maturity also increases, since d,; = qﬁg_lél,t
with ¢5 € [0, 1]. The overall effect on the bond price is ambiguous because the impact of a disaster in
different periods (J-, ) can have opposing effects. A sufficient condition for the bond price to fall as
disaster risk rises is that the impact of a disaster is negative in every period before maturity, i.e., Jr v <1

for all 7. In that case, an increase in 67 ; will unambiguously reduce Q .

1.3 Data

I use yield curve and credit ratings data from Datastream, macroeconomic data from the International
Monetary Fund’s International Financial Statistics (IMF/IFS) and the World Bank’s World Development
Indicators (WB/WDI), and conflict data from the Uppsala Conflict Data Program’s Georeferenced Event
Dataset (UCDP/GED).

The yield curve data is used to derive the bond prices (Qn:). IMF/IFS data is used to calibrate
current inflation (II;) and consumption growth (G;), which are input into the non-disaster price formula.
WB data is used to estimate the parameters governing the laws of motion for consumption growth and
inflation (aq, ¢q, o< and ar, ¢, 05). This is later combined with UCDP data to estimate the effects
of conflict, particularly the size of the jumps associated with disaster events (Jg and Jr). The credit

ratings from Datastream are used for comparison in the forecasting exercises.

1.3.1 Yield curve data

Refinitiv’s Datastream provides daily government bond yields for a wide range of countries, including
both developed and developing economies. The availability of bond data varies by country; more de-
veloped countries typically offer a greater variety of bonds and longer maturity horizons. The analysis
includes 64 countries over various time horizons.!?

I retrieved the daily “benchmark” yield curve, which is based on “benchmark” bonds.!? These are
the most liquid government bonds, which are particularly relevant for analyzing investor expectations,
as they capture actively traded securities that swiftly respond to market developments.'* These cover

standard government bonds with fixed rates and fixed maturity dates while excluding bonds with variable

12. For a detailed list of all countries, including their respective time spans and maturity coverage, see Table A.1 in Appendix
A3.

13. These are based on Refinitiv Government Bond Indices, which are calculated using methodologies recommended by the
European Federation of Financial Analysts Societies (EFFAS).

14. The Refinitiv Government Bond Indices include three main types: All Traded Index, which includes all eligible bonds,
providing comprehensive market coverage; Tracker Index, a sample of bonds that closely tracks overall market performance;
and Benchmark Index, focusing on the most liquid bonds.
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rates and other features that distort predictability.!> All the bonds are denominated in the local currency
of the issuing country. T use the yield curve data provided directly by Refinitiv without any time lags.'®

Finally, I restrict the sample to bonds with maturities between 1 and 10 years for two main reasons.
First, this range aligns with the year-over-year growth rates of the macroeconomic variables. Second,
these maturities are more frequently available in the dataset, ensuring adequate data coverage and con-

sistency in the analysis.

1.3.2 Economic and conflict data

The economic variables of interest are consumption growth and inflation, which were obtained at a
quarterly frequency from the IMF/IFS and an annual frequency from the WB/WDI. In both datasets,
consumption growth is proxied by GDP growth in constant local currency units. Inflation is measured
using the Consumer Price Index (CPI).

The IMF data, which provides quarterly updates, allows me to run the model at a quarterly frequency
by inputting per-period consumption growth (G) and inflation (II;). The annual WB data offers a longer
time span, which is especially useful for estimating the parameters of the laws of motion for consumption
growth and inflation, as well as the disaster parameters.

Finally, to link economic effects to interstate wars, I utilize battle-related fatality data from the

UCDP/GED. I aggregate this data to the country-year level.

1.3.3 Credit ratings data

Refinitiv’s Datastream includes ratings from multiple credit rating agencies, such as Moody’s, Fitch,
Dominion Bond Rating Service (DBRS), and Rating & Investment (R&I). Additionally, it provides an
equivalence mapping to the Standard & Poor’s (S&P) rating scale, which consists of over 20 categories
(e.g., AAA, AA+, AA, AA-, etc.).

To ensure consistency and comparability, I standardize all relevant ratings to their equivalent S&P
categories. This transformation creates a unified scale for evaluating and aggregating ratings from dif-
ferent agencies. For each country and time period, the average rating is calculated as the mean of the

S&P-equivalent ratings across all agencies.

1.4 Estimating investors’ perceived probability of disaster

To estimate disaster probabilities, I first calibrate the model for every country to compute theoretical
non-disaster prices. Then, I bring the model to the data by running a fixed effects regression to attribute
part of the difference between the observed prices and the computed theoretical ones to the disaster
wedge. Finally, based on a specific disaster type, I estimate the probability of the disaster for each

country and day.

15. Excluded bonds include those with inflation-linked, floating rate, convertible, and bonds with embedded options or
warrants.
16. Refinitiv also offers computed yield curves for third parties, which may have pricing lags.
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1.4.1 Calibration

Calibrating the model for all countries requires setting parameters for the utility function, the laws of
motion for consumption growth and inflation, and disaster-related parameters.

1.4.1.1 Utility function and laws of motion

I derive the utility function parameters from established literature. Following the methodology posited
by Barro (2006), I set the discount factor, 3, to 0.97 per year, and the coefficient of relative risk aversion,

0, to 4, which are common to all the countries.

Table 1.1: Summary of calibration: utility function and laws of motion

Variable Value Source

Time preference (3) 0.97 Barro (2006)

Risk aversion (6) 4 Barro (2006)
Consumption growth (G ) Country-specific IMF/IFS

Inflation (II.;) Country-specific IMF/IFS

Constant of consumption growth (ag ) Country-specific Estimated from WB/WDI
Constant of inflation (ay ) Country-specific  Estimated from WB/WDI
Persistence of consumption growth (¢g,.) Country-specific  Estimated from WB/WDI
Persistence of inflation (¢rq,.) Country-specific  Estimated from WB/WDI
S.d. of consumption growth (o ) Country-specific Estimated from WB/WDI
S.d. of inflation (o7.) Country-specific Estimated from WB/WDI

Notes: The table presents the calibration of the utility function and the laws of motion for consumption growth and inflation.
The utility parameters (3, 0) are taken from the rare disasters literature. Consumption growth (G¢:) and inflation (Il.) are
input from the IMF/IFS database, measured as quarterly GDP growth in constant local currency units and quarterly changes
in CPI, respectively. The constants (o, c, ai1,c), persistence parameters (¢, ¢, ¢1,c), and standard deviations (o¢,c, 0y,c) are
estimated using OLS regressions on annual country-level data from WB/WDI.

Sources: Barro (2006), IMF/IFS, WB/WDI, and author’s calculations.

The laws of motion for consumption growth and inflation are represented by Equation 1.8 and 1.9.
Taking logs transforms the laws of motion into a linear form, which, in the absence of disaster shocks,
follows an AR(1) process. For each country c, I estimate the constant parameters (o, and agq ),
the persistence parameters (¢q,. and ¢ry), and the standard deviations (o . and o, .) using OLS on
WB/WDI time series from 1989 to 2023. The distribution of the estimated parameters shows that the
constant parameters are around 1.02 for both variables. Both log consumption growth and log inflation
exhibit mean reversion. The inflationary process is more persistent, with an average persistence of 0.5,
compared to 0.2 for consumption growth. See Figure A.1 in Appendix A.2 for kernel density plots of
these estimates. For the period-specific consumption growth and inflation, G; and I, I use quarterly
year-over-year data from IMF/IFS.

With all these parameters, I can compute the theoretical non-disaster prices, Q%g , for each maturity
N, country ¢, and period t. As only G and Il vary over time, the non-disaster price is updated

quarterly. See Table 1.1 for a summary of the calibration of the utility function and the laws of motion.

10
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1.4.1.2 Disaster parameters

The disaster parameters to be calibrated include the jumps in consumption growth (Jg) and inflation
(J11), the probability of default during a disaster (), and the haircut size (Jr). These parameters are
calibrated for each type of disaster and are the same for all countries. I define two types of disasters:
interstate war and sovereign default.

For interstate war, I conducted a two-way fixed effects analysis using WDI/WB data.!” The results
show that a year in war reduces consumption growth by 2% and increases inflation by 2%. Therefore,
I'set Jo = 0.98 and Jg = 1.02. The regression results are presented in Table A.2 in Appendix A.3.
I set Jp, to 0.56, based on the haircut analysis from Luckner et al. (2023), which uses historical data
on sovereign defaults triggered by geopolitical disasters. Given that they recorded 45 defaults resulting
from 95 interstate wars, I set the probability of default v to 0.5.

For sovereign default, the objective is to capture the probability of default using 61 . Thus, the
conditional probability of default given a disaster, v, becomes redundant, so it is set to 1. The parameter
Jr is set to 0.44, corresponding to the average sovereign debt haircut reported in Meyer et al. (2022).
The jumps in consumption growth and inflation are set to 1.

Table 1.2: Summary of calibration: disaster parameters by disaster type

Disaster type Jo  Juo v Jr  Source

Interstate war 098 1.02 0.5 0.56 Von Laer & Bartels (2023), author’s calculations
Sovereign default 1 1 1 044 Meyeretal. (2022)

Notes: The table presents the calibration of disaster parameters by disaster type. Jg and Jp are the jumps in consumption
growth and inflation, respectively. v is the probability of default when a disaster occurs, and J is the haircut size. ¢5 = 0.5
for all disaster types.

Source: Barro (2006), Luckner et al. (2023), and Meyer et al. (2022) and author’s calculations on WB/WDI and UCDP/GED
data.

Based on the calibrated disaster parameters and laws of motion, I can compute the overall jump,
JAT,CN, using Equation 1.13. The persistence parameter of the disaster probability, ¢s, is set to 0.5 for all
disaster types. Table 1.2 summarizes the calibration for each disaster.

Figure 1.1 shows the simulated impact of varying &1 s values for each disaster type on the price
curve, based on the U.S. calibration. The likelihood of either interstate war or default leads to a price
drop across all maturities. For interstate war, the inflationary and default risks outweigh the recessionary

effects, causing a decline in prices. Default has a stronger negative impact.

17. To match the conflict size with Luckner et al. (2023), I define war as having more than 1,000 deaths per year using UCDP
data.

11
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(a) Interstate war (b) Sovereign default

Price (QN,USAt)

Maturity (N) Maturity (N)

Figure 1.1: Comparative statics of disaster probabilities

Notes: The figure presents simulated bond price curves for each disaster type—interstate war (left) and sovereign default
(right)—using the U.S. calibration. The simulations vary the one-period-ahead disaster probability, d1,.¢, while holding all
other parameters constant. The persistence of disaster risk is set to ¢s = 0.5, and all jump parameters are taken from Table
1.2. The U.S. calibration is based on the estimation of the laws of motion for GDP growth and inflation using WB/WDI data.
For GDP growth in constant local currency, the constant is ac = 1.02, the persistence ¢ = —0.05, and the residual standard
deviation 0. = 0.01. For inflation, the constant is o = 1.01, the persistence ¢ = 0.517, and the residual standard deviation
oy = 0.01. Prices are computed using Equation (1.11) with G¢ = II, = 1.02.

Source: Author’s calculations.

1.4.2 Bringing the model to the data

Building on the calibration, I bring the theoretical model to the data to estimate investors’ perceived
probability of disaster. Incorporating the panel structure using the country index ¢ and taking logs,

Equation 1.11 transforms into

N
INet = ANet + 108 (14 65 01ct (Jren — 1)) (1.15)

T=1

with gyt = log(Qnet) and q%th = log(Q%Q). The difference between the observed log price and the
theoretical log price captures the disaster wedge. I bring this equation to the data by employing a fixed

effects regression specified as:

dNct :Bd%th"i_ﬁNc"i_ﬁNt"i_ﬁct"’_uth (116)

where k¢, knt and k¢ represent fixed effects for country-maturity, maturity-time, and country-time
interactions, respectively, and u . is the error term. gy is the observed log price of a bond sourced
from Datastream. (jﬁg is the computed non-disaster theoretical log price derived from the model’s
calibration. While observed bond prices are available daily, the computed theoretical prices are updated
quarterly based on economic data. To align frequencies, I interpolate the quarterly theoretical prices to

a daily level. The results are robust when using the quarterly model, which uses quarterly averages of

12
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observed prices.'®

This equation suggests that observed bond prices can be explained by the non-disaster theoretical
price, which reflects expectations based on the current business cycle, plus a set of unobserved factors
varying at different levels. Fixed effects regression offers several advantages. First, it corrects for po-
tential model misspecifications. Comparing Equation 1.15 with the regression equation, if the model
perfectly captures the bond price data-generating process, B would approximate 1. However, allowing
it to deviate provides a more accurate reflection of the relationship and serves as a measure of model
fit. Second, because 1 (; varies at the ct level, the model’s country-time interaction term, K, isolates
variations in country-specific factors over time, which is essential for estimating disaster probabilities.
Finally, the additional fixed effects address structural and temporal influences, which enhance identifi-
cation. The country-maturity interaction term, k., captures structural yield curve differences across
countries, reflecting time-stable variations potentially due to regulatory or market-specific conditions.
The maturity-time interaction term, ¢, controls for maturity-specific factors impacting all countries in

a given period, such as global shifts in demand for certain maturities or adjustments in term premiums.

Table 1.3: Fixed effect regression

Observed price (qnet)
(1) (2) (3) 4) Q)

Non-disaster price (GY5)  0.109*** 0.206*** 0.218*** 0.312%* 0.292%**
(0.001) (0.001) (0.0004) (0.0002) (0.0002)

Country-time FE v v v v
Maturity-country FE v v

Maturity-time FE v v

Observations 1,765,539 1,765,539 1,765,539 1,765,539 1,766,001
Adjusted R? 0.973 0.946 0.850 0.831 0.350

Note: The table presents a fixed effects regression of the observed log bond price (gne: = log(Qne:)) on the log of the

theoretical non-disaster price (¢N5 = log( %CDt)), estimated using the methodology described above. Observed prices are

derived from Refinitiv Datastream yield curve data, based on benchmark government bond yields. The sample includes annual
bond prices with maturities from 1 to 10 years, across 64 countries from 2000 to 2023. Fixed effects are xKn. (Maturity-
country), kn+ (Maturity-time), and . (Country-time). Models differ by their inclusion of these fixed effects. Robust standard
errors are reported in parentheses, with *p < 0.1, **p < 0.05, and ***p < 0.01 indicating significance levels.

Source: Datastream data for observed prices, and theoretical prices are calculated based on WB/WDI and IMF/IFS data.

Table 1.3 presents the regression results from different specifications, which vary in the fixed effects
included. The favorite specification, from which I estimate the disaster probabilities, includes all fixed
effects. Across all specifications, B is positive and significant, showing that the theoretical price moves in
the same direction as observed prices. However, the values are below 1 in all specifications and generally
decrease as more fixed effects are added—from 0.316 (only x.;) to 0.108 (with all fixed effects). The
low B suggests that the non-disaster prices deviate from the actual observed prices—the model tends to
underpredict prices.'” The R? in the baseline model is 0.35 and rises to nearly 1 as all fixed effects are

added. This pattern indicates that the model captures a moderate share of the variation, while the fixed

18. Figure A.2 in Appendix A.2 compares the daily and quarterly models for estimating Ac:.
19. This finding reflects the classic asset pricing puzzle, where standard models fail to match the low observed returns on
risk-free government bonds. This puzzle motivated the inclusion of rare disasters as a potential explanation.

13
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effects capture most of the remaining unexplained variation. Almost identical results are found when
using the quarterly frequency model, see Table A.3 in Appendix A.3.

Given that d1  varies at the country-time level, it is captured in A as the common unobserved
factor at the ct level. Its interpretation is as follows: if 4. is significantly positive, it indicates that there
is an unobserved factor at the country-time level causing bond prices to be higher than what the current
business cycle, and the other factors controlled by the other fixed effects, would suggest. Conversely,
a significantly negative k., implies that this unobserved factor is reducing bond prices. Since disaster
risk reduces bond prices across maturities, as shown in Figure 1.1, a negative . may indicate that the
unobserved factor is disaster risk.

Figure 1.2 illustrates the evolution of k. for six representative countries selected for their distinct
levels of disaster risk. Germany and the United States represent stable countries with no significant
disaster risk. Ireland and Spain exemplify relatively stable countries that experienced periods of disaster
risk (default risk during the European debt crisis) that ultimately did not materialize. In contrast, Greece
and Ukraine represent countries where disaster risk materialized, including Greece’s default in 2012 and
Ukraine’s interstate conflict in 2023. The horizontal lines at 0 and -0.5 serve as reference thresholds
to facilitate comparison of 4. values across countries. For the evolution of k. across the full set of
countries, see Figures A.3, A.4, A.5, and A.6 in Appendix A.2.

Stable countries with no significant disaster risk, such as Germany and the USA, generally exhibit
¢t values that remain positive or only briefly touch the zero baseline. This pattern extends to other eco-
nomically robust regions, including Australia, the United Kingdom, Scandinavian countries (e.g., Swe-
den, Norway, Denmark), and stable European economies like Austria, the Netherlands, and Switzerland.
Likewise, leading Asian economies such as Japan, South Korea, and Singapore also display this pattern.

Relatively stable countries that experienced periods of known disaster risk, such as Ireland and
Spain, typically display positive k. values with only shallow dips into negative territory during times of
financial instability. Ireland’s lowest & point occurs in mid-2011, aligning with austerity measures and
bailout negotiations during the peak of the European debt crisis. Spain similarly reaches a minimum in
mid-2012, reflecting peak financial strain in this period. Comparable patterns are seen in other southern
European countries, including Portugal, Italy, and Cyprus. Other notable examples of brief negative dips
without crossing the -0.5 threshold include Israel during the Second Intifada, amid severe conflict and
economic disruption, and Poland in 2002, during economic adjustments following rapid liberalization
and structural reforms, which led to rising unemployment, social discontent, and fiscal strain. Addition-
ally, countries like Mexico and India experienced multiple brief dips into negative territory, indicating
episodic financial pressures without prolonged instability.

In contrast, Greece and Ukraine exhibit severe declines in &, leading up to their respective disasters,
with values reaching their lowest points and crossing well below the -0.5 threshold as the disasters
unfolded. Greece’s significant drop aligns with its 2012 default during the European debt crisis, while
Ukraine’s plunge reflects the escalation of interstate conflict in 2023. Other severe declines are observed
in Sri Lanka and Ghana in 2022, coinciding with their defaults during severe economic and political

instability.
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Figure 1.2: Evolution of % for selected countries

Notes: The figure shows the estimated evolution of A, the country-time fixed effects from the regression in Table 1.3,
interpreted as a residual component capturing the disaster wedge. Shaded grey bands represent 95% confidence intervals. The

countries shown include Germany, the United States, Ireland, Spain, Greece, and Ukraine. Red lines at 0 and —0.5 serve as
visual benchmarks.

Source: Author’s calculations.

To derive disaster probabilities, I assume k; corresponds to the disaster wedge. Specifically, ~¢
represents the average effect of disaster wedges across all maturities, i.e.,

P > NeN(e) INet — BiNg — XN — ke — RNt 117
: [N(e, ) '

where N(c, t) is the set of maturities available for country ¢ at time ¢, and |N(c, ¢)| is the number of
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them. The theoretical model then implies

B, = ZNEN(c,t) Z»]rvzl log (1 + %7_151,@ (J‘r,cN - 1))
" [N(e, 1)

Finally, I specify the type of disaster by inputting the estimated persistence parameter (qg(;) and the
overall jump effect of the disaster (JAT,c ~) into the previous equation, leaving ¢ ; as the only variable
to be determined. The type of disaster is tailored to each country’s context; for example, an interstate
war is specified for Ukraine, while a sovereign default is specified for Greece. Given that the shortest
maturity bond available is a one-year bond, d1 - corresponds to the probability of a disaster occurring
within one year.

I estimate 91 ; by minimizing the squared difference between A.; and the theoretical form of the

disaster wedge:

> NeN(e) Zivzl log (1 + 52)25—71617015 (jT,cN - 1)) 2

IN(e, 2)]

01,c¢ = argmin | Ae —
01,ct

1.5 Results

Using the process explained in the previous section, I estimate investors’ perceived probability of disaster
for each country and day. To assess their predictive value, I first analyze how these probabilities evolve
leading up to the disaster events. Second, I explore their relationship with credit ratings. Finally, I
conduct a series of forecasting exercises using machine learning techniques to evaluate the predictive

value of the estimated disaster probabilities.

1.5.1 Disaster probabilities before disasters
1.5.1.1 Sovereign defaults: Greece, Ghana, and Sri Lanka

Figure 1.3 shows the evolution of Greece’s sovereign default probability during the European debt crisis,
spanning from the deficit revelation in late 2009 to the execution of the Private Sector Involvement (PSI)
agreement in March 2012. Key events are marked by dashed vertical lines. The probability rose sharply
from 25% after late 2009 when the Greek government admitted its budget deficit was far higher than
previously reported. Austerity measures were implemented, but at least an immediate impact is not
observed. In April 2010, the default probability spiked dramatically from 40% to 60%. It then declined
to 50% in May 2010, coinciding with the announcement of a €110 billion EU-IMF bailout package.
However, this relief was short-lived, as the probability rose again above 70%, before falling back to
50%, aligning with the establishment of the European Financial Stability Facility (EFSF). The EFSF, a
temporary crisis resolution mechanism, aimed to support Eurozone countries in distress by issuing bonds
backed by guarantees from member states. Protests against austerity measures in May 2010 marked the
beginning of a new, slow but steady increase in default probability, rising from 50% to 100% by June
2011. In July 2011, the EU announced a second bailout package that included a plan for voluntary debt
restructuring. On the day of the announcement, the probability dropped by 20%. However, it quickly
returned to 100% and remained elevated until the PSI agreement was finalized. The PSI included a 50%
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haircut for private bondholders, but it was not until March 2012 that it was fully executed.
This case highlights the accuracy of financial markets in predicting sovereign default and their rapid
reaction to new information and policy measures. The figure suggests that bailouts and international

mechanisms have an immediate impact on default probabilities, while austerity measures alone do not.
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Figure 1.3: Evolution of probability of default for Greece

Notes: The figure shows the evolution of the probability of a sovereign default for Greece from October 2009 to March 2012.
Bolded vertical lines mark key events: the 2009 deficit revision, the April 2010 yield spike, the May 2010 EU-IMF bailout, the
creation of the European Financial Stability Facility (EFSF), the July 2011 restructuring announcement, and the final Private
Sector Involvement (PSI) deal in March 2012. Other vertical lines mark additional developments such as the approval of
austerity measures and major protest episodes.

Source: Author’s calculations.

Figure 1.4 tracks Ghana’s rising default probability from May 2018 to its official default in December
2022. The trajectory resembles Greece’s case, as the probability of default steadily rises from 30%
to 100% over several years. However, Ghana’s experience includes fewer notable interventions. In
May 2018, the probability of default stood at 30% and increased steadily to around 60% by the end
of 2020. The COVID-19 lockdown caused a temporary spike in default probability, but it stabilized at
approximately 60% thereafter. It was not until May 2022, when the Ghanaian government dismissed the
possibility of seeking assistance from the IMF, that the probability sharply increased, eventually reaching
100%. Once the probability peaked at 100%, the government reversed its stance and began discussions
with the IMF. Despite this shift, no immediate agreement was reached, and the probability remained
at the 100% level. Toward the end of 2022, the government announced plans for a debt restructuring,

followed shortly by a declaration of default on foreign debt.
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Figure 1.4: Evolution of probability of default for Ghana

Notes: The figure shows the evolution of the probability of a sovereign default for Ghana from May 2018 to December 2022.
Bolded vertical lines mark key events: the COVID-19 lockdown, the announcement of debt restructuring, and the formal default
on external debt. Other vertical lines indicate additional developments such as the May 2022 rejection of IMF assistance and
the subsequent decision to seek an IMF bailout.

Source: Author’s calculations.

Figure 1.5 depicts the probability of default for Sri Lanka from January 2022 to the declaration of
default on foreign debt in April 2022. In February 2022, investors assigned a near-zero probability of
default to Sri Lanka. This began to change in March, following a public statement by the IMF declaring
Sri Lanka’s debt unsustainable. Probability rose to 20% thereafter. Mass protests erupted, and a state
of emergency was declared, keeping the probability stable around 20%. In the days leading up to the
default, the probability surged to approximately 40%, and on the day of the default, it spiked further to
60%.

Although the probability did not reach 100%, the rapid increases leading up to the default provide
clear evidence of investors’ responsiveness of financial markets to developments even in short time

frames.
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Figure 1.5: Evolution of probability of default for Sri Lanka

Notes: The figure shows the evolution of the probability of a sovereign default for Sri Lanka from January to April 2022.
Bolded vertical lines mark key events: the IMF’s March 2022 statement declaring debt unsustainable and the formal default
on external debt in April. Other vertical lines indicate additional developments such as the outbreak of mass protests and the
declaration of a state of emergency.

Source: Author’s calculations.

1.5.1.2 Interstate war: Ukraine and Russia

Figure 1.6 illustrates the evolution of the estimated probability of an interstate war in Ukraine and Russia,
from December 2021 to March 2022. Investors assigned virtually no probability to an interstate war until
approximately two months before the conflict. Starting in January, their perception of war risk began to
shift, with the probability of conflict in the two countries rising gradually to around 20%. Notably, even
after Belarus’s military drills on February 10 and Russia’s recognition of the independence of Donetsk
and Luhansk on February 21, investors’ probability of a conflict remained relatively steady. It was only
after the invasion commenced on February 24 that the estimated probability of interstate jumps to over
90%.

This finding suggests that, compared to sovereign defaults, such as the Greek and Ghanaian cases,
interstate war appears harder to predict. Markets did begin to price in rising geopolitical risk ahead of
the invasion, but not to levels commensurate with the immediacy of the conflict, even one week before it
occurred. This aligns with the findings of Chadefaux (2017), which show that markets often react rather

late to the outbreak of war.
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Figure 1.6: Evolution of probability of interstate war for Russia and Ukraine

Notes: The figure shows the evolution of the estimated probability of an interstate war for Russia and Ukraine from December
2021 to March 2022. Bolded vertical lines mark key events like the invasion of Ukraine. Other vertical lines represent
additional developments such as Belarus’s joint military drills with Russia and Russia’s recognition of the Donetsk and Luhansk
regions.

Source: Author’s calculations.

1.5.2 Disaster probabilities and credit ratings

I analyze the relationship between estimated disaster probabilities and an established measure of default
risk: credit ratings. Credit ratings are qualitative measures of a borrower’s creditworthiness, reflecting
the likelihood of default. Ratings incorporate a broad range of factors, including public debt levels,
fiscal deficits, economic growth, political stability, and governance quality. Given that the disaster prob-
abilities involve sovereign defaults and interstate wars—where default risk is the dominant factor—the
comparison with credit ratings is appropriate. For this exercise, I use monthly averages of the estimated
probabilities.

Figure 1.7 presents a boxplot of the estimated disaster probabilities across credit rating categories:
AAA to B- (low risk), CCC+ to CC- (medium to high risk), and C+ to RD (very high risk or in de-
fault).?? The boxplot illustrates the distribution of the probabilities, with the black line representing the

median, the blue box indicating the interquartile range (25th to 75th percentiles), and the bars extending

20. The grouping of ratings into these categories is based on the S&P study (Rossi et al. 2023), which calculates sovereign
default probabilities for each group based on observed transition frequencies. For ratings ranging from AAA to BB, the one-
year default probabilities are near zero, with AAA at 0% and B at 4%. A sharp increase to 50% is observed when ratings fall
within the CCC to CC category, while no data is reported for the C category.
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to the 10th and 90th percentiles. For ratings from AAA to B-, the median of the default probabilities
remains at 0%, with a compressed distribution reflecting the concentration of developed countries with
minimal default risk. In contrast, the median of the probabilities rises to 30% for CCC+ to CC- ratings,
showing significant variation in the distribution, and exceeds 90% for ratings from C+ to RD, where the
distribution is concentrated at the upper end. The relationship between ratings and default probabilities
is positive and notably non-linear. The AAA to B category encompasses the majority of rating val-
ues—approximately 80%—indicating a disproportionate concentration of low-risk ratings. This shows

that the model’s estimated probabilities follow a similar pattern to credit ratings.
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Figure 1.7: Relationship between disaster probabilities and credit ratings

Notes: The figure shows a boxplot of the estimated disaster probabilities by credit rating category. Credit ratings are obtained
from Refinitiv Datastream, which reports long-term sovereign ratings from several agencies, including Moody’s, Fitch, DBRS,
and R&I. All ratings are converted to the S&P scale using Datastream’s equivalence mapping. The boxplot illustrates the
distribution of the probabilities, with the black line representing the median, the blue box indicating the interquartile range
(25th to 75th percentiles), and the bars extending to the 10th and 90th percentiles.

Source: Author’s calculations.

1.5.3 Predictive value of the estimated disaster probabilities

To assess the predictive value of the estimated disaster probabilities, I conduct a forecasting exercise to
predict the occurrence of any disaster in the next month. Three specifications are used: one using only
disaster probabilities, another using only credit rating variables, and a third combining both sources.
The credit rating variables include the current rating, the magnitude of the last downgrade and upgrade,
and the time since the last downgrade and upgrade.

For models using credit ratings, I employ a Random Forest, a machine learning technique that builds
multiple decision trees and aggregates their predictions, allowing it to capture non-linear relationships
and complex interactions.”! When using disaster probabilities alone, they are applied directly, as they
already represent one-year-ahead probabilities. The combined model includes both data sources and

uses the same Random Forest specification.

21. The Random Forest model uses 500 trees, with 6 variables randomly selected at each split.
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To evaluate the predictive performance of the models, I use two standard metrics: the ROC curve
and the PR curve. The ROC curve plots the true positive rate (TPR) against the false positive rate (FPR)
across different classification thresholds.??> The TPR represents the proportion of actual positive events
correctly identified relative to the total number of actual positive events, while the FPR indicates the pro-
portion of negative events incorrectly classified as positive, relative to the total number of actual negative
events. The ROC-AUC summarizes this curve into a single value, where 1.0 represents perfect discrim-
ination and 0.5 indicates performance equivalent to random guessing. A higher ROC-AUC reflects the
model’s ability to effectively distinguish between positive and negative outcomes across all thresholds.
In contrast, the PR curve evaluates the balance between precision (the proportion of correctly predicted
positive events out of all predicted positives) and recall (the proportion of actual positive events correctly
identified out of actual positives).>> The ROC curve evaluates performance across all thresholds and is
generally preferred for assessing overall discrimination. The PR curve focuses on how well the model
captures the positive cases by comparing the share of correctly predicted positives among total predicted
positives (precision) and among actual positives (recall), making it especially useful when the focus is

on the positive class and class imbalance is present.
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Figure 1.8: Predictive performance of disaster probabilities and credit ratings for disasters

Notes: The figure shows the predictive performance of three different models for forecasting disasters: using only disaster
probabilities, using only credit rating variables (including the current rating, the magnitude of the last downgrade and upgrade,
and the time since the last downgrade and upgrade), and using both sources. Disaster probabilities are used directly, while the
other models rely on a Random Forest model. All models are implemented using an expanding window forecasting method.

Source: Author’s calculations.

Figure 1.8 shows the predictive performance of the three models for forecasting disasters. Disaster
probabilities perform reasonably well, achieving an AUC of 0.79 for the ROC curve and 0.24 for the PR
curve. The Random Forest model utilizing credit ratings performs significantly better, with a ROC-AUC

22. TPR, also known as sensitivity, is defined as TPR = '"ljrue Positives ——. FPR is defined as FPR =
True Positives + False Negatives

False Positives

False Positives 4+ True Negatives
.. True Positi . .
23. Precision = - .rue OSTIVES ——. Recall is equivalent to TPR.
True Positives + False Positives

= 1 — Specificity.

22



1.6 Conclusions

of 0.94 and a PR-AUC of 0.76. Notably, integrating disaster probabilities into the credit ratings model,
further improves the ROC-AUC to 0.97 and the PR-AUC to 0.92. The exceptionally high performance
of these models can be justified by the nature of defaults, which rarely occur as sudden surprises. In-
stead, they are often the result of prolonged processes and involve a self-fulfilling component as investor
pessimism increases borrowing costs.

These results show that credit ratings remain the stronger standalone predictor with a very high
performance. Yet, disaster probabilities improve the model further, highlighting the informational value

of bond market data in forecasting events.

1.6 Conclusions

This paper introduces a novel approach to estimating investors’ perceived probability of disaster from
yield curve data. I provide daily estimates of the one-year-ahead disaster probability as perceived by
investors for around 60 countries from 2000 to 2023. Then, I assess the predictive value of these proba-
bilities through several exercises.

Disaster probabilities spike before major events, such as the debt restructurings in Greece and Sri
Lanka, where probabilities reached 100% months in advance. In other cases like Ghana, the increase
was more abrupt and closer to the default date. A similar pattern is observed for the onset of the Rus-
sia—Ukraine war, with a rise in the weeks preceding the invasion but not before. Furthermore, the esti-
mated probabilities enhance the predictive power of credit ratings for predicting disaster events. Overall,
while investors’ beliefs are not perfect in all cases, the evidence shows that markets can still perform
reasonably well and respond quickly to rising risks.

This model adopts a specific approach to estimate investors’ beliefs, and the inferences are tied to
this structure. However, future research can address its limitations and explore alternative frameworks.
First, there is room for improvement in the performance of the theoretical model. Expanding the model
to incorporate additional instruments, such as equities and corporate bonds, and developing a general
equilibrium framework could more accurately capture the data-generating process. This would improve
theoretical price estimations and enhance the identification of disaster risk. Another issue is the inability
to distinguish between the probability of a disaster and its effect, as the model relies on general assump-
tions about the magnitude of disaster-related jumps. Calibrating these jumps to be country-specific or
dependent on other variables could address this limitation. Additionally, the current approach requires
specifying the type of disaster based on the country’s context, limiting the model’s use for long-term
analysis as these contexts are likely to change. Integrating an NLP model to analyze news reports and
text data could help identify not only the type of disaster but also its severity, allowing for a more precise
estimation of disaster risk probabilities.

Finally, estimated disaster probabilities have broader uses beyond prediction, including identifying

policies that reduce investor fears, assessing their welfare effects, and analyzing disaster spillovers.
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2. Caught in a Trap: Simulating the Economic Consequences of Internal Armed Conflict

2.1 Introduction

Internal armed conflict is recognized as a major and growing concern for development.! Beyond its
immediate economic consequences, conflict further degrades material conditions and erodes social co-
hesion, setting the stage for more conflict. This leads to vicious cycles of violence—a phenomenon
known as the conflict trap. Scholars have recognized the significant influence of the conflict trap on
macroeconomic development (Collier et al. 2003; Rohner et al. 2013; Rohner and Thoenig 2021).% Yet,
there is no analysis quantifying its effect on the long term. Such estimates would support the assessment
of conflict’s economic cost, clarify its developmental toll, and help quantify the value of investing in
prevention strategies. A reason for this gap is that the conflict trap is hard to define as it persists from

the conflict into the post-conflict period, requiring a structural model to evaluate its impact.

o |
@© { e Conflict
e Post-Conflict
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Number of consecutive post-conflict peace years

Figure 2.1: The conflict trap: high risk of conflict during conflict and post-conflict peace

Notes: The figure shows the risk of renewed outbreak for the different number of consecutive years of peace after conflict.
The risk is estimated using the proportion of transitions observed in the data. Point estimates are displayed as circles where
bars indicate significance at 5% using the Wald method. Conflict is defined as surpassing the threshold of violence intensity
that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per million inhabitants
during a year.

Source: Authors’ calculations based on population data from the World Bank’s World Development Indicators, and number of
battle-related fatalities from Uppsala Conflict Data Program’s Georeferenced Event Dataset.

This article proposes a simple version of such a model. We follow the conflict literature and assume
that conflict dynamics can be captured by a Markov process (Besley and Mueller 2012; Hegre et al. 2013;
Besley et al. 2024) , which we extend to capture the conflict trap. Figure 2.1 shows the conflict dynamics

we incorporate into the model. The y-axis shows the likelihood of internal armed conflict in the next year

1. Over half of the world’s extreme poor is predicted to reside in countries marked by fragility, conflict, and violence (World
Bank 2020). For an analysis, refer to Corral et al. (2020).
2. The conflict trap has proven useful for forecasting conflict risk; see Hegre et al. (2017) and Mueller and Rauh (2022).

28



2.1 Introduction

during and after conflict.> The likelihood of remaining in conflict is very high, nearly 80%. In the first
year of peace after conflict, the likelihood of a renewed outbreak is over 20%. It then falls monotonically
to 3% after 4 years and stabilizes around that level. After 10 consecutive years of peace, the likelihood
of resurgence is close to 2%. This means not only that conflict is self-perpetuating, but also that the post-
conflict period is extremely risky - around half of the countries that escape from conflict will experience
a resurgence before reaching 8 years of peace. This pattern of falling risk is extremely robust across
time, sets of countries, and conflict definitions.

Our model of the conflict trap is a discrete-time Markov process where there is a state of conflict,
multiple states of post-conflict peace, and a state of stable peace. Modeling the post-conflict period as a
sequence of different stages allows us to model the conflict trap in a tractable manner without sacrificing
the Markov assumption. We estimate the transition matrix from the history of armed violence and the
GDP per capita growth distribution of each state through a country fixed effects regression. We simulate
dynamics between conflict and peace by drawing transition paths from the estimated transition matrix
and drawing growth rates from the corresponding distribution of the realized states. This allows us to
estimate the distribution of developmental effects of the conflict trap.

We also explore the role of the severity of the conflict trap. We use a Machine Learning (ML) model
with cross-validation to predict the extent of the trap for each country using fixed characteristics. We
use this prediction to partition our dataset into samples that are more and less prone to trap dynamics.

We find that for the aggregate sample using the full dataset, entering a conflict results in an average
GDP per capita loss of about 20% over 30 years. This loss escalates to 30% at the 75th percentile and
nearly 45% at the 90th percentile. When partitioning the data, we find that within the conflict-prone
sample, the average GDP per capita loss approximates 30%, with losses at the 90th percentile exceeding
50%. Even in the less conflict-prone sample, the economic impact remains substantial, with an average
loss of about 15% and losses exceeding 35% at the 90th percentile.

This underscores the importance of aiding countries in both exiting the conflict trap and, more im-
portantly, preventing them from falling into it, as key strategies for development. We also show that
while the extent of the trap cannot be predicted perfectly, there is a predictable element to its dynamics.
This makes our findings actionable in the sense that macroeconomic development in the most at-risk
countries can be promoted through interventions designed to counter challenges posed by conflict.

Our statistical model provides a way to integrate post-war growth dynamics into the empirical dis-
cussion of the long-term effects of internal conflict. Long-run macroeconomic growth and the extent
of violent conflict have often been linked theoretically (Rodrik 1999; Collier 2007; North et al. 2009;
Besley and Persson 2011a). However, causal identification of the link running from conflict to long-
run outcomes has been plagued by concerns of reverse causality and omitted variable bias. Empirical
macro studies therefore tend to focus on the contemporaneous growth effects of war episodes (Collier
1999; Cerra and Saxena 2008; Mueller 2016; De Groot et al. 2022). Moreover, standard macroeco-
nomic theory suggests that growth is particularly strong after civil wars as capital stocks re-adjust to
higher productivity (Collier 1999). This would suggest that the long-term economic costs of conflict are
relatively low. Although there is some empirical support for this hypothesis for external wars (Organski
and Kugler 1977, Davis and Weinstein 2002, Steven Brakman and Schramm 2004, Miguel and Roland

2011), in the macro data there are no visible growth spurts at the end of internal conflicts (Cerra and Sax-

3. Our conflict definition is discussed below. Mueller and Rauh (2022) exploit this same pattern to forecast conflict risk.
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ena 2008, Mueller 2012). In their review of the latest literature, Rohner and Thoenig (2021) emphasize
the presence of macro-level complementarities that perpetuate “war traps” with devastating effects on
long-term development.* A rationale for the absence of readjustments after internal wars is that human
capital is heavily affected and cannot readjust easily (Barro and Sala-i-Martin 2004).> Pinotti (2015)
shows that the rise of mafia activity in southern Italy led to a lasting slowdown in economic develop-
ment.% Recent studies also show that conflict can cause broader and persistent economic disruptions by
damaging supply chains and production networks (Couttenier et al. 2022; Federle et al. 2024; Korovkin
et al. 2024). We quantify the long-term effects of averse trap dynamics to demonstrate that a crucial
aspect is the post-war risk of re-emerging conflict. Importantly, we use fixed effects growth estimates in
our simulations and find relatively minor differences in the contemporaneous growth damages of con-
flict between the samples. Fixed country characteristics therefore drive long-term economic outcomes
through the conflict trap dynamics they are associated with.

Our conflict trap model generates averse cycles of growth. These growth dynamics can be linked to
macroeconomic studies on growth and volatility (Easterly et al. 1993; Ramey and Ramey 1995; Berg
et al. 2012), particularly those identifying the cyclical growth patterns of emerging countries (Aguiar
and Gopinath 2007; Garcia-Cicco et al. 2010). Aguiar and Gopinath (2007) note that emerging market
growth is characterized by shocks to trend growth rather than transitory fluctuations around a stable
trend. In other words, growth histories in emerging markets are characterized by long-lasting episodes
in which economic growth is consistently low which are then followed by sudden growth spurts with a
different trend growth. This is the kind of growth behavior that conflict traps generate but the two have
not been linked in the macroeconomic literature.

Finally, our methodology for endogenizing trap dynamics is based on the literature that analyzes the
causes of conflict. We show issues like geographic features (Nunn and Puga 2012), political institutions
(North et al. 2009; Besley and Persson 2011b; Robinson and Acemoglu 2012), natural resources (Dube
and Vargas 2013; Bazzi and Blattman 2014; Berman et al. 2017) and ethnic and religious composition
(Esteban and Ray 1994; Montalvo and Reynal-Querol 2005; Michalopoulos and Papaioannou 2016) can
predict some of the variation in the extent of conflict and the conflict trap. We build on this literature by
predicting both the extent of violence and time spent in the conflict trap in the period 1989-2021 using
these factors and other factors like GDP per capita. We find that predictable conflict risk is associated
with substantial long-term economic costs through a worsening of conflict trap dynamics.

The following section outlines the conceptual model of the conflict trap. Section 2.3 is dedicated to
the model’s estimation. In Section 2.4, we present and discuss the results, followed by our conclusions

in the final section.

2.2 A model of the conflict trap

This section presents our empirical model of the conflict trap. Our central assumption is that a country’s
transition between conflict and peace can be described by a discrete-time Markov process.

Let s; represent the state at period ¢. It can take values from the state space defined as S =

4. See also Mueller and Tobias (2016).

5. There is growing evidence that the costs of internal wars for health and human capital formation are severe (Ichino and
Winter-Ebmer 2004; Blattman and Annan 2010; Leon 2012; Akresh et al. 2012; Tapsoba 2023).

6. The effect is driven by reduced private investment and a shift toward less productive public capital.
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{0,1,...,4,...,7,7 + 1}. When s; = 0, the country is in the state of conflict. When s, = k s.t.
k € [1,7], the country is in the kth consecutive year of post-conflict peace. States 1 to 7 capture the
post-conflict period in a strict chronological order. We refer to this post-conflict peace phase as unstable
peace. Finally, when s; = 7 + 1, the country is in stable peace, i.e. it is outside of the conflict trap. Sta-
ble peace represents a state that is not conditioned by the conflict history of a country — once a country
escapes the conflict trap, transitions to conflict are as likely as in a country that never had a conflict.

When a country is in conflict (s; = 0), it can either stay in conflict or transition to the first year of
post-conflict peace (s; = 1). When a country is in its first year of peace, it can either return to conflict
or transition to the second year of post-conflict peace (s; = 2). This pattern repeats until the country
reaches 7 consecutive years of post-conflict peace (s; = 7). At this point, the country can either go
back to conflict or transition to stable peace (s; = 7 + 1). The parameter 7 determines the threshold of
consecutive years of peace needed to escape from the conflict trap. Finally, a country in stable peace can
either return to conflict or stay in stable peace.

By the structure of the Markov process we assume, a country can only transition in two directions, to
conflict or to one more year of peace. This allows us to simplify the notation of the transition probabili-
ties, making 7; to be the probability of transition to conflict from state i. Thus, 1 — 7; is the probability

of adding a year of peace from state ¢. The transition matrix is

T 1—mo 0 0 0

T 0 1—m 0 0
II =

T 0 0 o 0 1—m,

Tril 0 0 e 0 1 —mrpg

Note that the assumption of a Markov process implies that the dynamics in all countries can be described
by a single transition matrix. Importantly, this also means that the likelihood of re-entering the conflict
during the stabilization process or from stable peace is not a function of the country’s longer history.
This is a stark simplification as much of the conflict literature links armed conflict outcomes to fixed
characteristics like the colonial history of a country or its geographic features. However, we show in
Section 2.3.2 that predicting which countries will get stuck in the trap based on pre-determined features
is surprisingly difficult.

To capture the impact of conflict on development we focus on real GDP per capita. Denote GD P,
as the real GDP per capita when the Markov process is at period ¢. The realization of the state affects
GDP,;1 by determining the distribution from which growth, w1, is drawn, i.e., us11[S¢+1 ~ fi=s, -

Then, at each period, GD P, 1 updates according to
GDP, 1 = GDPy(1 + u41) (2.1)

For example, if a country is in conflict at period 2 (s3 = 0), uo is drawn from fy. Then, if uo = —0.01,
it implies that GDP per capita is reduced by 1% from period 1 to 2 in the state of conflict.

We consolidate all the growth distributions into a single vector f = ( fo fi ... f7+1) which
we refer to as growth vector. We expect to draw lower growth from fy compared to the other elements

of the growth vector. This kind of model will therefore lead to dynamics in which countries cycle back
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and forth between high and low growth episodes.

2.3 Estimation

2.3.1 Defining conflict and conflict trap’s length

Our definition of conflict is based on surpassing the threshold of violence intensity that significantly
harms the economy. We measure violence intensity by calculating the number of battle-related deaths per
capita using the Uppsala Conflict Data Program’s Georeferenced Event Dataset (UCDP/GED)’ together
with population data from the World Bank’s World Development Indicators (WB/WDI).® To find this
threshold, we identify country-years with violence, arrange them in order of violence intensity, and bin
them into deciles. We then run a country fixed effects regression of growth on these deciles, controlling
for time fixed effects. We find that an appropriate threshold to define conflict is having as much violence
as our seventh decile (top 40% most violent years), which corresponds to having more than 9.35 battle-
related deaths per million inhabitants during a year.” We also show robustness checks for more restrictive
thresholds to define conflict.!®

From Figure 2.1 we know that the risk of a renewed outbreak next year stabilizes for higher states.
We choose 7 = 7 so be sure to have enough observations to have meaningful transition likelihoods.'!

This leads to a total of 9 states. We also conducted a robustness check with a shorter conflict trap.'?

2.3.2 Predicting the extent of the conflict trap

To study the role of the conflict trap at the intensive margin, we employ a ML model with cross-validation
to predict its extent for each country. This prediction enables us to partition our dataset into a more and
less conflict-prone sample. By re-running our analysis separately on these subsets, we quantify the
effects of more and less pervasive types of conflict traps. This approach also enables us to identify
which countries are at higher risk of being trapped.

A comprehensive dataset of country characteristics is constructed from various sources: Nunn and
Puga (2012) (legal origin France, Africa dummy, ruggedness, % fertile soil, % desert, distance to coast,
longitude and latitude), Montalvo and Reynal-Querol (2005) (ethnic polarization/fractionalization and
religious polarization/fractionalization), Polity5 dataset (polity2 score, executive constraints, executive
openness, and executive competitiveness) and the WB/WDI (natural resource dependence of GDP, GDP,
and population). We use only the values of these variables that are pre-determined in our sample period
to minimize concerns of reverse causality. This set reflects structural and highly persistent characteristics

associated with conflict, as emphasized in the conflict literature. While some measurement error is

7. UCDP defines an event as: “An incident where armed force was used by an organized actor against another organized
actor, or against civilians, resulting in at least 1 direct death at a specific location and a specific date”. We are using the “best”
estimate of fatalities summing all types of violence and aggregating all fatalities for each country-year.

8. See Mueller (2016) for a more detailed analysis along these lines using subnational data.

9. The results are displayed in Figure B.1 in Appendix B.2. A clear pattern emerges in which the most intense conflicts are
also associated with the largest contraction of growth. The coefficients at the 7th, 8th, 9th, and 10th deciles are significantly
negative at the 10% level, and among these deciles, only the coefficient at the 8th decile is not significant at the 5% level.

10. They lead to even larger estimates of the impact of internal armed conflict. See Figure B.6 in Appendix B.2.

11. Mueller and Rauh (2022) show that conflict history loses its predictive power for renewed outbreaks between 4 and 10
years.

12. We tested 7 = 4 and the results are similar. See Figure B.4 in Appendix B.2.
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inevitable, we rely on standard sources widely used in the empirical literature. For a more detailed
explanation of how missing data was addressed, see Appendix B.1.

We employ two ML models: a linear Lasso regression and a Random Forest. The predicted score
is the share of years that the country is in the conflict trap in the period 1989-2021. We then use
cross-validation to tune hyperparameters'® and to calculate the R-squared statistics. For the Random
Forest, the cross-validated R-squared score is 0.128, for the Lasso regression this is 0.149, and when
we combine both through an average we get 0.173. We therefore always stick to the average of the two
models (ensemble). Predicting the extent of the conflict trap in this way is relatively hard ex-ante with
an R-squared of less than 20 percent. The out-of-sample prediction ensures that we only use predictable
variation of which countries are more conflict-affected in our analysis. We find that GDP per capita
levels are a main predictor of trap risk.'*

Using the fitted value from this exercise we generate two samples. Countries are binned into deciles
based on their prediction scores. Figure 2.2 displays the model fit, with cross-fitted values on the x-axis
and actual variation in conflict trap exposure on the y-axis. We split the sample so that each sub-sample
contains a similar total number of years of conflict. The conflict-affected group defined as the countries
in the 9th and 10th deciles would go on to spend half their years in the conflict trap. We will return to
this point after presenting our main results in Section 2.4.

We refer to the specification of the whole data set as aggregate sample, to the less conflict-prone

sample as peaceful sample, and to the more conflict-prone as conflict sample.

2.3.3 Transition matrix and growth vector

The transition matrix is estimated using the proportion of transitions observed in the data. The corre-
sponding estimates for each specification are shown in Table 2.1. When using the whole dataset, the
likelihood of staying in an additional year of conflict is 76%. This leads to an expected duration of
uninterrupted conflict of 4.17 years.!> Once conflict ends, the likelihood of going back to conflict falls
dramatically to 22% in the first year after conflict, 16% in the second year, and 7% after seven years in
peace. Finally, the baseline likelihood of conflict is just 2% in stable peace. On average, it takes 18.46
years, i.e. almost two decades, to escape from the trap.'®

Comparing the other two specifications, the transition probabilities show that the likelihood of tran-
sitioning to conflict is significantly higher in the conflict sample for most of the states, indicating a higher
tendency to remain in the conflict trap. Specifically, the expected duration of uninterrupted conflict is
3.45 years for the peaceful sample and 5.56 years for the conflict one. Meanwhile, the expected number
of periods in the conflict trap is 15.72 for the peaceful sample and 24.49 for the conflict one. Note
that the pattern of high persistence in conflict and falling risks in post-conflict is robust across samples.
However, the conflict sample suffers a significantly higher baseline risk of conflict outbreaks from stable
peace.

To estimate the growth vector, we regress GDP per capita growth on a set of dummy variables d; j;

13. Everything is implemented in Python using the sklearn package. We find Lasso — alpha
0.0001, Random Forest — max_depth : 4, min_samples_leaf : 20, n_estimators : 500.

14. See features’ importances in Figure B.2 in Appendix B.2.

15. We calculate it using the geometric distribution formula: 1/(1 — 7).

16. This statistic is obtained using the fundamental matrix of Il, treating stable peace as an absorbing state. The fundamental
matrix is defined as F = (I — Q) ™", where Q is the submatrix of IT excluding the absorbing states.
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Figure 2.2: Risk deciles and extent of conflict trap
Notes: The figure shows the ensemble prediction value binned by decile together with the average extent of the conflict trap in
each of the bins. The 20 countries in the top trap risk decile spent more than 60% in the conflict trap in the period 1989-2021.
Source: Authors’ calculations based on replication dataset from Nunn and Puga (2012) (legal origin France, Africa dummy,
ruggedness, % fertile soil, % desert, distance to coast, longitude and latitude), Montalvo and Reynal-Querol (2005) (ethnic
polarization/fractionalization and religious polarization/fractionalization), Polity5 dataset (polity2 score, executive constraints,

executive openness, and executive competitiveness) and the WB/WDI (natural resource dependence of GDP, GDP, and popu-
lation).

that correspond to the state of country j at year t. We use GDP (in constant 2015 USS$) covering the
period from 1989 to 2021 across over 190 countries. The regression equation is

-
Growthje = _ Bidije + 115 + v + €51, 22)
i=0

where 11; and ~y; represent country and time fixed effects respectively. The omitted category is stable
peace. The results for each specification are shown in Table 2.2. In all specifications, a year in conflict
lowers growth by more than 3 percentage points, which lies inside the bounds of the literature. Im-
portantly, the different conflict samples produce very similar findings regarding the growth effects of

conflict. The coefficients of the rest of the states are small and insignificant in all specifications.
Both concerns of omitted variable bias and reverse causality apply to cross-country regressions.
There is now, however, a large literature that shows that conflict has large economic causal effects at
the micro level,!” and Rohner and Thoenig (2021) concludes that these probably still constitute a lower

bound. The causal interpretation is in line with the finding that more intense violence is associated with

17. Guiso et al. (2009), Cassar et al. (2011), and Rohner (2011) provide evidence that conflict diminishes economic ac-
tivity by eroding trust, cooperation, and trade. Conversely, findings on the reverse channel at the country level have given
contradictory or weak results Bazzi and Blattman (2014) and Berman and Couttenier (2015).
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Table 2.1: Estimated transition probabilities

Stay in Conflict Unstable Peace to Conflict Stable Peace to Conflict
o T o 3 Ty 5 6 7 g
AS 0.76 022 0.16 0.09 0.03 0.06 0.05 0.07 0.02
PS 0.71 020 0.12 0.07 0.03 0.07 0.04 0.06 0.01
CS 0.82 024 023 0.12 0.03 0.03 0.08 0.08 0.05

Notes: The table shows the estimated transition probabilities for each specification: the aggregate sample (AS), the peaceful
sample (PS), and the conflict sample (CS). They are estimated using the proportion of transitions observed in the data. 7;
denotes the probability of transitioning to conflict from state ¢, where ¢ = 0 is conflict, ¢ = k s.t. k € [1, 7] is the kth number
of consecutive years in post-conflict peace, and ¢ = 8 is stable peace. Conflict is defined as surpassing the threshold of violence
intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per million
inhabitants during a year.

Source: Authors’ calculations based on population data from WB/WDI, and number of battle-related fatalities from
UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2

Table 2.2: Estimation of the growth vector

Aggregate Sample  Peaceful Sample  Conflict Sample

GDP per capita Growth
Conflict -0.0320*** -0.0335** -0.0320**
(0.00823) (0.0112) (0.0111)
1st Year Post-conflict Peace 0.00481 0.00419 0.00568
(0.00761) (0.0108) (0.00894)
2nd Year Post-conflict Peace 0.00176 0.00494 -0.00276
(0.00713) (0.0102) (0.00710)
3rd Year Post-conflict Peace 0.000921 0.000639 -0.00111
(0.00633) (0.00790) (0.0106)
4th Year Post-conflict Peace 0.00608 0.00495 0.00355
(0.00562) (0.00700) (0.00998)
5th Year Post-conflict Peace 0.000295 0.000306 -0.000776
(0.00503) (0.00570) (0.00977)
6th Year Post-conflict Peace 0.00217 0.000923 0.00112
(0.00461) (0.00541) (0.00950)
7th Year Post-conflict Peace 0.00155 -0.00387 0.0122
(0.00417) (0.00455) (0.00840)
Observations 5730 4676 1054
Country FE Yes Yes Yes
Time FE Yes Yes Yes
(Within country) R? 0.122 0.175 0.0815

Notes: The table shows the regression results from equation 2 used to estimate the growth vector for each specification: the
aggregate sample, the peaceful sample, and the conflict sample. A country fixed effects model is employed where GDP per
capita growth is regressed on a set of dummies representing the states of the model. The base category is stable peace, defined
as having more than 7 consecutive years of post-conflict peace. Year fixed effects were also included as control variables.
Conflict is defined as surpassing the threshold of violence intensity that significantly harms the economy, which corresponds
to having more than 9.35 battle-related deaths per million inhabitants during a year. Robust standard errors are in parentheses.
*p < 0.05, "*p < 0.01, **p < 0.001.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2.
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more dramatic declines in growth.'® In any case, we are using reliable estimates with a reasonable claim
to identification and outside validity. These results are also robust to a more demanding specification
with country time trends.'® Lastly, considering recent debates on the problems of two-way fixed effects
in cases of potentially heterogeneous treatment (De Chaisemartin and d’Haultfoeuille 2020; Callaway
and Sant’ Anna 2021; Sun and Abraham 2021),2° we can show that these are not an issue in our case.?!

Since stable peace is the omitted category, we normalize growth for this state to 0, i.e. f7+1 = 0. For
the rest of the states, the growth distribution follows a normal distribution with the estimated coefficient
as the mean and the standard error as the standard deviation. Formally, for h € S s.t. h < T, fh =
N (Bh, &,‘f EY with &;? E being the standard error of /3;. Therefore, the estimated growth vector is given
by the growth estimates from Table 2.2 with a 0 added, i.e., f = (,/\/’(BO, 65F) N(By,65F) ... 0) :
This means that GDP per capita growth is stochastic for all states but not for stable peace due to the 0
growth normalization that we impose. Assumptions regarding the baseline growth do not affect the
relative GDP losses we show in the results.

Note that the different specifications have very similar growth vectors. This suggests that any varia-
tion between them in the simulation results can be mainly attributed to differences in conflict dynamics,
rather than to variations in the impact of conflict itself. Furthermore, a reduction of 3 percentage points

is significant, but it is unclear whether such a number can explain large cross-country differences.

2.3.4 Simulation

A~

Given our estimated Markov model composed by the estimated transition matrix (II) and growth vector
( f ), we can simulate growth paths that countries experience as they move through the state space.

We make a thought experiment in which a control group of countries is always in stable peace which
always generates 0 growth. The treated group of countries suffers an outbreak of conflict. Treated
countries start with GDPy = 100 and in the state of conflict.??> Importantly, we make stable peace
absorbing (g = 0) to capture the net aggregate effect of falling into the conflict trap once. We draw
transition paths from the estimated transition matrix and the growth from the corresponding distribution
in the growth vector. The simulation has 7" = 30 periods and it is repeated N = 100000 times to get a
good sense of the distribution of the GDP loss (compared to GD P; = 100) over time.

Note that we only impose a starting year in conflict, along with its associated immediate economic
impact. The long-term losses stem from the repeated outbreaks of violence a typical country will suffer
after this initial onset. In this way, we are able to study the effect of the conflict trap in isolation. This
provides a nuanced interpretation of the results, which differs from the conflict literature where aggregate

losses are typically reported conditional on the specific duration of the conflict episode.

18. In our robustness analysis with stricter conflict definitions, we observe that higher violence intensity results in greater
economic losses. See Figure B.1 in Appendix B.2.

19. See Table B.10 in Appendix B.3.

20. See De Chaisemartin and d’Haultfoeuille (2023) for a related survey.

21. Using the command twowayfeweights we find that the proportion of negative weights is less than 5% and their sum
is -0.0018.

22. The distribution of states in period 0 is po = (1 0o ... 0),.
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2.4 Results

The results of the simulations for each specification are shown in Figure 2.3. The x-axis of the figure
counts the years after an outbreak of conflict in the treated sample. Since all treated countries start in
conflict, the loss increases sharply. Then, as time goes by, more countries first leave ongoing conflict
and escape the conflict trap. When a large part of the treated samples reaches absorbing stable peace
growth converges back to the benchmark’s growth rate.

In the aggregate sample (shown on the left), the average loss in GDP per capita after 30 years is
almost 20%. This is a large effect. For comparison, the median growth of GDP per capita in the 30 years
between 1990 to 2020 was about 50%. Importantly, there is a large heterogeneity across simulations
with the 75th percentile experiencing a decline of 30% while the 90th percentile declines by almost
45%. In other words, doing better or worse inside the conflict trap can explain substantial changes in the
long run.??

When comparing the two other samples, the higher conflict tendency of the conflict sample leads to
significantly greater losses, the average loss in the conflict sample is almost twice as high than in the
peaceful sample. More strikingly, the 90th percentile of the conflict sample reaches losses above 50%.
Losses in the 90th percentile in the peaceful sample are 35% which makes the conflict trap important
even here. Overall, we get a good understanding that both the extensive and intensive margins matter.

As discussed in the previous section the larger losses in the conflict sample are the result of a more
severe conflict trap dynamics with more persistent conflict and a higher likelihood of re-surging conflict
in the years after conflict. Keep in mind that our classification was based on cross-validated predictions
which suggest that the conflict sample would spend around half of its time in the conflict trap. Our
results suggest that if such a sample can be identified today—perhaps through existing conflict histories
or other structural factors—we can expect severe macroeconomic effects of the conflict trap for this

sample.

2.5 Conclusion

This study aims to enhance our comprehension of the long-term consequences of the conflict trap. To
achieve this, we propose a simple framework that combines a probabilistic model of conflict dynamics
with within-country estimates of economic costs. Together, we can simulate the growth trajectories
that countries follow as they navigate through periods of conflict and peace. We use ML techniques
to predict conflict trap’s extent for each country, allowing us to classify our dataset into more and less
conflict-prone samples and conduct separate analyses on these groups.

The simulation results show that entering conflict will induce an average loss in GDP per capita after
30 years by close to 20%, a loss of 30% in the 75th percentile, and a decline of nearly 45% in the 90th
percentile. The loss in the 90th percentile for the conflict sample is more than 50% and for the peaceful
one is still 35%. We only impose one outbreak of conflict, and the remainder of the losses are due to the
effect of the estimated conflict dynamics. This underscores that aiding countries in exiting the conflict

trap, and more importantly, preventing them from falling into it in the first place, are key to development.

23. We checked whether the random growth element coming from the growth regression alone can explain some of this
variation. We find that the long-run level changes that could be explained by this part are small. For more information, see
Figure B.5 in Appendix B.2.
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Figure 2.3: Evolution of GDP per capita loss

Notes: The figure shows the evolution of GDP per capita loss due to entering into conflict for each specification: the aggregate
sample, the peaceful sample, and the conflict sample. Growth paths are simulated for countries as they transition through the
state space, utilizing the respective estimated transition matrix from Table 2.1 and growth vector from Table 2.2. Countries start
in conflict and stable peace is absorbing. Conflict is defined as surpassing the threshold of violence intensity that significantly
harms the economy, which corresponds to having more than 9.35 battle-related deaths per million inhabitants during a year.
The distribution at each period is described by the average, 75th percentile, and 90th percentile. The horizon for simulation is
T = 30, and the number of simulations conducted is N = 100000. The methodology for sample partitioning is described in
Section 2.3.2

Another takeaway from our method is that predicting the extent of the conflict trap both in the long
run and in the short run should help target preventative policies. The model we estimate using a simple
ML ensemble produces a highly imperfect forecast which could nonetheless help flag countries that
would be affected by the conflict trap much more severely. If such a sample can be identified today,
thinking about policies for escaping the conflict trap becomes a prerogative from a macroeconomic
perspective.

Our model is modular in the sense that it allows using estimates derived from different methodologies
regarding the economic costs of conflict. We use cross-country regressions with fixed effects to derive
the cost of ongoing conflict and our results are consistent with comparable subnational studies (Abadie
and Gardeazabal 2003; Mueller 2016). However, our framework is not restricted to using these results.
If comparable evidence from, say, natural experiments on the cost of conflict becomes available, these
can easily be used to simulate growth effects. Thus, the flexible structure of our model allows research

to rely on the best available estimates.
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3. Coordination across Tax Havens: A Global Games Approach

3.1 Introduction

Tax evasion has become a major concern in recent decades, as it undermines public revenues and ex-
acerbates inequality (OECD 2024). A key channel, particularly among top-income earners, is using
tax havens—ijurisdictions that offer low tax rates and strong financial secrecy.! Estimates suggest that
approximately 8% of global household financial wealth—equivalent to around 10% of world GDP—is
held in tax havens (Zucman 2013, 2014; Alstadszter et al. 2018).2
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Figure 3.1: Evolution of foreign-owned deposits in tax havens.

Notes: The figure shows the evolution of foreign-owned deposits in each BIS-reporting tax haven. The comparison is based
on the average deposits from the first semester of 2011 and 2007 (except for Cyprus, which began reporting in 2008:1V, and
Malaysia, which started in 2007:1V). The difference is expressed as a fraction of the total deposits held in all tax havens in

2007 (2.6 trillion dollars).
Source: Bank for International Settlements (2002-2011), restricted bilateral locational banking statistics (Johannesen and

Zucman 2014).

This has prompted supranational organizations such as the OECD and G20 to implement policies
to curb these practices. Major initiatives were launched in 2008-2009, which pressured tax havens to
sign a series of bilateral treaties of information exchange. However, overall evasion grew despite the
international efforts (Johannesen and Zucman 2014). Figure 3.1 shows the evolution of foreign-owned
before and after the implementation of the policies. While some jurisdictions experienced declines,
others saw increases. On net, deposits held in tax havens continued to grow. The authors find that
net deposits tend to decrease as more treaties are signed by each haven, suggesting that activity moved
toward less compliant jurisdictions. This outcome reveals a tension between local improvements and

global effectiveness, driven by a strategic relocation across jurisdictions.>

1. A tax haven is a jurisdiction that attracts foreign wealth through a combination of low or zero tax rates and limited
cooperation in sharing information about foreign asset holders.

2. Zucman (2014) estimates $7.6 trillion in offshore wealth in 2013, corresponding to roughly $190 billion in annual tax
revenue losses. Other estimates are higher: Boston Consulting Group (2014) reports $8.9 trillion for the same year, while
Henry (2012) suggests the total could reach as much as $32 trillion.

3. The coexistence of multiple tax havens with different levels of compliance has long been recognized as a challenge
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This paper develops a game-theoretical model to study tax evasion across multiple tax havens, cap-
turing the strategic coordination effects that arise across them. The idea of tax evasion as a coordination
game is well established in the literature (Bucovetsky 2014; Konrad and Stolper 2016). By lowering its
tax rate, a small country may lose little revenue from its domestic base while gaining from attracting
foreign taxable wealth. Therefore, the tax haven mechanism for evading is only available if a sufficient

number of investors choose to evade.*

The model builds on the concept of global games, a class of
coordination games with incomplete information.> The global game structure emphasizes how agents’
beliefs, shaped by expectations about others’ actions, determine equilibrium outcomes. I then analyze
how different policies that raise the cost of being a tax haven affect evader behavior and overall levels of
evasion.

The model is a two-stage sequential game with homogeneous investors who can choose to pay
taxes in a high-tax country or attempt to evade through one of two tax havens. The regime—whether
a jurisdiction remains a tax haven or not—depends on the number of evaders who choose to operate
through it. Agents face incomplete information about the number required to sustain each tax haven. In
the first stage, investors decide whether to specialize in one tax haven or the other. Specialization can be
interpreted as completing all necessary steps to transfer funds into the chosen jurisdiction. It involves no
direct cost, but choosing one haven implies losing the opportunity to move to the other. This decision is
based on a common public signal. In the second stage, investors receive an additional private signal and
choose whether to evade or comply. If enough investors choose to evade, the tax haven remains viable,
and evaders benefit relative to compliance. If not enough investors evade, the haven falls, and evaders
are reported to their home authorities, facing a punishment greater than if they had complied.

In a partial equilibrium setting, I analyze how different types of policies affect overall evasion.
Interventions are modeled as changes to the public signal, resembling economic sanctions that raise the
cost of sustaining a tax haven, thereby requiring more evaders. I then conduct a comparative statics
exercise to study the effects of targeting one or both havens.

The model captures the strategic interaction between tax havens, making policy outcomes dependent
not only on the absolute safety of a haven but also on its relative attractiveness. When one haven is
relatively more attractive, investors tend to concentrate there, increasing the likelihood of sustaining it.
However, when havens are similar, investors split more evenly, reducing the likelihood of sustaining
them. As a result, a policy targeting a single tax haven reduces evasion only if it affects the most
attractive one; otherwise, it may even increase it. In contrast, equal punishment to all havens always
reduces evasion. This mechanism helps explain the limited effectiveness of the OECD initiatives and
provides a rationale for more homogeneous policies, such as the Global Minimum Tax.

This paper relates to at least two strands of literature. The first concerns tax evasion, specifically
the literature on tax havens. Most existing models do not treat investors’ decisions as a coordination
problem with endogenous beliefs. Elsayyad and Konrad (2012) analyze a sequential game in which the
OECD offers compensation or punishment to tax havens in exchange for ceasing their activities. They

find that offers should be made simultaneously rather than sequentially, as remaining tax havens become

for policy effectiveness. Hines Jr (2005) already estimated that two-thirds of U.S. multinational investment was located in
jurisdictions not classified as tax havens by the OECD’s 1998 report.

4. For foundational models of tax competition, see the ZMW model (Zodrow and Mieszkowski 1986; Wilson 1986) and the
KK model (Kanbur and Keen 1991), as summarized in Keen and Konrad (2013).

5. Global games were introduced by Carlsson and Van Damme (1993) which often leads to a unique, iterative dominant
equilibrium. See Morris and Shin (2001) for a complete explanation.

45



3. Coordination across Tax Havens: A Global Games Approach

stronger and more costly to deter. A similar result appears in Slemrod and Wilson (2009), which models
tax havens as juridical entrepreneurs selling protection from national taxation. The paper most closely
related to this one is Konrad and Stolper (2016), which presents a global game in which investors do
not know the fixed cost of a tax haven. While they extend the model to multiple havens, each is treated
independently, thereby ruling out coordination effects across tax havens.

The second is the global games literature, which has been used to model phenomena such as spec-
ulative attacks on currency pegs (Morris and Shin 1998), bank runs (Goldstein and Pauzner 2005), and
revolutions against governments (Angeletos et al. 2007). This model belongs to the class of regime
change global games, where payoffs change at a threshold rather than continuously. However, these
models have focused on a single entity—one currency, one bank, or one government. In my setting,
multiple global games happen simultaneously, and agents, at an ex-ante stage, choose which one they
participate in. The first stage captures the broader coordination problem across entities, while the second
stage captures the classic coordination problem within the entity.

The contribution of this paper lies in extending global games to a multi-entity setting, enabling the
analysis of coordination effects across entities and introducing a layer of strategic interaction that has
not been previously studied. This framework proves useful for understanding tax evasion through tax
havens. The model generates equilibrium outcomes that would not arise—or would be reversed—in
single-haven settings.

This paper is structured as follows. Section 3.2 presents the theoretical model. In Section 3.3, I
perform a comparative statics exercise to analyze how different policies affect overall evasion. Section
3.4 extends the analysis to a setting with heterogeneous agents. In Section 3.5, I discuss the policy

implications. The paper concludes with a summary of the results.

3.2 Model

The model is a two-stage sequential game. In the first stage, investors choose which of the two tax havens
to specialize in. In the second stage, they decide whether to evade through the haven they selected or
comply and pay taxes in their home country.

There is a continuum of homogeneous investors, indexed by ¢ € I, with total mass normalized
to one. Each investor owns one unit of mobile capital. The home country taxes this capital at a rate
t € [0, 1], while both tax havens apply a rate p € [0, 1], with p < ¢. The two tax havens are indexed by
4 € {1, 2} and referred to as T H; and T H,.5

There is incomplete information about the number of investors required to sustain each tax haven,
which is represented by ;. ¢; can be interpreted as the economic cost of being a tax haven due to,
for example, the loss of domestic revenue and international sanctions. Agents do not know the true
value of ¢; but have a common prior belief about it, which follows an independent normal distribution
N (j,04). Tax havens differ in their 15, representing the public signal.

In the first stage, each investor chooses which tax haven to specialize in, enabling evasion through
it at a later point. This represents an “access stage”, capturing jurisdiction-specific requirements for

evasion, such as identifying legal loopholes, obtaining residence or citizenship, or setting up shell com-

6. The assumption of identical tax rates simplifies the analysis, allowing the model to focus on the difference of public
signals. In practice, tax haven rates are all close to zero.
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panies. Once an investor specializes in a given haven, they cannot use the other. I assume that the cost
of specialization is negligible compared to the potential gains from evasion, so it is always profitable to
specialize in one of the tax havens before deciding whether to evade or not. Denote the specialization
decision of each agent as s; = {1, 2}. The proportion of agents specialized in each tax haven is denoted
by Sj, s.t. ST+ 5 =1.

STAGE 1 STAGE 2

I' = {H17#27J‘u7 Ur=p7t} I?'n:k = {:L‘ik,sk,Il}

1
1
1
1
1
1
1
1
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|
1
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1
| 0
|
1
l
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Figure 3.2: Structure of the game

Notes: The figure illustrates the sequential structure of the game. In the first stage, investors receive public information and
choose which tax haven to specialize in. In the second stage, they receive additional private information about their selected
haven and decide whether to evade taxes or comply. If the proportion of evaders A; in a given haven is greater than or equal
to 6;, the haven remains active and taxes evaders at rate p. Otherwise, it collapses and reports evaders to their home country,
where they are penalized. Investors who choose to comply are taxed at the standard rate ¢.

Source: Author’s elaboration.

By specializing in a specific tax haven, investors also gain additional information about the corre-
sponding 6;. Each receives a private signal z;; = 0; + ¢;, where ¢; ~ N(0,0,). They also observe
the proportion of agents specialized in their chosen haven. Using this information, each agent decides
whether to evade or comply and pay taxes in their home country. Let a; € {Evade, Comply} denote the
decision of agent i. The share of agents who choose to evade in each tax haven is denoted by A;, with
A; < S by construction.

If A; > 0, the tax haven country remains as a tax haven and taxes evaders according to p. However,
if A; < 0, the tax haven’s regime changes and reports evaders to their home country, which punishes
evaders by expropriating all the capital. Thus, the payoff from compliance is 1 — ¢, while the payoff
from evasion is 1 — p if the haven survives, and 0 if it does not. The higher the value of 6, the more
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agents are required to sustain the haven. As a result, agents’ incentives to evade decrease in both signals
and increase in the number of evaders. Their actions are therefore strategic complements.

I denote the information set of each agent by If, where ¢ € {1,2} indicates the stage of the
game. In the first stage, all agents have the same public information, so the information set is 7' =
{11, po, O, oz, p,t}. In the second stage, they accumulate information on the number of special-
ized agents and receive private signals, making the information set differ across agents: Ii2|si:k =
{@ik, Sk, Z'}. Figure 3.2 shows the structure of the game with the two stages and their different infor-
mation sets.

The policies implemented by international organizations, such as economic sanctions, increase the
cost of being a tax haven, raising the number of agents required to sustain it. This is captured by an
increase in ;. Although agents do not observe the exact value of 6, the impact of these policies is
reflected in the public signal ;. The following comparative statics exercise analyzes how changes in
the public signals (11, u2) affect the number of evaders in each haven, (A, A2).

I solve the model by Backward induction.

3.2.1 Stage 2: evasion decision

The decision problem in the second stage takes the form of a global game. Consider the case of an agent
who has chosen T'H.

If the agent chooses to comply, her payoff is 1 — ¢. If she chooses to evade, the payoff depends on
the aggregate behavior of others: it is 1 — p if the selected tax haven survives (Ax > 0y), and O if it

collapses (Ay < 6). Table 3.1 presents the corresponding payoff structure.

THy Remains T Hy, Falls
(A > 0r) (A < 0p)
Evade 1—p 0
Comply 1-t¢ 1-1¢

Table 3.1: Stage 2 payoff table Vi : s; = k.

Notes: The table presents the payoffs of an agent who has chosen to specialize in T'H}, during the second stage. 6y, is the
minimum number of evaders required to sustain the haven’s secrecy regime, while Ay, is the actual number of evaders. The
regime survives if Ax > 0 and collapses otherwise. p is the tax rate applied by the haven when it survives, and ¢ is the
home-country tax rate applied in case of compliance.

Source: Author’s elaboration.
An investor finds optimal to evade if
(1—p)Pr(A, > 6,) =1t 3.1

Each agent forms a belief about the state of the world 8}, using the available signals. Since the risk of
being reported increases with the signals, it is strictly dominant to evade when they are sufficiently low.

According to this, suppose that they will adopt a switching strategy ay(x;i) based on a threshold value
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of the private signal Zy, s.t.
Evade if Tik < i‘k
ak(Tik) = .
Comply if z;; > Tk
Given a threshold value %, the probability of evading corresponds to the proportion of investors

specialized in T'Hj, who decide to evade, that is,

(3.2)

Pt ey (2208) 400

Oz Sk

where @ is the cumulative distribution function (CDF) of the standard normal. Since Ay (6y) decreases
with 0y, there exist a unique state of 0y, say ék, that is equal to Ay, (ék) Using this fact, T'Hy, will survive
if .
0p < 0p =S - ® <M> (3.3)
Oz
which characterizes a fixed point.

Given the value of the signals, investors can update their beliefs about §;,. By Bayesian updating, the
posterior belief about 6, conditional on the signals is normal with mean (03, + opx) /(07 + 07.) and
variance (Ugaﬁ) /(02 + 03). Then, considering Equation 3.3, the posterior probability of a tax haven
surviving is

N 2 2

ek Oz Hk +O"u‘xik
- 2 2
O'J:Jra'u

Pr(0p < Op|Z7|s,—k) = ® (3.4)

o202
02+02

Remember that the incentives to evade decrease as the private signal increases. When the private
signal is exactly at the threshold £, an agent, in equilibrium, should be indifferent between evading and

complying. Therefore, zj, can be pinned down as the value of the private signal that satisfies

~ 2 2 5

9 Jzuk—f—auxk

k= T 52152
oztog

(1—p)® =1—t (3.5)
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Using some algebra, the equilibrium threshold can be expressed as

A 1—1t
iy = af, — pe~! <1—p> — (@ = 1)uy (3.6)

0'025—5—0'2

— 92 [52 4 52
— andﬁ—% o;+ o

m
A monotone equilibrium Z7 is thus identified by solving the system of equations formed by Equation

3.3 and Equation 3.6.

where o =

Proposition 3.1 A Bayesian NE for each tax haven regime change global game (&) exists and is unique
if and only ifaﬁ > 0, /V 2.

The proof is in Appendix C.1.
Given that the equilibrium is defined by fixed points, the model needs to be solved computationally.

However, we can state the relation between 2, and some parameters.
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Corollary 3.1 The equilibrium threshold 7, satisfies the following properties:

* I} and 0, are complements.

* 17 is increasing in Si.

* 17 is increasing in t but decreasing in p.
* 17 is decreasing in [i.

The proof is in Appendix C.1. The equilibrium threshold %} determines investors’ incentives to
evade; a higher threshold increases the likelihood of evasion, as it expands the set of private signals (z;z)
for which evasion is optimal. The first point reflects complementarity: a higher likelihood of evasion
requires a higher state 6, for the tax haven to undergo a regime change, and conversely, a higher regime-
change threshold encourages more evasion. The second point is intuitive: as more investors specialize
in a tax haven, the mass of potential evaders increases, thus raising the likelihood of evasion. The third
point captures comparative statics related to tax rates: a higher tax rate in the high-tax country (¢) makes
evasion more attractive, while higher tax haven rates (p) reduce incentives to evade. Finally, an increase

in the public signal (1) reduces the incentives to evade since it implies a higher expected value of 6.

3.2.2 Stage 1: specialization decision

In this stage, agents choose which tax haven to specialize in. The outcome is a specialization distribu-
tion (ST, S5 ) that is consistent with agents’ optimal responses, based on their inference about the second
stage. At the time of the decision, agents do not know the specialization proportions—which are deter-
mined endogenously—nor their private signals x;;, which are revealed later. All agents share the same

information set Z' = {1, po, Ous 0z, P, t}. Then, the belief about §; conditional on the information set

2

is normally distributed with mean p; and variance o,

while for the signal x;; is normally distributed
with mean p; and variance az + 2.

Denote the expected payoff of specializing in T'H; as IT;. An agent ¢ will specialize in T'H if
I (25, 01|ZY) > Mo (235, 2|7Y). (3.7)
with
IL;;(27,0;/Z") =(1 —p) Pr(zy; < &7 N 0; < 0T + (1 —t) Pr(zy; > 2574, (3.8)

The specialization decision depends on the thresholds (:%;‘, éj), which determine the likelihood of suc-
cessfully evading. These thresholds are functions of the tax haven parameters, as defined in Equations
3.3 and 3.6. The only factors differentiating expected payoffs are agents’ beliefs about the specialization

proportions (51, S2) and the public signals (p1, p2).

Lemma 3.1 The expected payoff of specializing in a T'H; (11;;) increases with the number of agents

who specialize in it (S;) and decreases in its public signal (y1;) if

2 2 5 20(2(Sj.05)—ni)O5—1z) | (05—nj\2
\/ % oL (7 L ) 0;(Sj:15) <2<11p2> ( - ajul:}ﬂi?g? S +< meuj) >>
e\ 20-p%) e AN dfj—(1-t) >0

V2100, —o0

(1-p)
(3.9)
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The proof is in Appendix C.1. The inequality formalizes a sufficient condition under which the strategic
complementarity of agents’ choices holds. As S; increases, the thresholds Z; and éj also rise making
evasion more likely since there are more potential evaders (Corollary 3.1). This raises the expected
payoff by increasing the likelihood of successful evasion but simultaneously lowers it by reducing the
likelihood of compliance. Since these probabilities are not exact complements—one is based on the joint
distribution and the other on the marginals—the decrease in the first probability does not necessarily
match the decrease in the second. The overall effect of a change in the thresholds on the expected
payoff depends on the relative magnitude of the changes in the probabilities weighted by the tax rates.
The condition ensures that the evasion payoff dominates. Conversely, an increase in p; lowers both
thresholds, reducing the likelihood of evasion and thus the expected payoff.

With a continuum of agents, individual decisions have no impact on aggregate specialization pro-
portions. Therefore, an agent’s best response is only a function of the specialization distribution and the
public signals. Let br;(S1, Sa, 111, tt2) = s; denote the best response of agent i.

In equilibrium, the specialization proportions must be consistent with these best responses. Follow-
ing the global games approach, assume that the strategy s; is a switching rule that maps public signals

into specialization choices, i.e., s;(11, 2) € {1,2}.

Definition 3.1 A strategy profile {s, a7, a}}icr constitutes a Perfect Bayesian Nash Equilibrium (PBNE)
of the two-stage game if:

* (Stage 2 optimality) For each agent i, given their information set IZ?, the evasion strategy a;(x;;)
*

is a best response in the global game solved in Stage 2. That is, a;

problem with thresholds (17, 0;).

solves the regime change

* (Stage 1 optimality) For each agent i, given their information set T' and the second-stage equi-
q

librium thresholds (27,01, &5, 02), the specialization strategy s; is a best response, i.e.,:

s; (1, p2) = bri(ST, S5, 1, p2) = arg max, T (&5, 0;|7")

with the equilibrium proportions satisfying:
S; = /Il{s;‘(ul,ug) =jtdi forje{l,2}

Before introducing equilibrium strategies, it is useful to understand how public signals influence
best responses. Given Lemma 3.1, if u; is sufficiently low compared to 9, the expected payoff from
specializing in 7'H; dominates for all values of (.57, S2). This arises because changes in 1; € (—o0, 00)
can shift the threshold 27 across the entire real line, while S; € [0, 1] has a much more limited influence
on expected payoffs. Conversely, if 1 is sufficiently high, specialization in 7'H» dominates.

Accordingly, the set of equilibria is determined by two threshold values, ji1(p2) and fig(p2), such
that:

* If 11 < p, specializing in T'H strictly dominates for all (51, S2), yielding a unique equilibrium
where all agents choose T'Hy (ST =1, S5 = 0).
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 If uy > fig, specializing in T'Ho strictly dominates for all (51, .S2), yielding a unique equilibrium
where all agents choose T'Hs (ST =0, S5 = 1).

* If 11 € [p1, 7i1], the equilibrium outcome depends on (.51, S2), generating multiple equilibria. In

this case, there exists a unique threshold S (1, p2) € [0, 1] that makes agents indifferent between

the two tax havens s.t.:

-IfS5 > S“l, then IT;; > II;o, agents in T'Hy deviate, and the equilibrium converges to
(ST =1,55=0).

-IfS; < 5‘1, then II;; < Il;o, agents in 7'H; deviate, and the equilibrium becomes (57 =
0,55 =1).

-If5 = SH, then II;; = Il;, agents have no incentives to deviate, and the equilibrium is
interior: (S} = 5’1,55 =1- 5’1)

When the difference between the public signals is small, full coordination in the tax haven with the
higher signal may still yield a higher expected payoff due to the strategic complementarity in special-
ization decisions. In other words, the mass of agents choosing the same haven can compensate for the
unfavorable public signal. The threshold Sy (1, p2) captures the precise share of agents required in
T H; to make others indifferent between the two havens. This threshold is decreasing in p; — pa: the
more favorable the public signal of T'H relative to T Ho, the fewer agents are needed in 7'H{; to sustain
indifference.

Among all strategies that can support the equilibria described above, we focus on two symmetric

switching strategies. The strategies are defined as follows:

» Strategy 1 (Full coordination) Agents specialize in the tax haven with the lower public signal.
In the event of a tie, they coordinate on one tax haven. Without loss of generality, assume ties are
broken in favor of T'H;:

Specialize in THy if p1 < po
si(pr, p2) = (3.10)
Specialize in THy if g > po.

» Strategy 2 (Fair-Mixing) Agents specialize in the tax haven with the lower public signal, and

mix uniformly when the signals are equal:

Specialize in TH; if p1 < po
si(p, p2) = < Specialize in THo if i1 > 1o (3.11)
Mix (0.5, 0.5) if u1 = po.

The full coordination strategy ensures coordination on the more favorable tax haven but introduces a
discontinuous jump when public signals are equal. Finally, the hybrid strategy follows Strategy 1 when
signals differ, but switches to Strategy 2 when they are equal, avoiding arbitrary tie-breaking.

Proposition 3.2 If 03 > 0,/ \V2m and Lemma 3.1 holds, then Strategies 1 and 2 constitute Perfect

Bayesian Nash Equilibria.
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3.3 Evasion analysis

The proof is in Appendix C.1. The first condition, established in Proposition 3.1, ensures that agents’
second-stage strategies are optimal given the equilibrium thresholds and that the solution is unique.
Lemma 1 ensures that expected payoffs are increasing in S; and decreasing in y;, implying strategic
complementarities and monotonicity in best responses. As a result, coordination emerges endogenously,

and each strategy leads to equilibrium specialization consistent with the public signals.

Proposition 3.3 Strategy 1 yields the equilibrium with the highest expected payoff for all agents; that

is, it constitutes the payoff-dominant equilibrium.

This result follows directly from Lemma 3.1 and the properties of Strategy 1. Since the expected
payoff increases with the number of agents specializing in a given tax haven and decreases with the
public signal, the highest payoff of the game is achieved when all agents coordinate on the tax haven
with the lower public signal. In the case of a tie, full coordination on either haven still dominates any
split. This is exactly what Strategy 1 prescribes. Hence, Strategy 1 attains the highest possible expected

payoff, and, being an equilibrium strategy, it constitutes the payoff-dominant equilibrium.

3.3 Evasion analysis

For given switching strategies, the total number of agents who choose to evade in equilibrium is

A* = AT+ AL = 87 Pr(za < 25161) + S Pr (2 < 33)65) . (3.12)

Note that the realization of the private signals and the survival of the tax havens depend on the realiza-
tions of A1 and 5. As a result, A* changes in each realization of the game.
We can construct an approximation of A* by making a “first-stage” inference about the distribution

of x;;, i.e., using the public signals:

A"~ A= S;d B e + S5 T2 " M2 (3.13)
\Jo2+ o2 \/Joz+ o2

The higher o, and the lower o, the more accurate the approximation becomes, as the public signals
provide a better estimate of 6;.

Comparative statics on A are conducted with respect to the public signals. An increase in only one
of the signals, say p1, affects evasion through multiple channels: (i) it shifts the mean of the distribution
of x;1 to the right, making it less likely that agents fall below the evasion threshold—thereby reducing
evasion; (ii) it raises the evasion threshold Z7 (as shown in Lemma 3.1), further decreasing the likelihood
of evasion in T'Hy; and (iii) depending on the specialization switching strategy, the increase in i1
may reduce ST and increase S5, shifting more agents toward 7'Ho. These changes feed back into the
thresholds: 7 decreases due to the lower S}, while 23 increases due to the higher S5. The net effect
of this third channel is ambiguous. While evasion in 7'H; becomes less attractive, the reallocation of
agents toward T'H> makes evasion there more appealing, potentially offsetting the initial reduction and

even increasing total evasion.
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The aggregate effect can be seen formally in this

DA ¢1(-) ot 08t b2(+) O 0S5 08T\  0S;
- g —1)+53 + [®@1(-) — P2(+)]
o ' [z 4 g2 \OSt Om > Jo2 402 \0S50S; 0 ) O
. . <0if p1<pg
<0 >0 >0 if p1>pe
=0if p1=pe
(3.14)

®;(-) and ¢;(-) denote the CDF and PDF corresponding to 7'H ;. The first term captures the direct effect
in T'H;: a higher i shifts the signal distribution (i) and raises the evasion threshold (ii), both reducing
evasion. The second term reflects the reallocation effect (iii)—as agents switch from T'H; to T Ha, S5
increases, potentially lowering 5 and raising evasion. The third term captures a composition effect:
reallocating agents alters total evasion depending on which haven has the higher evasion rate.

When the change in 1 does not affect the specialization decision—that is, % = O—the expression

simplifies to:

04 _ —S*L“ <0 (3.15)

S <
I ,/U%+Uﬁ

This confirms that, holding specialization fixed, increasing p; always reduces evasion through T'Hj.

Proposition 3.4 Given Strategy 1 and 2, when the public signal of one tax haven increases, the effect

on evasion depends on the relative signal levels:

(i) If the increase occurs in the more favorable haven (i.e., the one with the lower public signal),

evasion decreases under both strategies.

(ii) If the increase brings the public signals to equality (u1 = us), Strategy 2—which prescribes

mixing—results in lower evasion than full coordination (Strategy 1).

(iii) If the signal increases beyond the point of equality, evasion rises under Strategy 2 due to a dis-

continuous shift in specialization, while it remains unchanged under Strategy 1.

(iv) If the increase occurs in the less favorable haven, it has no effect on evasion.

The proof is in Appendix C.1. When an increase in a public signal does not induce a shift in the
specialization distribution, it can only reduce evasion. The interesting dynamics arise under Strategy
2 when the signals become equal. Relative to full coordination (Strategy 1), splitting the population
across tax havens reduces evasion. However, due to the discontinuous nature of Strategy 2, a marginal
increase beyond the equality point causes all agents to switch to the previously less favorable haven.
This concentration effect reverses the earlier decline and leads to a sharp rise in evasion relative to the
mixed case. By contrast, if the increase occurs in the haven with the higher public signal—one that no
agents were choosing—then both strategies still prescribe full specialization in the other haven, and the

increase has no effect on evasion.

Proposition 3.5 An equal increase in both public signals leads to a monotonic decrease in evasion

under both strategies.
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3.4 Extension: investors with specialization bias

This result follows from the fact that when both public signals increase simultaneously while main-
taining a constant difference (e.g., u2 = 1 + ¢), the specialization choices of agents remain unchanged.
Consequently, the third channel—feedback from switching in specialization—is neutralized. Evasion
decreases purely due to the direct effects: the shift in the distribution of private signals and the increase
in the evasion thresholds, both of which reduce the probability of evading taxes.

Figure 3.3 illustrates how changes in public signals affect equilibrium evasion outcomes under the
two specialization strategies, showcasing the results from Propositions 3.4 and 3.5. Panel (a) considers

the case where po is fixed and p; increases. Panel (b) shows the case where both 7 and po increase

equally.
(a) Increasing puq (b) Increasing 1 and o
1 : : 1 : :
— Sy |
O Strategy 2 (Discontinuity)
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—~ I —~~
v | !
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Public signal TH1 (y) Public signal TH1 (y)

Figure 3.3: Comparative statics on evasion

Notes: The figure shows how equilibrium evasion levels vary under Strategies 1 and 2 for different values of the public
signals. Panel (a) analyzes the effect of increasing 141 while holding po fixed at 0.5. Panel (b) considers the case where both
public signals increase jointly such that o = p1 + 1.5. The results are computed under the following parameter values:
(p,t,0u,02) = (0,0.5,1,1).
Source: Author’s elaboration.

3.4 Extension: investors with specialization bias

The main results rely on equilibrium switching strategies that generate sharp transitions in specialization,
with discontinuous shifts around signal thresholds. In this section, I explore a more flexible framework
that allows for smooth switching behavior by introducing individual biases toward one tax haven. While
this extension does not yield a full equilibrium characterization, it provides useful insights into how
gradual transitions affect evasion outcomes.

A simple example of a strategy that allows for smooth transitions is given by

Specialize in THy  if puy — 0; < pa,
si(p1, p2, 6;) = < Mix (0.5, 0.5) if 1 — 6 = po, (3.16)
Specialize in THy  if uq — 0; > o,
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where §; ~ N(0, ag) represents an idiosyncratic bias toward T'H;. By centering the distribution at zero,
agents are on average indifferent between the two tax havens. The symmetry of the normal distribution
ensures that half the population favors 7' {1, while the other half prefers 7'H». The parameter o5 captures
the extent of heterogeneity: higher values lead to greater dispersion in preferences.

Figure 3.4 presents the comparative statics of the base model and this extension, using alternative
distributions of § (o5 = 0.25 and o5 = 0.5). A key insight is that lower volatility in ¢ (i.e., smaller
os) leads to behavior that more closely mirrors the base model, as specialization shifts more abruptly

between tax havens.

(a) Increasing pq (b) Increasing 1 and o
1 I i ' 1 " ' ' i
— Strategy 1 ——Base Model and Extension
O Strategy 2 (Discont.)
0.8 — Extension: g5 = 0.25 0.8
— Extension: o5 = 0.5
o — — Public signal TH2 (1) —
t
Zos | ] Zo6:
=i | =]
T 04t | g 04
= =
I
0.2 : 0.2
|
|
0 I 1 1 I I 0 I I I I T
-1 -0.5 0 0.5 1 15 2 -1 -0.5 0 0.5 1 15 2
Public signal TH1 (u) Public signal TH1 (y)

Figure 3.4: Comparative statics on evasion in extension

Notes: The figure illustrates how equilibrium evasion levels respond to changes in the public signals, comparing the base
model from the previous section with an extension under alternative distributions (os = 0.25 and o5 = 0.5). Panel (a)
examines the effect of increasing 1 while holding 2 fixed at 0.5. Panel (b) considers a joint increase in both signals such that
p2 = p1 + 1.5. Results are computed using the following parameters: (p,t,0u,0,) = (0,0.5,1,1).

Source: Author’s elaboration.

In the extended model, agents begin switching before the signals reach equality, which introduces
a smoothing effect that reduces evasion relative to the base model. This reduction occurs gradually,
reaching its lowest point precisely at equality—where, due to the symmetry of the distribution, half of
the agents specialize in each tax haven, replicating Strategy 2 in the base model.

Interestingly, as the difference between u; and uo increases further, evasion continues to fall, reach-
ing a minimum, and then begins to rise again, eventually converging to the base model values. This
pattern suggests that, initially, the policy effect dominates—evasion lost in the taxed haven is not fully
compensated by gains in the alternative haven. However, once the gap in public signals becomes large
enough, the crowding-in effect takes over, and evasion begins to rise as more agents coordinate on the

better tax haven.

3.5 Policy implications

The model reveals a central insight: when coordination problems arise across multiple tax havens, agents

respond not only to the absolute conditions of each jurisdiction but also to their relative attractiveness.
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3.6 Conclusions

If one jurisdiction stands out as more secure, agents concentrate there, making coordination easier and
evasion more likely. When havens appear similar, agents are more uncertain about others’ choices,
coordination weakens, and aggregate evasion falls.

This has direct implications for policy design. A policy targeting a single tax haven reduces eva-
sion only if it undermines the most attractive one; otherwise, it may simply redirect evaders to other
jurisdictions, leaving overall evasion unchanged or even increased. By contrast, symmetric enforcement
weakens coordination in all of them and reduces evasion.

This mechanism may help explain the limited effectiveness of past initiatives, such as those led by
the OECD. Uneven enforcement created relocation rather than deterrence. In this light, the Global Min-
imum Tax appears more promising, as long as it is implemented uniformly and with broad international

participation.

3.6 Conclusions

This paper studies tax evasion through the lens of a global game with multiple tax havens. By model-
ing evasion as a regime change problem occurring across several tax havens, it captures how investors
coordinate both within and across jurisdictions under incomplete information. The key innovation is
to allow for cross-haven strategic interactions, which are absent in single-entity models. I then analyze
how different types of policies that raise the cost of being a tax haven affect evasion outcomes.

Coordination is easier when tax havens differ in perceived safety, as investors tend to concentrate
on the most attractive one. This makes uneven enforcement potentially counterproductive, as it may
increase overall evasion by shifting it across jurisdictions. In contrast, applying pressure evenly reduces
coordination incentives in all havens and is more effective. This helps explain the limited success of the
OECD’s 2008-2009 initiatives and highlights the potential of the Global Minimum Tax, provided it is
implemented uniformly and with broad coverage.

As a direction for future research, the model could be extended to include more than two tax havens
with differing tax rates, or to a general equilibrium setting where both the OECD and tax havens are
strategic players. Additionally, since individuals are assumed to be risk-neutral, the crowding-in effect
arises from differences in expected value rather than risk reduction. Extending the model to risk-averse
investors would offer new insights into how coordination effects operate under different preferences.
Finally, the framework could be applied to other coordination settings where individuals choose among
multiple entities—such as banks or currencies, as studied in other global game contexts. Ignoring cross-

entity interactions in these environments may miss important strategic interactions.
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A. Appendix for Chapter 1

A.1 Derivations and proofs

A.1.1 Derivation of the price equation

For the 1-periods bond, the price is given by
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For the 2-periods bond, the price is given by
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For the 3-periods bond, the price is given by
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A.1 Derivations and proofs

Then, for the N-period bond,
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A.1.2  Proof of Proposition 1.1
I use the logarithmic differentiation trick. Taking the logarithm of Equation 1.11:
N
log(Quvr) = 10g(Q"") + D Tog (1+ 6531 (Jrw — 1) (A5)
T=1
Then, differentiating with respect to d1 ¢,
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Since @ n¢ > 0, the sign of aQN L is determined by the sign of the second element, which proves the first
part of the proposition.

Because the denominator in each term is always positive (1 + d)EiléLt (Jr.y —1) > 0and ¢5 > 0),
the sign of each element in the sum depends on the sign of J ; — 1. The sum includes all periods until
maturity, with each term weighted by a positive denominator. Therefore, if all J ; < 1, then each term

in the sum is negative, and thus the price decreases with an increase in d1 ;.
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A.2 Appendix Figures
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Figure A.1: Distribution of estimates from laws of motion
Notes: Notes: The figure shows the kernel density of the estimates for ag, am, ¢a, ¢u, 0., and o,. The density plots for the
constant parameters use a bandwidth of 0.01, for the persistency parameters a bandwidth of 0.1, and for the residual standard

deviations a bandwidth of 0.005.
Source: Author’s calculations.
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A.2 Appendix Figures
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Figure A.4: & for all countries - part 2
Notes: The figure shows the evolution of <.: with 95% confidence intervals. The lines at O and -0.5 represent reference
thresholds. The values are estimated based on the quarterly model.

Source: Author’s calculations.
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Figure A.5: & for all countries - part 3
Notes: The figure shows the evolution of <.: with 95% confidence intervals. The red line at O represents reference thresholds.

The values are estimated based on the quarterly model.

Source: Author’s calculations.
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Figure A.6: & for all countries - part 4

The lines at O and -0.5 represent reference

Notes: The figure shows the evolution of <.+ with 95% confidence intervals.

thresholds. The values are estimated based on the quarterly model.

Source: Author’s calculations.
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Table A.1: Yield curve data overview: country coverage, time span, and maturities

Isocode Start date End date Maturities Isocode  Start date End date Maturities
AUS 2001-01-01  2023-12-29 1-10 AUT 2001-01-01 2023-12-29 1-10

BEL 2001-01-02  2023-12-29 2-10 BGR 2001-02-19 2023-12-29 1-5,7,10
BRA 2001-01-05 2023-12-28 1-3,5,8, 10 BWA 2008-10-27 2023-06-02 3

CAN 2001-01-02  2023-12-29 1-5,7,10 CHE 2001-01-02  2023-12-29 1-10

CHL 2007-03-26  2023-12-29 1,2,4,5,8,10 CHN 2012-01-04  2023-12-29 1-3,5,7,10
COL 2006-01-02  2023-12-29 2,4,5,10 CYP 2012-04-27 2023-12-29 2-4,7,10
CZE 2001-01-02  2023-12-29 1-10 DEU 2001-01-01 2023-12-29 1-10

DNK 2001-01-02  2023-12-29 2,3,5,8, 10 EGY 2020-10-01  2023-06-30 1-3,5,7, 10
ESP 2001-01-02  2023-12-29 1-10 FIN 2001-01-02  2023-12-29 2-6, 8, 10
FRA 2001-01-01  2023-12-29 1-10 GBR 2001-01-01  2020-12-31 1-10

GHA 2017-04-20 2023-09-29 4,5,7,8, 10 GRC 2001-01-03  2023-12-29 1-3,5,7,10
HKG 2001-01-02  2023-12-29 1-3,5,7, 10 HRV 2008-01-30 2023-12-29 1-5,10
HUN 2001-01-02  2023-12-29 1,3,5,10 IDN 2003-05-14 2023-12-29 1,3,5,10
IND 2001-01-01  2023-12-29 1-1 IRL 2001-01-02  2023-12-29 1-10

ISL 2002-04-15 2023-12-29 2,5,10 ISR 2002-04-09 2023-12-28 1-3,5,10
ITA 2001-01-02  2023-12-29 1-10 JOR 2015-10-06  2023-12-28 1-3,5,7, 10
JPN 2001-01-04  2023-12-29 1-10 KAZ 2019-04-19 2023-12-29 1-10

KEN 2010-01-04 2023-03-31 1-10 KOR 2001-01-02  2023-12-29 1-5,10
LKA 2011-01-03 2023-12-29 1-10 LTU 2003-01-20 2023-12-29 3,5,10
MEX 2001-01-02  2023-12-29 1,3,5,7,10 MLT 2008-02-29  2023-12-29 1,3,5,10
MUS 2014-01-22  2023-06-30 1-5,10 MYS 2016-01-04 2023-06-30 1,3,5,7,10
NGA 2011-01-04  2023-06-30 1-5,7,10 NLD 2001-01-01  2023-12-29 2-10

NOR 2001-01-01  2023-12-29 1,3,5,10 NZL 2001-01-03  2023-12-29 1,2,5,7,10
PER 2009-10-28 2023-12-29 2,5,10 PHL 2001-01-02  2023-12-29 1-5,7,10
POL 2001-01-02  2023-12-29 1-8, 10 PRT 2001-01-01 2023-12-29 1-10

ROU 2007-08-16  2023-12-29 1-5,7,10 RUS 2012-01-04  2022-03-31 1-3,5,7,10
SEN 2021-03-24  2023-09-29 3,5,7 SGP 2001-01-02  2023-09-29 1,2,5,10
SRB 2007-05-04 2023-12-28 1-3,5,10 SVK 2002-07-26  2023-12-29 2,5, 6, 8-10
SVN 2007-04-03  2023-12-29 1,3-5,7,8,10 SWE 2001-01-02  2023-12-29 2,5,7,10
THA 2004-01-05 2023-12-28 1-5,7,10 TUR 2012-07-02  2023-12-29 1-3,5,10
UGA 2017-07-03  2023-09-29 1-3,5,10 UKR 2011-04-01 2022-12-30 1-3,6

USA 2001-01-01 2023-12-29 1-3,5,7,10 ZAF 2001-01-02  2023-12-29 5,10

Notes: The table provides an overview of yield curve data for 64 countries, showing the respective time spans and bond
maturities between 1 and 10 years used in the analysis. The data is based on benchmark bonds.
Source: Datastream.
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Table A.2: Fixed effects regression: impact of war on consumption growth and inflation

Growth; Inflation;
(1 (2)
War; —0.023*** 0.018***

(0.004) (0.004)

Growth; 1 0.164***

(0.014)
Inflation; 4 0.526***
Country FE v v
Time FE v v
Observations 5,730 5,242
Adjusted R? 0.003 0.290

Note: The table presents fixed effects regressions examining the impact of war on consumption growth (Growth;) and inflation
(Inflation;). The regression equations are: log(Growth;) = 5 War; + 85 log(Growth; 1) + k¢ + ki + €, log Inflation;) =
BYWar, + B log(Inflations—1) + k¢ + ¢ + €;¢. Robust standard errors are reported in parentheses, with *p < 0.1, **p < 0.05,
and ***p < 0.01 indicating significance levels.

Source: WB/WDI and UCDP/GED data.

Table A.3: Fixed effect regression: quarterly model

Observed price (qnet)
(1) (2) (3) 4) )

Non-disaster price (GN2)  0.108***  0.206***  0.213***  0.316***  0.294***
(0.008) (0.010) (0.003) (0.001) (0.001)

Country-time FE v v v v
Maturity-country FE v v

Maturity-time FE v v

Observations 28,725 28,725 28,725 28,725 28,725
Adjusted R? 0.973 0.947 0.846 0.828 0.351

Note: The table presents a fixed effects regression of the observed log bond price (gne: = log(Qnet)) on the log of the
theoretical non-disaster price (g2, = log(QNZ)). Fixed effects are denoted as k. (Maturity-Country), £ (Maturity-
Time), and k¢ (Country-Time). Models differ by their inclusion of these fixed effects. Robust standard errors are reported in
parentheses, with *p < 0.1, **p < 0.05, and ***p < 0.01 indicating significance levels.

Source: Author’s calculations using Datastream data for observed prices.
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B.1 Filling missing data in the cross-country sample

Several variables are not available for the entire sample like the share of GDP produced in the natural
resource sector in the previous years, the earlier average over the polity2 score, executive constraints,
executive openness and executive competitiveness from the Polity5 dataset, and ethnic and religious
fractionalization and polarization scores from Montalvo and Reynal-Querol (2005).

We impute the average values for all variables with missing values. We impute missing values
through a clustering method that uses continent, longitude, and latitude to match countries. Note, this
imputation imposes some measurement error but experiments with the smaller sample suggest perfor-

mance is not affected substantially.

B.2 Appendix Figures
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Figure B.1: Violence intensity and economic growth

Notes: The figure depicts the impact on GDP per capita growth for different levels of violence intensity, categorized by deciles.
A country fixed effects model is used, where GDP per capita growth is regressed on a set of dummies representing each decile
while controlling for year fixed effects. Violence intensity is quantified by the number of battle-related deaths per capita. Point
estimates are displayed as circles where grey bars and black bars indicate significance at 5% and 10% respectively using robust
standard errors.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.
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Figure B.2: Importances of random forest when predicting conflict trap

Notes: The figure shows the variables’ importances in the random forest model for the 15 most important variables according
to the random forest. A variable is deemed important if it appears often and tends to be chosen towards the top of the decision
trees in the forest. In sklearn, feature importances are provided by the fitted attribute feature importances.

Source: Authors’ calculations based on replication dataset from Nunn and Puga (2012) (legal origin France, Africa dummy,
ruggedness, % fertile soil, % desert, distance to coast, longitude and latitude), Montalvo and Reynal-Querol (2005) (ethnic
polarization/fractionalization and religious polarization/fractionalization), Polity5 dataset (polity2 score, executive constraints,
executive openness, and executive competitiveness) and the WB/WDI (natural resource dependence of GDP, GDP, and popu-
lation).
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Figure B.3: Fitted values of ensemble model and actual values

Notes: The figure shows the within-fitted values (x-axis) when compared to the actual variation (y-axis). Note that the depen-
dent variable here is the share spent inside the conflict trap and is therefore a value between 0 and 1. The ensemble is the mean
of two prediction scores one of which is a linear regression model and is therefore not guaranteed to lie between 0 and 1. Note,

this does not affect our classification into two classes.

Source: Authors’ calculations based on replication dataset from Nunn and Puga (2012) (legal origin France, Africa dummy,
ruggedness, % fertile soil, % desert, distance to coast, longitude and latitude), Montalvo and Reynal-Querol (2005) (ethnic
polarization/fractionalization and religious polarization/fractionalization), Polity5 dataset (polity2 score, executive constraints,
executive openness, and executive competitiveness) and the WB/WDI (natural resource dependence of GDP, GDP, and popu-

lation).
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Figure B.4: Evolution of GDP per capita loss due with 7 = 4

Notes: The figure describes the evolution of GDP per capita loss due to entering into conflict when 7 = 4 for each specification:
the aggregate sample, the peaceful sample, and the conflict sample. Growth paths are simulated for countries as they transition
through the state space, utilizing a re-estimated transition matrix (see Table B.8) and a re-estimated growth vector (see Table
B.9). Countries start in conflict and stable peace is absorbing. Conflict is defined as surpassing the threshold of violence
intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per million
inhabitants during a year. The distribution at each period is described by the average, 75th percentile, and 90th percentile. The
horizon for simulation is 7" = 30, and the number of simulations conducted is N = 100000. The methodology for sample
partitioning is described in Section 2.3.2
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Figure B.5: Evolution of GDP per capita loss due to the variation component of the estimation

Notes: The figure describes the evolution of GDP per capita loss due to entering into conflict caused solely by the variation
component of the estimation for each specification: the aggregate sample, the peaceful sample, and the conflict sample. To
achieve this, the effect coming from the coefficients is eliminated, which represents the means in the growth vector. Formally,
forh <741, fh = N(0, 7 F ). The transition matrix for each specification is the same as in the main setting (Table 2.1)
and the standard errors come from Table 2.2. Countries start in conflict and stable peace is absorbing. Conflict is defined as
surpassing the threshold of violence intensity that significantly harms the economy, which corresponds to having more than
9.35 battle-related deaths per million inhabitants during a year. The distribution at each period is described by the average,
75th percentile, and 90th percentile. The horizon for simulation is 7" = 30, and the number of simulations conducted is
N = 100000. The methodology for sample partitioning is described in Section 2.3.2

78



B.2 Appendix Figures

Aggregate Sample

8th Decile 9th Decile 10th Decile

60 T T 60 T T 60 T T

50 B 50 B 50 R
¥ 40 R 40 - 4 40 b |
1]
@ -
kel
P
230 1 30 1 30f 1
Q
@
Q
o
8 20 1

10 + B

0 Il 1 0 Il 1 0 1 Il

0 10 20 30 0 10 20 30 0 10 20 30

\ Average 75th Percentile 90th Percentile |

Year

Figure B.6: Evolution of GDP per capita loss for more restrictive definitions of conflict

Notes: The figure describes the evolution of GDP per capita loss due to entering into conflict for different conflict definitions,
each associated with surpassing different deciles of violence. Growth paths are simulated for countries as they transition
through the state space, utilizing a re-estimated transition matrix (see Table B.6) and a re-estimated growth vector (see Table
B.7) based on the aggregate sample. Countries start in conflict and stable peace is absorbing. Conflict is defined as having more
than 21.71 (8th decile), 51.77 (9th decile), and 155.56 (10th decile) battle-related deaths per million inhabitants during a year.
The distribution at each period is described by the average, 75th percentile, and 90th percentile. The horizon for simulation is
T = 30, and the number of simulations conducted is N = 100000.
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Table B.1: Country data overview

ISO Years CS ISO Years CS ISO Years CS ISO Years CS
AFG 2003 - 2020 AGO 1990 - 2020 ALB 1990 - 2020 AND 1990 - 2020
ARE 1990 - 2020 ARG 1990 - 2020 ARM 1991 - 2020 ATG 1990 - 2020
AUS 1990 - 2020 AUT 1990 - 2020 AZE 1991 - 2020 BDI 1990 - 2020
BEL 1990 - 2020 BEN 1990 -2020 BFA 1990 - 2020 BGD 1990 - 2020
BGR 1990 - 2020 BHR 1990 - 2020 BHS 1990 - 2020 BIH 1995 - 2020
BLR 1991 - 2020 BLZ 1990 - 2020 BMU 1990 - 2020 BOL 1990 - 2020
BRA 1990 -2020 BRB 1990 -2020 BRN 1990 - 2020 BTN 1990 - 2020
BWA 1990 - 2020 CAF 1990 - 2020 CAN 1998 -2020 CHE 1990 - 2020
CHL 1990 - 2020 CHN 1990 - 2020 CIlv 1990 - 2020 CMR 1990 - 2020
COD 1990 - 2020 COG 1990 - 2020 COL 1990 - 2020 COM 1990 - 2020
CPV 1990 - 2020 CRI 1990 - 2020 CUB 1990 - 2020 CYP 1990 - 2020
CZE 1991 -2020 DEU 1990 - 2020 DIl 2014 - 2020 DMA 1990 - 2020
DNK 1990 - 2020 DOM 1990 - 2020 DZA 1990 - 2020 ECU 1990 - 2020
EGY 1990 - 2020 ERI 1993 - 2011 ESP 1990 - 2020 EST 1996 - 2020
ETH 1990 - 2020 FIN 1990 - 2020 FJI 1990 - 2020 FRA 1990 - 2020
FSM 1990 - 2020 GAB 1990 - 2020 GBR 1990 - 2020 GEO 1990 -2020
GHA 1990 - 2020 GIN 1990 - 2020 GMB 1990 - 2020 GNB 1990 - 2020
GNQ 1990 - 2020 GRC 1990 - 2020 GRD 1990 - 2020 GTM 1990 - 2020
GUY 1990 - 2020 HKG 1990 - 2020 HND 1990 - 2020 HRV 1996 - 2020
HTI 1990 - 2020 HUN 1992 -2020 IDN 1990 - 2020 IND 1990 - 2020
IRL 1990 - 2020 IRN 1990 - 2020 1IRQ 1990 - 2020 ISL 1996 - 2020
ISR 1996 - 2020 ITA 1990 - 2020 JAM 1990 - 2020 JOR 1990 - 2020
JPN 1990 - 2020 KAZ 1991 - 2020 KEN 1990 - 2020 KGZ 1990 - 2020
KHM 1994 - 2020 KIR 1990 - 2020 KNA 1990 - 2020 KOR 1990 - 2020
KWT 1993 -2020 LAO 1990 -2020 LBN 1990 - 2020 LBR 2001 - 2020
LBY 2000 - 2020 LCA 1990 -2020 LKA 1990 - 2020 LSO 1990 -2020
LTU 1996 - 2020 LUX 1990 - 2020 LVA 1996 - 2020 MAC 1990 - 2020
MAR 1990 - 2020 MCO 1990 - 2019 MDA 1996 - 2020 MDG 1990 - 2020
MDV 1996 - 2020 MEX 1990 - 2020 MHL 1990 - 2020 MKD 1991 - 2020
MLI 1990 - 2020 MLT 1990 - 2020 MMR 1990 - 2020 MNE 1998 - 2020
MNG 1990 - 2020 MOZ 1990 - 2020 MRT 1990 - 2020 MUS 1990 - 2020
MWI 1990 - 2020 MYS 1990 - 2020 NAM 1990 - 2020 NER 1990 - 2020
NGA 1990 - 2020 NIC 1990 - 2020 NLD 1990 - 2020 NOR 1990 - 2020
NPL 1990 - 2020 NRU 2005 - 2020 NZL 1990 - 2020 OMN 1990 - 2019
PAK 1990 - 2020 PAN 1990 - 2020 PER 1990 - 2020 PHL 1990 -2020
PLW 2001 - 2020 PNG 1990 - 2020 POL 1991 - 2020 PRI 1990 - 2020
PRT 1990 - 2020 PRY 1990 - 2020 QAT 2001 - 2020 ROU 1991 -2020
RUS 1990 - 2020 RWA 1990 - 2020 SAU 1990 - 2020 SDN 1990 - 2020
SEN 1990 - 2020 SGP 1990 - 2020 SLB 1990 - 2020 SLE 1990 - 2020
SLV 1990 - 2020 SMR 1998 - 2019 SOM 2014 -2020 SRB 1996 - 2020
SSD 2009 - 2015 STP 2002 - 2020 SUR 1990 - 2020 SVK 1993 - 2020
SVN 1996 - 2020 SWE 1990 - 2020 SWZ 1990 - 2020 SYC 1990 - 2020
SYR 1990 - 2019 TCD 1990 -2020 TGO 1990 - 2020 THA 1990 - 2020
TIK 1990 - 2020 TKM 1990 - 2019 TLS 2001 - 2020 TON 1990 - 2020
TTO 1990 - 2020 TUN 1990 - 2020 TUR 1990 - 2020 TUV 1991 -2020
TZA 1990 - 2020 UGA 1990 - 2020 UKR 1990 - 2020 URY 1990 - 2020
USA 1990 - 2020 UZB 1990 -2020 VCT 1990 - 2020 VNM 1990 - 2020
VUT 1990 - 2020 WSM 1990 - 2020 XKX 2009 - 2020 YEM 1991 -2018
ZAF 1990 - 2020 ZMB 1990 - 2020 ZWE 1990 - 2020
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— O = 2 OO0 0000000000000 OO RPOO0ORP OO0 R R, OOOCOOOCO
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SO DD DD DD DO O R P OO0 OO OO0 OOOOO~OO

Notes: The table shows the ISO codes of the countries included in the dataset, the years covered, and if it belongs to the
Peaceful Sample (CS=0) or the Conflict Sample (CS=1).

Source: GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-related fatalities from
UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2
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Table B.2: Summary statistics for aggregate sample (N=5718)

Mean Std. Dev. Min Max
Population (Mill.) 34.65 131.05 0.01 1402.11
GDP (Cons. 2015 US$ , Bill.) 306.07 132671  0.02  19974.54
Growth Rate 0.02 0.06 -0.65 1.40
Num. Battle-Related Fatalities 426.44  7506.77 0.00 533436.00
Num. Battle-Related Fatalities per Pop  0.03 1.20 0.00 89.86
Conflict Status Dummy 0.10 0.30 0.00 1.00
ML Predicted Score 0.22 0.14 -0.06 0.51

Notes: The table shows summary statistics for the Aggregate Sample. Conflict is defined as surpassing the threshold of violence
intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per million
inhabitants during a year.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.

Table B.3: Summary statistics for peaceful sample (N=4707)

Mean Std. Dev. Min Max

Population (Mill.) 28.88 100.63  0.01 1380.00
GDP (Cons. 2015 US$, Bill.) 326.02 133723  0.02 19974.54
Growth Rate 0.02 0.05 -0.55 0.92
Num. Battle-Related Fatalities 361.16 8144.52 0.00 533436.00
Num. Battle-Related Fatalities per Pop  0.03 1.32 0.00 89.86
Conflict Status Dummy 0.06 0.24 0.00 1.00
ML Predicted Score 0.17 0.11 -0.06 0.37

Notes: The table shows summary statistics for the A Peaceful sample. Conflict is defined as surpassing the threshold of
violence intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per
million inhabitants during a year.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.

Table B.4: Summary statistics for conflict sample (N=1011)

Mean Std. Dev. Min Max

Population (Mill.) 61.52  221.70 034 1402.11
GDP (Cons. 2015 US$ , Bill.) 213.17  1273.09 0.17 14631.84
Growth Rate 0.02 0.10 -0.65 1.40
Num. Battle-Related Fatalities 730.35 3128.39  0.00 49856.00
Num. Battle-Related Fatalities per Pop ~ 0.05 0.29 0.00 7.69
Conflict Status Dummy 0.27 0.45 0.00 1.00
ML Predicted Score 0.43 0.04 0.37 0.51

Notes: The table shows summary statistics for the Conflict Sample. Conflict is defined as surpassing the threshold of violence
intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths per million
inhabitants during a year.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.
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Table B.5: Violence intensity and economic growth

GDP per capita Growth
1st Decile -0.295
0.374)
2nd Decile -0.342
(0.385)
3rd Decile -0.710
(0.454)
4th Decile -0.936*
(0.420)
5th Decile -0.187
(0.438)
6th Decile -0.389
(0.582)
7th Decile -1.987**
(0.671)
8th Decile -1.597
(0.821)
9th Decile -3.453**
(1.154)
10th Decile -0.183***
(1.958)
Observations 5730
Country FE Yes
Time FE Yes
(Within country) R? 0.142

Notes: The table shows the impact on GDP per capita growth for different levels of violence intensity, categorized by deciles.
A country fixed effects model is used, where GDP per capita growth is regressed on a set of dummies representing each
decile while controlling for year fixed effects. Year fixed effects were also included as control variables. Violence intensity is
quantified by the number of battle-related deaths per capita. Robust standard errors are in parentheses. *p < 0.05, **p < 0.01,
***p < 0.001.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.

83



B. Appendix for Chapter 2

Table B.6: Estimated transition probabilities for more restrictive definitions of conflict

Stay in Conflict Unstable Peace to Conflict Stable Peace to Conflict
o T W W3 T4 @5 T 77 s
D8 0.76 0.16 0.13 0.09 0.06 0.04 0.07 0.06 0.01
AS D9 0.69 0.24 0.08 0.08 0.1 0.09 0 0.09 0.01
D10 0.64 0.1 0.15 0.07 0.1 0.03 0.03 0.03 0.01

Notes: The table shows the estimated transition probabilities for different conflict definitions, each associated with surpassing
different deciles of violence. The analysis is performed using the 8th decile (D8), 9th decile (D9), and 10th decile (D10) on the
aggregate sample (AS). They are estimated using the proportion of transitions observed in the data. 7; denotes the probability
of transitioning to conflict from state 4, where ¢ = 0 is conflict, ¢ = k s.t. k € [1, 7] is the kth number of consecutive years in
post-conflict peace, and ¢ = 8 is stable peace. Conflict is defined as having more than 21.71 (8th decile), 51.77 (9th decile),
and 155.56 (10th decile) battle-related deaths per million inhabitants during a year.

Source: Authors’ calculations based on population data from WB/WDI, and number of battle-related fatalities from
UCDP/GED.

Table B.7: Estimation of the growth vector for more restrictive definitions of conflict

Aggregate Sample
8th Decile ~ 9th Decile  10th Decile
GDP per capita Growth
Conflict -0.0378***  -0.0522***  -0.0779***
(0.00996) (0.0123) (0.0210)

1st Year Post-conflict Peace -0.00579 -0.00211 0.00887
(0.00929) (0.0133) (0.0248)

2nd Year Post-conflict Peace 0.00755 0.0182 0.0219
(0.00770) (0.0101) (0.0159)

3rd Year Post-conflict Peace  -0.000627 0.00677 0.00569
(0.00671) (0.00874) (0.0149)

4th Year Post-conflict Peace 0.00770 0.0121 0.0000339
(0.00523) (0.00773) (0.00962)

5th Year Post-conflict Peace -0.00370 -0.00199 -0.00126
(0.00624) (0.00700) (0.00677)

6th Year Post-conflict Peace  -0.000231 -0.000573 0.00384
(0.00484) (0.00594) (0.00878)

7th Year Post-conflict Peace 0.00178 0.00156 0.0000347
(0.00536) (0.00665) (0.0104)

Observations 5730 5730 5730
Country FE Yes Yes Yes
Time FE Yes Yes Yes
(Within country) R? 0.123 0.131 0.136

Notes: The table shows the regression results from equation 2 used to estimate the growth vector for different conflict defini-
tions, each associated with surpassing different deciles of violence. The analysis is performed using the 8th decile, 9th decile,
and 10th decile on the aggregate sample. A country fixed effects model is employed where GDP per capita growth is regressed
on a set of dummies representing the states of the model. The base category is stable peace, defined as having more than
7 consecutive years of post-conflict peace. Year fixed effects were also included as control variables. Conflict is defined as
having more than 21.71 (8th decile), 51.77 (9th decile), and 155.56 (10th decile) battle-related deaths per million inhabitants
during a year. Robust standard errors are in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED.
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Table B.8: Estimated transition probabilities when 7 = 4

Stay in Conflict Unstable Peace to Conflict Stable Peace to Conflict

ﬁ’o ﬁl 7AI'2 ﬁg T4 7AI'5
AS 0.76 0.22 0.16 0.09 0.03 0.02
PS 0.71 0.20 0.12 0.07 0.03 0.01
CS 0.82 0.25 023 0.12 0.03 0.05

Notes: The table shows the estimated transition probabilities when 7 = 4 for each specification: the aggregate sample (AS),
the peaceful sample (PS), and the conflict sample (CS). They are estimated using the proportion of transitions observed in the
data. 7r; denotes the probability of transitioning to conflict from state ¢, where ¢ = 0 is conflict, ¢ = k s.t. k € [1, 4] is the kth
number of consecutive years in post-conflict peace, and ¢ = 5 is stable peace. Conflict is defined as surpassing the threshold
of violence intensity that significantly harms the economy, which corresponds to having more than 9.35 battle-related deaths
per million inhabitants during a year.

Source: Authors’ calculations based on population data from WB/WDI, and number of battle-related fatalities from
UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2

Table B.9: Estimation of the growth vector when 7 = 4

Aggregate Sample Peaceful Sample Conflict Sample

GDP per capita Growth
Conflict -0.0323*** -0.0333** -0.0327**
(0.00813) (0.0110) (0.0112)
1st Year Post-conflict Peace 0.00452 0.00436 0.00484
(0.00734) (0.0104) (0.00900)
2nd Year Post-conflict Peace 0.00147 0.00510 -0.00374
(0.00677) (0.00984) (0.00622)
3rd Year Post-conflict Peace 0.000628 0.000801 -0.00201
(0.00594) (0.00752) (0.00989)
4th Year Post-conflict Peace 0.00579 0.00511 0.00245
(0.00523) (0.00656) (0.00920)
Observations 5730 4676 1054
Country FE Yes Yes Yes
Time FE Yes Yes Yes
(Within country) R? 0.122 0.175 0.0811

Notes: The table shows the regression results when 7 = 4 from equation 2 used to estimate the growth vector for each
specification: the aggregate sample, the peaceful sample, and the conflict sample. A country fixed effects model is employed
where GDP per capita growth is regressed on a set of dummies representing the states of the model. The base category is stable
peace, defined as having more than 4 consecutive years of post-conflict peace. Year fixed effects were also included as control
variables. Conflict is defined as surpassing the threshold of violence intensity that significantly harms the economy, which
corresponds to having more than 9.35 battle-related deaths per million inhabitants during a year. Robust standard errors are in
parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-
related fatalities from UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2.
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Table B.10: Estimation of the growth vector with country-specific time trends

Aggregate Sample  Peaceful Sample Conflict Sample
GDP per capita Growth
Conflict -0.0371%** -0.0351** -0.0372**
(0.00851) (0.0119) (0.0117)
1st Year Post-conflict Peace 0.00542 0.00958 0.00162
(0.00770) (0.0108) (0.0108)
2nd Year Post-conflict Peace 0.00154 0.00667 -0.00497
(0.00708) (0.00995) (0.00963)
3rd Year Post-conflict Peace 0.000591 0.00206 -0.00265
(0.00677) (0.00811) (0.0139)
4th Year Post-conflict Peace 0.00655 0.00779 0.00412
(0.00587) (0.00682) (0.0123)
5th Year Post-conflict Peace 0.000269 0.000837 -0.000189
(0.00502) (0.00588) (0.0104)
6th Year Post-conflict Peace 0.00173 -0.00131 0.00603
(0.00519) (0.00575) (0.0104)
7th Year Post-conflict Peace 0.00103 -0.00477 0.0155
(0.00464) (0.00508) (0.00992)
Observations 5730 4707 1023
Country FE Yes Yes Yes
Time FE Yes Yes Yes
Country Time Trends Yes Yes Yes
(Within country) R? 0.197 0.249 0.161

Notes: The table shows the regression results from equation 2, estimating the growth vector for each specification: the aggre-
gate sample, the peaceful sample, and the conflict sample. A country fixed effects model is employed where GDP per capita
growth is regressed on a set of dummies representing the states of the model, including country-specific time trends. The
base category is stable peace, defined as having more than 7 consecutive years of post-conflict peace. Year fixed effects were
also included as control variables. Conflict is defined as surpassing the threshold of violence intensity that significantly harms
the economy, which corresponds to having more than 9.35 battle-related deaths per million inhabitants during a year. Robust

standard errors are in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001.

Source: Authors’ calculations based on GDP (constant 2015 US$) and population data from WB/WDI, and number of battle-

related fatalities from UCDP/GED. The methodology for sample partitioning is described in Section 2.3.2.
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C. Appendix for Chapter 3

C.1 Omitted proofs

C.1.1 Proof of Proposition 3.1

To proof existence and uniqueness I follow Angeletos et al. (2007) methodology.

Using the equilibrium Equation 3.3 and 3.6, we can create a function named U (6y,) s.t.:

(@ = 1)(0k — p) — p&~* (11%;)

U(0y) =0, — Sj - @ (C.1)
Og
To proof the function is monotonic in 0}, and hence, the FP exist and ! we need that
oU (- 1
A( ) =1-S,—o¢()(a—1)>0 (C2)
[ Oz

To proof this derivative is positive, consider the maximum values of ¢(-) = 1/+/2m and Si, = 1, then

ou(-) 1 1 o2 9 O
~—~>0=>1-——=>0=0, > C3
90, 0z /21 03 VoY (€3)

Therefore the last condition is both necessary and sufficient for U(-) to be monotonic on ., in which
case the monotone equilibrium is unique. Finally, to prove that this equilibrium is the only one surviving

iterated deletion of strictly dominated strategies, see Morris and Shin (2001). |

C.1.2 Proof of Corollary 3.1

To proof the second point we need to use implicit differentiation in Equation C.1 ,

0, oUon, S

Ox

Oy, oU/o0, 11— Sk ()2t

Oz

>0 (C.4)

The latter inequality comes from the condition for existence and uniqueness. Using Equation 3.6,

9k _ 0> 0 (C.5)
96,

Regarding the second point, using implicit differentiation in Equation C.1 ,

0, OU/OS B(-)
OSy — oU/06,  1—Skpi() L

>0 (C.6)

The latter inequality comes from the condition for existence and uniqueness. Then, using Equation 3.6,

Oy, ®(-)
= X -
05y, 1— Sy ()

Oz

>0 (C.7)
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Regarding the different tax rates,

oh __oujor __ Si2e%gt 20 giventhat 220 g (C8)
o~ oujob, 1-sa(e T F o " |
then )
0%y, . 89k N ()
a5t = %o 6 > 0. (C.9)
Wrt. p
A S ¢ 921 () —1¢.
% __9U/p _ P 8a <0 giventhat 22U oy (C.10)
op ou/ob,  1- Skqbl( ) Ip
then .
8ik 89k ()
0%k _ Pk _ g0270) (€11
o " op Ip
Finally, regarding pi,
7 Spo(-)e=L
Ok _ 0U/Ow. _ Skdl)5 <o, €.12)
Opu, oU /06, 1= Ské1() %=
then . ()2t
O, 00 Sk
Rk R 71:7—7 -1)<0 C.13
Ome O, (=) 1= Se(-) % . (€19
|
C.1.3 Proof of Lemma 3.1
We need to show that OI1;(S;|Z1)/9S; > 0, i.e.,
0 Ak N 1 0 1
O—Sj(l —p) Pr(zi; < 27(5;5),05 < 0;(S;)|Z°) + a5, g (L=t Pr(zy; > 25(5;)[27) >0 (C.14)
Rewriting the probability term,
ok N 0 A%
aqu(l —p) Pr(zij < &5(55),0;5 < 0;(5))|T") + 25, Ao (L=1) [1 = Pr(zy; <&|ZY)] >0 (C.15)
which simplifies further to:
0 #(S;),0; <0 ! 0 P !
(1 _p)@ Pr(z;; < £7(5;),0; < 0,;(S;)|T°) — (1 — t)asj Pr(z;; <25(5;)[Z°) >0  (C.16)
The joint distribution of x;; and 6; follows a bivariate normal distribution:
, 2 2 2
fai;.0;(@ij,0;) ~ Bivariate Normal with g = (,u]> Y= (Jw —20“ Ug) o= on ;
Hj gy 4 O'% + 0'2
(C.17)
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The corresponding cumulative distribution function (CDF) w.r.t to the threshold Z; and éj is

Faij 05 (25,6; / / e 2(1jf’2)d91dl’ij
00 27‘(0'#\/07\/7
(C.18)
2
PO _ 2p(wij — 1) (05 — py) X <9j — Mj)
Applying Leibniz’s rule, the derivative of Pr(z;; < 27(5;)|Z D is
% 2
L% o
1 _< > oz
e VR (C.19)
2n(02 + 02) 95
Similarly, the derivative of Pr(z;; < £7(5;),6; < é]( S;)|TY
09,
/ fx” SU], ) ]as / fﬂczg, ($Z],(9 )d$z] 65 (C.20)

Substituting the bivariate normal distribution, we obtain:
? op NCEIN 2
) 13 pP(Z;—ps C— C—
0 J " > _ b EASH Bt LA ja j .
/] 1 < - <<\/”z+“ CI d9JgS
~o0 210, 0% + Vv :

2 ~ ~
7 Tij —Hj _2P(I¢jfﬂj>(91*u]’>+ 6j—nj 2 .
+/:rj 1 T2(1— p2) \/%Jr[, UM/U%JFO?L on 86j

dx;j
—o0 QWUM,/0%+UI%\/1—p2 95j
Then, Equation C.16 becomes

2

) H 2p(85—p ) (05 —pz) | (05—nj\2

0. JHi el A 1 s L (s
(l—p)|:/J 1 e( 2(1 p? <<\/0$+0“> Uﬂ\/":%"’aa < m ) da 6

J .
oo 27@@ 1—p? asj
2 ~ ~
__1 ity _2e@iimng) O ng) (05 ny 2
2(1*[)2) \/o-%+o-ﬁ gu\/g-%_‘_o.ﬁ o

(C.21)

e ot
-0 2770'”\/@\/@ 95;
1 _1< ) ) 93t
ST B W ) B/
2n(02 +02) 95;
(C.22)
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Considering 2* oc af);, and eliminating common terms (————), we obtain:
g 7 J° g ( /0'9254-0'2#)’

2
N 5 —pj 2p(85—pj)(05—pj) 0i—nj 2
1 b; (zu 2><<aa> (5 >>>
(1—p){a/ e ’ N w73+, . A6

2mo,\/1 — p? !

- 2
zij=ng ) _2p(wij ) 05— uj>+<9jfuj) ))
o'z+a o a'I+0 T (C23)

zj ( 2(1— p2)<
+/

(
%(Jﬁ)

Substituting p and multiplying both sides by /27, we get:

2
2 2 7 J—Hj _2p(&5—ps)(05—pj) 0j—u; 2
i i O-‘u ej ( 2<1 o ((\/ + > \/ 2. 2 +( op )
Uw h ouy/ozto
<1—p>[a/ ‘ Z 7 "

27T0'u0'm —0

2 . ~ 2
. wij M 2e(@ig=iy)O5—ry) | (051
Z; ( 2(1 2) << ; 2 > T, 2152 +( o ) )) (C.24)
4 / e\ TR okl ’ dwiﬂ‘]

—00

2
1 i?“j)
—(1—t)ae 2<V"%+”3 >0

/52 2
Using /a = a;;rg“, we rewrite:
. 272/3(4%]‘*#3‘)(0]‘*“]')+<9j*l"j)2
1 ej 2(1 p \/ax+a UM'\/U%J’*U?L TH
—p)——— | e db;
V2m\/ao, oo

2 ~ ~ 2
A @i — by 2p(ij—pj) 05 —pj) | [ 0j—n;
& 2(1 )<< 5 o >  on/Re +( ’ ) )) )
+/ e< ANV Vo ' d”"j}

(1

—0o0

SF_ . 2
—(1—1t)e ETn) > ()

Since all terms are positive, we simplify by disregarding the second integral, adopting a sufficient condi-
tion. The second integral “helps” in proving the statement. Extracting the leading exponent term further

refines the condition to:

~ 2p(&;—psi)(0:—ps) 0. —p.\2
B A /O'% + 0'/% <_2 1i . ) 9]' <_ 2(1ip2) <_ £ Ji\;ingJoQ“J +< ]Uu‘u]) >> )
(1 —p)———e\ 2099 e # do
V2100, _ J (C.26)
—(1—-¢)>0

o0

Since the coefficient of (1 — p) is positive, the condition holds when the difference between p and ¢ is

sufficiently large. For instance, setting ¢ = 1 ensures the condition is met for all p > 0. |
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C.1.4 Proof of Proposition 3.2

To prove that these strategies constitute a Perfect Bayesian Nash Equilibrium (PBNE), we must ver-
ify two conditions: Stage 2 optimality and Stage 1 optimality. Stage 2 optimality has already been
established in Proposition 1. We now focus on Stage 1.

Since all strategies considered are symmetric, we analyze the case where all agents follow the same
strategy. Rather than expressing expected payoffs as functions of the thresholds—which themselves de-
pend on specialization proportions and public signals—it is more convenient to define expected payoffs
directly as a function of (51, S2, g1, 2) : Wi (S;, py | TY) = i (25(S;, ), éj(Sj,uj) | ZY).

Assume all agents follow Strategy 1, which prescribes specializing in the tax haven with the lower
public signal, with ties broken in favor of 7'H;. Then:

o If 11 < o, all agents specialize in THy, so (S; = 1,52 = 0). By Lemma 1, IT;y (1, 1y | Z) >
;2(0, p2 | Z1), Vi. No agent has an incentive to deviate and (S; = 1, So = 0) is consistent.

e If u1 = po, tie-breaking leads all agents to specialize in 7'H1, again yielding (S; = 1,52 = 0).
By Lemma 1, IT;; (1, 11 | Z') > TI;2(0, 1 | 1), Vi. No agent has an incentive to deviate and
(S1 =1,55 = 0) is consistent.

o If 1 > o, all agents specialize in T Ha, so (S1 = 0,582 = 1). By Lemma 1, IT;1 (0, 1 | Z) <

I;2(1, po | Z), Vi. No agent has an incentive to deviate and (S; = 0, S2 = 1) is consistent.

Thus, Strategy 1 constitutes a Perfect Bayesian Nash Equilibrium.
Assume all agents follow Strategy 2, which prescribes specializing in the tax haven with the lower
public signal, and mixing uniformly when the signals are equal. Let o;(j) denote the probability of

agent ¢ specializing in tax haven j.

o If 11 < o, all agents specialize in THy, so (S; = 1,52 = 0). By Lemma 1, IT;y (1, 1 | Z') >
II;2(0, o | T'), Vi. No agent has an incentive to deviate and (S; = 1, Sy = 0) is consistent.

o If 11 > o, all agents specialize in T Ha, so (S = 0,52 = 1). By Lemma 1, I1;1 (0, i1y | T') <
Iio(1, ue | T), Vi. No agent has an incentive to deviate and (S = 0, S5 = 1) is consistent.

o If 3 = po, all agents mix uniformly: o;(1) = 04(2) = 0.5, resulting in (S; = 0.5, 52 = 0.5).
By symmetry,
L1 (0.5, i | Z%) = Mo (0.5, o | T%), Vi

Agents are indifferent and have no incentive to deviate and (S; = 0.5, Sy = 0.5) is consistent.

Thus, Strategy 2 also constitutes a Perfect Bayesian Nash Equilibrium.

C.1.5 Proof of Proposition 3.4

We analyze the effect of increasing 7 on equilibrium evasion A. By symmetry, the same logic applies
to increases in po when g is held constant.

According to Equation 3.14, the effect of increasing p; varies across three domains:
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* Casel: g < po
In this region, all agents specialize in T'H;, so S] = 1 and S5 = 0. Since specialization remains

fixed as p; increases reducing evasion. This proves (i).

e Case 2: 11 = p2
Under Strategy 1, agents coordinate fully on 7'H1, resulting in:

- 2%(1) —
A = [ L 0 (C.27)
oz +o2
Under Strategy 2, agents split evenly across the two havens:
< £7(0.5) — £5(0.5) —
Aspratr = 0.5 - P M +05-® M (C.28)
o2+ o2 o2 +o2
By symmetry, £7(0.5) = £5(0.5), implying:
~ 271(0.5) —
Agpur = ® [ T105) — 0 (C.29)

\/o2+ o2

Since z7(1) > #7(0.5) (by Lemma 1), we conclude that Asyat1 > Asat2, proving part (ii).
However, note that a marginal increase in p; beyond the symmetry point immediately triggers a
switch back to full specialization under Strategy 2. As a result, evasion jumps back to the level of

Strategy 1, reversing the previous decline. This discontinuous increase confirms part (iii).

* Case 3: g > po
Once all agents are specialized in T'Hy, further increases in 11 have no effect on specialization or

evasion, as no one responds to T'H;’s signal anymore. This proves part (iv).
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