UAB

Universitat Autonoma de Barcelona

States over time for quantum optimal transport
and relative entropy chain rules

Matt Hoogsteder Riera

ADVERTIMENT. L’accés als continguts d’aquesta tesi queda condicionat a I'acceptacié de les condicions d’us
establertes per la seguent llicencia Creative Commons: https://creativecommons.org/licenses/?lang=ca

ADVERTENCIA. El acceso a los contenidos de esta tesis queda condicionado a la aceptacién de las condiciones de

uso establecidas por la siguiente licencia Creative Commons: -m https://creativecommons.org/licenses/?
Iang=eS @ BY _SA

WARNING. The access to the contents of this doctoral thesis it is limited to the acceptance of the use conditions set

by the following Creative Commons license: https://creativecommons.org/licenses/?lang=en




States over time for quantum
optimal transport and relative
entropy chain rules

by
MATT HOOGSTEDER RIERA



This page is intentionally left blank



Universitat Autonoma de Barcelona

States over time for quantum
optimal transport and relative
entropy chain rules

by
MATT HOOGSTEDER RIERA

under the supervision of

Prof. JouN CALSAMIGLIA
Prof. ANDREAS WINTER

A thesis submitted in partial fulfillment for the degree of
Doctor of Philosophy in Physics

Fisica Teorica: Informaci6 i Fenomens Quantics
Departament de Fisica, Facultat de Ciencies

Bellaterra, October 11th, 2025



This work is licensed under a Creative Com-
mons “Attribution-NonCommercial-ShareAlike 3.0 @ @ @ @

Unported” license.


https://creativecommons.org/licenses/by-nc-sa/3.0/deed.en
https://creativecommons.org/licenses/by-nc-sa/3.0/deed.en
https://creativecommons.org/licenses/by-nc-sa/3.0/deed.en
https://creativecommons.org/licenses/by-nc-sa/3.0/deed.en

The struggle itself towards the heights is enough
to fill a man’s heart. One must imagine Sisyphus
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Resum

Aquesta tesi esta dividida asimetricament en dues parts: la primera desenvolupa
una teoria per transport optim quantic, la segona estableix una regla de la cadena
per 'entropia relativa quantica. Aquests dos temes, aparentment independents,
es connecten en aquesta tesi mitjangant la nocio d’estats en el temps (“states over
time”). Aquest concepte té 'objectiu de caracteritzar les propietats de 'evolucio de
sistemes quantics, en contrast amb el concepte de “estats en 'espai”, més familiar,
que descriu les correlacions entre estats espacialment separats. Descriure correla-
cions quantiques en el temps resulta ser considerablement més subtil i intricat,
cosa que requereix noves estructures matematiques per capturar la composicio i
transformacio d’aquests sistemes.

En la primera part, dedicada a transport optim quantic (“quantum optimal trans-
port”), busquem un analeg quantic a la teoria classica mitjancant la identificacio
la codificacio adequada dels elements del problema—en particular, I'estat inicial
(una matriu densitat) i els plans de transport admissibles (canals quantics)—en un
sol objecte matematic anomenat acoblament (“coupling”). Comencem amb una
formulaci6 ingenua, inspirada per la formulacio6 classica, basada en 1'is d’estats
quantics conjunts com a acoblament. Desenvolupem aquest acoblament i identi-
fiquem les seves peculiars (indesitjables) propietats per motivar la nostra cerca amb
un enfocament diferent.

En el nou enfocament, que constitueix el tema principal d’aquest treball, busquem
un acoblament bilineal que permeti la composici6 natural de canals, per tal d’obtenir
una nocio6 consistent d’estat en el temps. Amb aquesta restriccio, el producte de
Jordan emergeix com a noci6 fisicament motivada d’acoblament. Partint d’aixo,
definim el cost optim de transport quantic com la minimitzacio d’un funcional de
cost sobre tots els canals admissibles que connecten els dos estats i estudiem les



seves propietats fisiques i matematiques. Parem especial atencio a costos invari-
ants sota accions unitaries, cosa que permet simplificar i resoldre analiticament
el problema per estats que commuten o amb altres estructures. Aquests exemples
revelen profundes diferencies estructurals entre les nocions classiques i quantiques
de transport optim.

En la segona part, dedicada a regles de la cadena per 'entropia relativa quantica,
revisitem una de les mesures de distingibilitat meés fonamentals en teoria de la
informacio quantica, que destaca per la seva significanga operacional en tests
d’hipotesi. En teoria de probabilitat classica, 'entropia relativa compleix una regla
de la cadena que descompon el canvi total en entropia relativa sota 'accio de dos
processos estocastics en una mitjana divergencies de les distribucions puntuals sota
I’accio dels processos. Tanmateix, en el cas quantic nomeés es coneixien versions
asimptotiques, regularitzades d’aquesta regla de la cadena.

En aquesta obra, derivem dues regles de la cadena quantiques basades en un
sol sistema. La primera generalitza la nocio classica de distribucions puntuals a un
conjunt d’estats quantics construits per ’accio d’operadors de mesura sobre estats
en el temps. La segona manté projectors ortonormals de rang u, pero imposa una
condici6 suficient que restringeix la generalitat de 'equacio. Junts, aquests resultats
mostren que és possible obtenir regles de la cadena significatives en el regim d’un
sol sistema, pero tambeé ressalten els obstacles fonamentals a una generalitzacio
total i la necessitat per desigualtats més ajustades.



Abstract

This thesis is divided asymmetrically into two main parts: the first develops a
framework for quantum optimal transport, and the second establishes chain rules for
the quantum relative entropy. These two apparently unrelated topics are connected
in this thesis by the unifying notion of states over time. This concept aims at
characterising the properties of quantum systems as they evolve, in contrast to
the more familiar“states over space” that describe correlations between spatially
separated subsystems. Describing quantum correlations across time proves to be
considerably more subtle and intricate, requiring new mathematical structures to
capture their composition and transformation.

In the first part, devoted to quantum optimal transport, we seek a quantum
analogue of the classical theory by identifying an appropriate encoding of the
problem’s elements—namely, the initial state (a density matrix) and the admissible
transport plans (quantum channels)—into a single mathematical object called a
coupling. We begin with a naive, classically inspired formulation based on joint
quantum states as a coupling. We develop this coupling and note its peculiar
(undesirable) issues to motivate our search for a different approach.

In the new approach, which constitutes the main topic of this work, we seek a
bilinear coupling that allows for the natural composition of channels, leading to a
consistent notion of a state over time. From this requirement, the Jordan product
emerges as a physically motivated notion of coupling. On this basis, we define a
quantum optimal transport cost as the minimisation of a cost functional over all
admissible channels connecting two quantum states and study its mathematical and
physical properties. Special attention is given to unitarily invariant costs, which
allow for simplifications and fully analytical solutions for commuting or otherwise
structured states. These examples reveal deep structural differences between the
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classical and quantum notions of optimal transport.

In the second part, devoted to chain rules for the quantum relative entropy,
we revisit one of the most fundamental measures of distinguishability in quantum
information theory, notable for its operational significance in hypothesis testing.
In classical probability theory, the relative entropy satisfies a chain rule that decom-
poses the total decrease in relative entropy under a pair of stochastic maps into an
average of pointwise divergences between mapped distributions. In the quantum
setting, however, only asymptotic, regularised versions of this rule were previously
known.

In this work, we derive two single-letter quantum chain rule inequalities. The
first generalises the classical notion of pointwise distributions to an ensemble of
quantum states constructed from the action of measurement operators on states
over time. The second retains orthonormal rank-one projectors but imposes a
sufficient condition that restricts its full generality. Together, these results show
that meaningful single-letter quantum chain rule inequalities are possible, while also
highlighting both the fundamental obstructions that prevent a full generalisation
of the classical case and the need for tighter inequalities.



Resumen

Esta tesis esta dividida asimétricamente en dos partes: la primera desarrolla una
teoria para el transporte optimo cuantico, la segunda establece una regla de la cadena
para la entropia relativa cuantica. Estos dos temas, aparentemente independientes,
se conectan en esta tesis por la nocién de estados en el tiempo (“states over time”).
Este concepto tiene el objetivo de caracterizar las propiedades de la evolucion
de sistemas cuanticos, en contraste con el concepto de “estados en el espacio”,
mas familiar, que describe las correlaciones entre estados espacialmente separados.
Describir correlaciones cuanticas en el tiempo resulta ser considerablemente mas
sutil e intrincado, lo que requiere nuevas estructuras matematicas para capturar la
composicion y transformacion de estos sistemas.

En la primera parte, dedicada al transporte 6ptimo cuantico (“quantum optimal
transport”), buscamos un analogo cuantico a la teoria clasica mediante la identifi-
cacion de la codificacion adecuada de los elementos del problema — en particular, el
estado inicial (una matriz densidad) y los planes de transporte admisibles (canales
cuanticos) — en un solo objeto matematico llamado acoplamiento (“coupling”).
Comenzamos con una formulacion ingenua, inspirada en la formulacion clasica,
basada en el uso de estados cuanticos conjuntos como acoplamiento. Desarrollamos
este acoplamiento e identificamos sus peculiares (indeseables) propiedades para
motivar nuestra busqueda con un enfoque diferente.

En el nuevo enfoque, que constituye el tema principal de este trabajo, bus-
camos un acoplamiento bilineal que permita la composicion natural de canales,
para obtener una nocion consistente de estado en el tiempo. Con esta restriccion, el
producto de Jordan emerge como una nocion fisicamente motivada de acoplamiento.
Partiendo de esto, definimos el costo oOptimo de transporte cuantico como la mini-
mizacion de un funcional de costo sobre todos los canales admisibles que conectan



los dos estados y estudiamos sus propiedades fisicas y matematicas. Prestamos
especial atencion a costos invariantes bajo acciones unitarias, lo que permite sim-
plificar y resolver analiticamente el problema para estados que conmuten o con
otras estructuras. Estos ejemplos revelan profundas diferencias estructurales entre
las nociones clasicas y cuanticas de transporte optimo.

En la segunda parte, dedicada a reglas de la cadena para la entropia relativa
cuantica, revisamos una de las medidas de distinguibilidad mas fundamentales en
teoria de la informacion cuantica, que destaca por su significancia operacional en
tests de hipotesis. En teoria de probabilidad clasica, la entropia relativa cumple una
regla de la cadena que descompone el cambio total en entropia relativa bajo la accion
de dos procesos estocasticos en un promedio de divergencias de las distribuciones
puntuales bajo la accion de los procesos. Sin embargo, en el caso cuantico solo se
conocian versiones asintoticas, regularizadas de esta regla de la cadena.

En esta obra, derivamos dos reglas de la cadena cuanticas basadas en un solo
sistema. La primera generaliza la nocion clasica de distribuciones puntuales a un
conjunto de estados cuanticos construidos por la accion de operadores de medida
sobre estados en el tiempo. La segunda mantiene proyectores ortonormales de
rango uno, pero impone una condicion suficiente que restringe la generalidad de
la ecuacion. Juntos, estos resultados muestran que es posible obtener reglas de la
cadena significativas en el régimen de un solo sistema, pero también resaltan los
obstaculos fundamentales a una generalizacion total y la necesidad de desigualdades
mas ajustadas.
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Introduction

Consider the relation
p(x,y) = p(ylz)p(z), (1.1)

connecting the joint distribution of two variables with the marginal and conditional
distributions. This classical equation, usually seen as a step to the proof of Bayes’
theorem, a more common form of the same result, provides a significant insight
into classical probabilities. Namely, consider an initial probability distribution p(z)
and a stochastic map p(y|x). Can we possibly obtain a single object that encodes
this? Of course, we could just use the Cartesian product (p(z), p(y|x)), which is
somewhat a single object. Eq. (1.1) not only answers this question, it gives meaning
to this object: the product yields a joint probability distribution on the joint space.

But this is not the only interpretation of p(y|x) and Eq. (1.1). Given a joint
probability distribution p(z, y) we can then recover p(y|z) and p(z) from Eq. (1.1).
In this case p(y|z) is not a stochastic map, but rather a way to update our knowledge
of the probability distribution of y when obtaining information about the state of z.

For a simple example, consider someone we meet regularly wears socks with
two properties: colour and length. We know that someone has three pairs of socks
that they randomly wear with equal probability: red and long, red and short and
blue and long. We now know the joint distribution. Moreover if we can observe
that they are wearing blue socks one day we can then guarantee that the socks will
be long, p(long|blue) = 1. There is no map here, not physically that is, just a way



for an observer to process information and make better predictions upon obtaining
new knowledge.

Conversely, consider a sock factory. We have a machine that is provided with
yarn of two possible colours, red and blue, and then selects whether to make a long
or short sock with it with an input dependent stochastic maps. With the correct
choices of inputs and maps, we can recover through Eq. (1.1) the distribution from
the previous example.

This two examples use the same objects in fundamentally different ways, but
Eq. (1.1) stays true regardless. It is known that this is not true in quantum mechanics.
To be more precise, a joint state w will have a marginal Trp [w] = p, but it is now
unclear how we can recover a map from this pair of objects. Similarly, if we start
with a state p and a map &, it is unclear how or if we can obtain a joint state.

These questions have been the subject of study over the last 20 years in works
such as [Lei06; LS13; HHP+17; FP22]. We will refer to the quantum generalisations
of p(y|x)p(x), as it is done in [HHP+17], as states over time. The main contribution
of this thesis has been to take these results on states over time and apply them to
two different topics: optimal transport and entropy inequalities.

Generalising the theory of classical optimal transport to quantum states was
the initial motivation of this work. Classical optimal transport provides a powerful
toolbox for defining distinguishability measures between probability distributions
that reflect the underlying metric structure of the space in which they are defined.
Extending this idea to quantum systems is particularly appealing, as it enables
the construction of distance measures between states that go beyond the Hilbert
space structure. In this way, one can incorporate physically meaningful notions of
separation, such as energy, or informational measures like the Hamming distance
between bit strings [Ham50]. For instance, in Hilbert space, two spatial wave
packets with disjoint supports are considered maximally distant, regardless of how
close or far their supports are in real space. By contrast, an optimal-transport-based
notion of distance would naturally reflect their physical spatial separation.

The question of how to represent quantum states over time arises naturally
from the generalization of couplings in classical optimal transport. In the classical
setting, the notion of a coupling between two distributions p(x) and p(y)—a joint
distribution p(z,y) whose marginals are p(z) and p(y)—plays a central role, as it
underlies the definition of transport costs and distances. In the quantum setting,
however, we need an object that generalises this idea. This challenge quickly
emerged as a central concept in this thesis.

In the context of entropy inequalities, we generalised a known classical formula,
the chain rule for the relative entropy, to quantum states. We used two different




CHAPTER 1. INTRODUCTION

methods to find three quantum chain rules.

i) First, we used a semiclassical approach and states over time to find a new chain
rule bound. This result is interesting for two reasons: first, it improves on the
known bounds, given by Fang et al. [FFR+20] in some regions and is easier to
calculate; second, the methods used in the proof are interesting in their own
right. For the proof, we used classical objects derived from quantum processes
on certain states over time and then removed the classicality to obtain purely
quantum set of relative entropies.

ii) The second set of results relies on a generic entropy inequality derived from a
generalisation of well-known recovery maps [Wil15; JRS+18; SBT16]. We then
study concrete cases of this inequality to obtain our results. The main result of
this part is a conditioned quantum chain rule. We also show the necessity of
having a condition.

This thesis is structured in the following way: we will first introduce general
mathematical and physical theory in Chapter 2, with an emphasis on presenting
quantum theory as an extension of classical probability theory. In Chapter 3 we
introduce classical optimal transport, as well as our own and others’ initial attempts
at a quantum generalisation. In Chapter 4 we will introduce the theory of state
over time. In Chapter 5 we lay out our theory of quantum optimal transport. In
Chapter 6 we solve the particular case of a unitary invariant costs within within the
framework of Chapter 5, and present some preliminary results toward constructing
a quantum optimal transport that encodes the energy profile given by a Hamiltonian.
Chapter 5 and Chapter 6 are based on [HCW25]. Finally, in Chapter 7 we present
our results on chain rules for the quantum relative entropy. Chapter 7 is based on
currently unpublished work [GH25].







Preliminaries

In this chapter we introduce well-known mathematical and physical concepts
that are nonetheless important for this thesis. The aim is to make the thesis as
self-contained as possible.

In Section 2.1 we introduce purely mathematical definitions and results; in
Section 2.2 we introduce the postulates of quantum mechanics, as well as the
basic objects we use throughout this thesis; in Section 2.3 we introduce quantum
channels, as well as their multiple formulations, and in Section 2.4 we introduce
basic notions of quantum information theory.

2.1 Mathematical concepts and notation

The overall framework of this thesis is finite dimensional quantum mechanics, which
is mathematically expressed as finite dimensional Hilbert spaces and algebras of
operators over these Hilbert spaces. In this section, we introduce these spaces
and present some of the key definitions and results. We also clarify how certain
definitions are used throughout the thesis, including the notational conventions
and assumptions adopted.

The material in this section is based on [Arv76; Jon15; Hia20].



2.1. MATHEMATICAL CONCEPTS AND NOTATION

2.1.1 Hilbert spaces and operator algebras

The fundamental structure for quantum mechanics is the Hilbert space, defined as
follows [Jon15]:

Definition 2.1
A Hilbert space H is a C-vector space with an inner product (-, -) : H X H — C such
that:

i) (-,-) is linear in the first variable.

ii) Vo, € H, (1, 9) = (¢, ).
iii) If 0 # x € ‘H then (z,z) > 0.
iv) H is closed under the norm ||-|| = \/(-, ).

We will use mostly standard physics notation, where elements of a Hilbert space
are denoted by kets |p) and the inner product is represented as (¢|p). Additionally,
we are only concerned with finite dimensional Hilbert spaces, thus we present
results simplified for this case. We also generally ignore the closure condition on a
lot of these definitions and results, since it is trivial in the finite dimensional case.

We denote by B(#) the x-algebra’ of all bounded linear operators on a Hilbert
space H.

Any subalgebra .of C B(H) that is closed under the adjoint operation, which
we denote by *, is a concrete operator algebra. Given a subset A C B(H), we
denote by C*(A) the smallest operator algebra that contains A, in the sense that
any other x-algebra containing A must also contain C*(A).

Given an operator algebra on a Hilbert space B(#), we consider the following
definitions:

Definition 2.2 i) The identity operator, denoted by 1 € B(H) is the map such that
1[p) = [p) forall [p) € H.

ii) A subalgebra of B(H) is unital if it contains 1.

iii) And element x € B(H) is Hermitian or self-adjoint if v = x*. We denote the set
of self-adjoint elements as Herm H.

iv) An element Il € B(H) is an orthogonal projection if 11> = 11 = IT*.

1A vector space equipped with multiplication and the adjoint operation, denoted by *, which is
closed under these operations.
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v) An element w € B(H) is called positive semi-definite (psd) if (p|w|p) > 0
V@) € H. We denote the set of psd elements as B, (H).

vi) AnelementU € B(H) is a unitary ifUU* = U*U = 1

vii) The dual space H* of a Hilbert space H is the set of all continuous linear maps
f : H — C. The Riesz representation theorem guarantees that for every f € H*
there exists a unique vector |p) € H such that f(|¢)) = (p|¢) forall |¢) €
‘H. Hence, in the bra—ket notation, the functional f is denoted by {(,|.

viii) The commutator of two elements x,y € B(H) is [x,y] = zy — yz.

Finally, we write the finite dimensional, hermitian version of the well-known
spectral theorem.

Theorem 2.3 (Spectral theorem)

Let H be finite-dimensional Hilbert space and A € Herm ‘H. Then there exists an
orthonormal basis of H consisting of eigenvectors of A, and the corresponding eigen-
values are real.

Given two Hilbert spaces Hy, H; their tensor product is the linear completion
of the map (|¢) , |p)) € Ho x H1 — |¢¥) ® |¢) € Ho ® H; with the inner product
defined as

(Y@ ely' ©¢') = (1) (pl¢). 2.1)
Given two linear operators A € B(H,), B € B(H,) there exists a bounded operator
A® B € B(Ho® H,) defined as (A ® B)(z ® y) = Az @ By.

2.1.2 von Neumann algebras

In this section we introduce von Neumann algebras and some properties that we
use later.

Definition 2.4
A von Neumann algebra is a subalgebra of an operator algebra on a Hilbert space

B(H) that is unital and closed.

We need von Neumann’s bicommutant theorem, which we write for the case of
finite dimensional operator algebras [Jon15; Hia20], also throrem 1.2.1 in [Arv76].
The commutant of a set A C () is denoted by A’ and defined as

A'={x e B(H)|[r,a] =0Va € A}. (2.2)
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Similarly we write the commutant of the commutant, known as bicommutant, as
A" = (A’). Von Neumann’s bicommutant theorem makes it so that we never need
to go further that the bicommutant. This specific formulation of the theorem is
taken from [Jon15].

Theorem 2.5 (von Neumann’s bicommutant theorem)
Let .# be a unital, self-adjoint subalgebra of B(H) with dimH = n < oo. Then
M ="

To close the section, we include two technical lemmas and a known theorem
for the tensor product of commutators.

Lemma 2.6

Let V and </ be a vector space and algebra, respectively, both subsets in the same
operator algebra. Let B be the basis of a V' and let o/ be generated by gen <7 . Then,
V = o if and only if

i) BC .«.
ii) B-BCV.
iii) geno/ C V.

Proof. The ’only if” direction is trivial, so we focus on the if direction. Because V'
is embedded in a larger operator algebra, it makes sense to consider the product
between its elements. Assume the conditions are true. Then, from the first one we
see that V' C &7, since o7 is an algebra and therefore closed under addition and
product by scalar. From ii), we see that V' has to be an algebra, since if v, w € V,
then

v = Z b, w= Z wpb (2.3)

and

vw = Z vpwybb’ €V, (2.4)
by eB

ifob' € V forall b, b’ € B.
Finally, the combination of V' being an algebra and the generators of .o/’ being
in V imply that &/ C V, finishing the proof. O]
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Lemma 2.7
Let o7, 975 be finite dimensional von Neumann algebras. Then

(e 0 o) = (] U )", (25)
Proof. We start from the following equality [Arg20]:
(MU M) = M0 My, (2.6)

where .#, .# are von Neumann algebras. We first prove this equality by double
inclusion. For L C R, consider 7" in the commutator of the union. That means that
T commutes with the elements of .#) and .#5, respectively. Thus, T' € 4|, 4.
Therefore T' € /] N ;. Conversely for L O R, let T be in the intersection of
commutants. Then 7' commutes with the elements of ./, and the elements of .Z .
Thus, 7' commutes with the elements of .7 U .#5. Therefore, T' € (., U M5)'.
With this equality, we can write .#/ = 7. Because .#; are von Neumann
algebras, they fulfil .#; = .#/, due to von Neumann’s bicommutant theorem. To
find the result, we take the previous equation and add a commutant to each side.

Then we write .#; as <7/ and .4 as <:

(%1 U %2)/ = %1/ N %2/ = (%1 U %2)” = (%1/ N %2,),

2.7
S (Ao =(hnay. O

Note that (7] U o))" = o/ U o7 is false in general because the union of
algebras is not an algebra. O

Finally, we write the commutation theorem for tensor products of von Neumann
algebras, taken from [Arv76].

Theorem 2.8 (Commutation theorem)
Let o7, 975 be von Neumann operator algebras. Then

(o @ o) = o] @ . (2.8)

2.1.3 Convex cones

Definition 2.9
A subset S of a complex vector space V' is convex if Vx,y € S andt € [0, 1]

tr+(1—t)yes. (2.9)
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Definition 2.10
A subset C' of a complex vector space V' is a cone if tC C C' fort > 0°.

Definition 2.11 i) A cone C' is pointed if C' N (—C) = {0}.

ii) Given a set S the cone generated by S is the minimal convex cone that contains

S and it is denoted by cone (.5).

iii) If V' is equipped with an inner product and S C 'V, the dual cone to S is
{veV|{v,s) >0Vs € S}. We denote the dual as S*. The dual cone is always
a convex cone, even if S is not.

iv) Generally we consider V. = B(H), equipped with the Hilbert-Schmidt inner
product: (x,y)gs = Tr [x*y].

The rest of the section contains three technical lemmas on cones.

Lemma 2.12
Let I be an index set and {C;},_, a set of pointed cones. Then

(¢ = <Z ci> * . (2.10)

iel el

Proof. We can show the equality directly. Let = € ()., C;". Then,

el

el
o (s

ZCZ>20VQ€CZ < T E (ZCZ> .

el el

(2.11)
u

Lemma 2.13
A cone C' is pointed if and only if there exists an element f in the dual space such that
f(z) > 0 for all nonzerox € C.

2Sometimes the definition includes ¢ = 0, or asks that the cone is pointed. In this thesis we
always work with cones that include 0 but some of them are not pointed.

10
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Proof. Let x,—x € C and f € C* such that f(z) > 0 for all nonzero z € C.
Because f is linear f(—z) = —f(x) < 0, which is a contradiction.

Conversely, let C' be pointed, then (C'\ {0}) N ((—=C) \ {0}) = (. By the Hahn-
Banach theorem, there exists a linear map such that f(x) > Oforallz € C\{0}. O

Lemma 2.14
Let K be a convex cone and A an invertible linear map. Then,

A(K)* = (A*)"HK™). (2.12)
Proof. Let z € A(K)*. Then,

re AK) & (r,Aly) >0 Vye K < (A" (z),y) >0 Vye K
& Ar)e K* & ze(A)HKY).
(2.13)

]

11
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2.2 Quantum mechanics

The setting of this thesis is quantum mechanics. In this section we introduce
quantum mechanics as a mathematical theory from the ground up: we start with
the postulates; then we introduce the quantum state; we show how quantum states
can be manipulated, and finally we introduce a key result that connects quantum
maps to quantum states: the Choi and Jamiotkowski isomorphisms.

Most of the general information in this chapter has been taken from [NC10],
although any other general quantum mechanics book with any basics of quantum
information would serve.

2.2.1 Postulates

As far as this work is concerned, quantum mechanics is a mathematical theory
that can be used to describe and, probabilistically, predict reality. We are not
particularly concerned with the second part of that statement, and will look at
quantum theory as mostly a mathematical theory. In this section we introduce the
postulates of quantum mechanics. These postulates serve both as the connection
between physical reality and the mathematical theory, and as the foundation of the
mathematical theory itself.

Postulate 1. An isolated physical system can be described with a complex Hilbert
space H, known as the state space of the system. The state of the
system will then be represented by an element of this Hilbert space
with norm one:

lp) € H suchthat (p|p) = 1. (2.14)

This first postulate is the main link between physical reality and mathematical
theory, it describes how reality can be mathematically described for the purpose of
quantum theory.

Postulate 2. A closed quantum system evolves under a unitary operator, with
its Hamiltonian H acting as the generator of this evolution. The
corresponding time-evolution operator is U; = e~ . Hence, the
state at time ¢ is

itH

lp(t)) = Us |p(0)) = e *

(0)) - (2.15)

12
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This postulate describes the evolution of isolated quantum systems, with isolated
being a key qualifier. Although most systems are open, a system can be viewed as
a subsystem (see Postulate 4) of a larger isolated system. This perspective leads to
the Stinespring dilation theorem [Sti55], introduced later in Theorem 2.26, which
shows that any non-unitary evolution of a system can be realized as a unitary
evolution of the system plus a suitable environment.

Postulate 3. A quantum measurement is given by a set of positive operators
{A;},c7> where Z is some index set, such that

Z ArA; = 1. (2.16)

The probability of obtaining each measurement result : € Z when
measuring on a state |p) is

P(i) = (plA; Ailg) (2.17)

®)

and the post-measurement state for measurement result i is

A; "P)

V(| Af Aile)

This postulate expresses how we can interact with our quantum system to
extract information from it. It famously includes two of the key features of quantum
mechanics: the results are probabilistic in general and measuring the state of the
system changes the state of the system.

(2.18)

Postulate 4. The state space of a composite physical system is described as the
tensor product of the component systems. If we have a composite
system with n subsystems and each subsystem is denoted by #;, the
state space of the composite system H is

H=Q)H:. (2.19)

This postulate describes how to describe systems made made of smaller sub-
systems. Note that, by Postulate 1, any properly normalized linear combination of
states is a valid state, reflecting the superposition principle. The interplay between
tensor-product composition and linearity gives rise to the richness of quantum

13
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correlations and entanglement. Such correlations can, for instance, arise from
initially uncorrelated states through interactions between the subsystems.

Postulates 3 and 4 are both very relevant to this thesis: composite systems,
particularly bipartite (n = 2) systems, play a central role in the Choi and Jamiot-
kowski isomorphisms, while measurements are essential for connecting quantum
and classical relative entropies.

2.2.2 Classical uncertainty and the quantum state

We have seen on Postulate 3 that quantum states have an inherent uncertainty.
Even if we perfectly know the state of the system its outcome under measurement
is not deterministic. On top of that we can add some classical uncertainty, that
is some lack of knowledge of the system on the observer’s part. We can consider
a setting where the observer knows that a state |y;) is prepared with probability
p;» but does not know which particular instance has been realized. This lack of
knowledge is described mathematically by a convex combination, as shown in the
following definition:

Definition 2.15

Let H be a Hilbert space, and let {p;,|;)},.7, be a collection of states H, each
associated to a probability. We call this an ensemble, and the associated ensemble state
is

p= Zpi lpi)wil € B(H). (2.20)

We can note two properties of this ensemble state. Firstly, the normalisation of
the states {|¢;) },.; and the probability distribution imply that Tr [p] = 1. Secondly,
the structure of |p;) ;| and the positivity of each p; imply that p is a positive
operator. We can turn this properties around into a definition.

Definition 2.16
Let H be a Hilbert space. We call S(H) C B(H) the set of quantum states. A state
p € S(H) if and only if

p>0, Tr[p]=1 (2.21)

These states are also sometimes called density matrices. We will use the terms state,
quantum state, density matrix and density operator interchangeably.

Definition 2.16 is the definition of state we work with for the entirety of he
thesis, leaving the more interpretable Definition 2.15 behind. The ensemble state
gives us a view on how the quantum state relates to classical probability theory. In

14
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classical probability theory we have deterministic states of the system and a lack
of complete knowledge of which state the system is in, which adds uncertainty.
In quantum theory we have non-deterministic states and, on top of that, a lack of
complete knowledge of the state of the system, leading to even more uncertainty.

The states |¢) € H are represented as density matrices as |p)(p|. If a state
can be written as |p)(¢|, that it if it has a unique ensemble with a single non-zero
probability, it is a pure state. If a state is not pure it is a mixed state. If a state
is pure, we sometimes write the Hilbert space element |p) instead of the density
matrix | )p|.

We have shown two definitions and claimed they are equivalent. We have also
shown that Definition 2.15 implies Definition 2.16. We want to show the converse.
Let p € S(H). p is in particular Hermitian, so by the spectral theorem Theorem 2.3
there exist orthonormal pure states |@;)}p;| and positive eigenvalues a; such that

p= Z ai |piX il - (2.22)

Because p is positive, its eigenvalues a; are also positive. Moreover, because p and
each |p;};| have trace 1, the sum of eigenvalues has to be 1 as well. With this we
obtain an ensemble associated to p: {a;, |¢;) }, obtaining that both definitions are
equivalent.

Note that we mentioned we obtained an ensemble, not the ensemble. That is
because different ensembles can lead to the same state. Moreover the pure states in
the ensemble need not be orthogonal, and there can be more than the dimension of
‘H. We show this in the following example:

Example 2.17

Let H = C2. Consider p = 1 [0)0| + 2 [1)(1|. From the definition of p we see that
{(3,10)),(2,]1)) } is an ensemble for p. We can now write p in matrix form in the
basis {|0) , |1)} and split it into three pure states:

=10 9)-3 (e TR e )
- <8 f) = 3PN+ N .
(2.23)
with| ) = 5 (|0) & V2 1)). This yields a different ensemble { (3, | %)) , (1. 1)) }

for p. Moreover, we see that there are more states in the ensemble than the dimension
and the states in the ensemble are not mutually orthogonal.

15
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It is important to emphasize that the density operator is the unique and most
complete characterization of the state of knowledge about a quantum system. It
captures all statistical information available when the system is in a probabilistic
mixture of pure states as well as when it is a subsystem of a larger entangled system.
In the latter case, the density operator of the subsystem is obtained by taking the
partial trace over the degrees of freedom of the environment/remaining subsystems,
as defined in Eq. (2.39) below.

The postulates in the state formalism

In Section 2.2.1 we stated the postulates of quantum mechanics for observers with
complete knowledge of the state. In the following we show the same postulates
reformulated for the density matrix formalism. The comments on the postulates
from Section 2.2.1 still apply, the only difference is how the concepts are expressed
mathematically.

Postulate 1. An isolated physical system can be described with a complex Hilbert
space H, known as the state space of the system. The state of the system will
then be represented by its associated density matrix, an operator p € B(H)

such that
p>0, Tr[p=1 (2.24)

Postulate 2. A closed quantum system will evolve under a unitary operator. If
the system is under a Hamiltonian H, this unitary operator is U; = e

Mathematically:

_itH it H

mp(0)en.

p(t) = Uip(0)UF = e (2.25)

Postulate 3. A quantum measurement is given by a set of operators {A;}
where 7 is some index set, such that

> ATA =1 (2.26)

1€’

The probability of obtaining each measurement result ¢ € Z of the measure-
ment when measuring on a state p is given by the Born rule

A/ *
PAG) = Tr [ A (227)
and the post-measurement state for measurement result 7 is
—_— 2.28

16
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Typically we are not concerned with the post measurement state. In this case
we can define a POVM:

Definition 2.18
A POVM is given by a set of operators positive M = {M;},_, C B .(H), whereZ is
some index set, such that

> Mi=1 (2.29)

The probability of obtaining each measurement result i € L of the measurement when
measuring on a state p is given by the Born rule

PM(i) = Tr [M;p). (2.30)

Postulate 4. The state space of a composite physical system is described as the
tensor product of the component systems. If we have a composite
system with n subsystems and each subsystem Hilbert space is de-
noted by H,;, then the operator space to the composite Hilbert space

H is
B(H) =8 <® H) . (2.31)

Note that for a composite system with n independently prepared subsystems in
states p;, the state of the composite system is

p = pi. (2.32)
=1

As in the pure state case, the state of a composite system need not be a simple
product. In the most general case, correlations between subsystems can be present,
including quantum entanglement. A composite state p acting on the tensor product
Hilbert space of all subsystems is called separable if it can be written as a convex
combination of product states,

k k
p=> mpl @@l p=0,Y pp=1 (233
k k

and entangled if it cannot be written in this form. Separable states describe cor-
relations that can be understood as classical mixtures of product states, whereas
entangled states exhibit intrinsically quantum correlations that have no classical
analogue [Wer89].

17
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2.2.3 The Bloch sphere

The Bloch sphere is a three dimensional real representation of the 2 dimensional
Hilbert space C2. In this representation, pure states are elements of the unit sphere,
mixed states are the interior of the unit ball and unitary operators turn into rotations.
Generally, we work with the canonical basis {|0) , |1)}, which we associate to the
z axis, such that

0 0
ﬁ‘0> =10], ﬁ|1> = 0 ]. (2.34)
1 —1

Note that the orthogonal quantum states |0) and |1) map to non-orthogonal R? vec-
tors. Instead, orthogonality in C? corresponds to antipodal states on the Bloch rep-
resentation. Similarly, the states |+) = \/LE (|0) £ 1)) and |i+) = \% (|0) £1]1))
are mapped to the x and y axis, respectively:

+1 0
ﬁ‘ﬂ = 01, ﬁ‘i:|:> =\|+£1]. (2.35)
0 0

A general mixed state maps to a R? vector 7i,, such that ||77,|| < 1, as

1~ L _ ((01) [0 =i\ (10
o tivia o= (O L) e

From this equation, it is clear that 0 € R? does not map to some zero density matrix
in the quantum space, but instead to the maximally mixed state: 1/2. The pure
states are sometimes also identified with standard spherical coordinates, that is
(0, ¢); where 0 is the angle between the projection of the state on the x — y plane
and the positive = axis, and ¢ is the angle between the state and the positive z axis.

Finally, if a rotation with angle ¢ around and axis 77 will map to the following
unitary:

—i%R.3
310

Un(9) = e (2.37)

For the purpose of this thesis, the Bloch sphere representation is mostly used
as a visual aid in some examples and the representation of unitary maps is not
relevant, but has been added for completeness.

2.2.4 Composite systems

As stated in Section 2.2.1, composite systems are an important part of this thesis due
to their appearance in the Choi-and Jamiotkowski isomorphisms. In this sections
we outline some properties and operations of composite systems.

18
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From Postulate 4, the state space of a composite system is the tensor product of
the state spaces of its components. Given n Hilbert spaces H,;, i € [n], the space
state of the composite system H = Ho @ - - - @ H,—1 is

SH)={re€B(Ho®@ - @Hn1)| Trlz] =1}, (2.38)

For states in a composite system we use the notation p;, where the subscript ¢
indicates the state space in which p; belongs. This notation allows us to easily
denote the state on a subsystem. Let Z C [n]. We usually denote the state of
the space Q),.; H; p. Often in this work we work with bipartite systems. That is
two subsystems, H 4 and H p where we denote the states on each system by p4p,
pa=Trppapand pp = Tra pap.

We can obtain the state of a subset of subsystems, sometimes called the reduced
state, with the partial trace:

Definition 2.19
Let H 4, Hp be Hilbert spaces and |ay2) € Ha, |b12) € Hp. The partial trace on
subsystem B is the linear map Trg : B(Ha ® Hp) — B(Ha) such that

Trp [Ja1Xaz| @ [bi)(b2|] = (b2|b1) |ar)az] - (2.39)
The partial trace fulfils the following properties:

Proposition 2.20
Let Ha, Hp, Hc be Hilbert spaces.

i) Let M4 € B(H ) an operator and consider pap € S(Ha ® Hp). The following
identity is true:

Tr[pap (M4 ® 1g)] = Tr [Trp [pag| Ma] = Tr [paMa]. (2.40)

ii) Consider an operator Mapc € B(HA @ Hp ® H¢). Then

TI"AB [MABC] = TI‘A [TIB [MABCH = TI‘B [TI‘A [MABC]] (2.41)

Physically, the partial trace corresponds to forgetting or ignoring the informa-
tion contained in a system. The partial trace of a joint state corresponds to the
accessible state by the party that has possession of the subsystem that is left.

Similarly to the partial trace, we can define the partial transpose.

19
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Definition 2.21

Let H o, H be Hilbert spaces with basis B4, Bg. The partial transpose on subsystem
B with respect to basis By is the linear map 65 : B(H 4 ® Hp) — B(Ha ® Hp)
such that

(Ja)az| @ [bi)ba])"” = |ar)az| @ [bo)(br| ¥ |bra) € Bp, |ai2) € Ha. (2.42)

Often the partial transpose is taken with respect to the canonical basis and just denoted
Tp

Two important objects in bipartite systems for this work are the (canonical)
maximally entangled state and the swap operator. Consider two copies of a d-
dimensional Hilbert space H = H, = Hp: H?> = Ha ® Hp. The unnormalized
maximally entangled state |® ) and swap operator S on H? are defined as follows:

D4) = li) @ i) Z!u S= > lifil@ il = _lij)jil. (2.43)

i€[d] i,j€[d] ij

Notably, they are related by the partial transpose:

B[ = Zm Gil™ =3 L)l = S. (2.44)
ij

Because the partial transpose is clearly self-inverse |® )@, | = ST is also true.
We have not talked about positivity of maps yet, but we mention the properties
of the partial trace in this regard. For the definition of positivity see the next section.
Note that the partial trace is a completely positive trace preserving map but the
partial transpose is not. In fact, it is the generic example of map that is positive,
but not 2-positive.
To end this section, we have the follow technical lemma on the partial transpose:

Lemma 2.22
The partial transpose map, denoted here by T 4(-), fulfils the following:

TI"A [TA(K) ] TI“A [K TA(C)]
Ty(Trp [K C]) = Trp [Ta(C) TA(K)] VK,C € B(Ha® Hp), p € B(Ha).

Ta((p@ 1)C) = Ta(C)(p" @ 1)
(2.45)

Moreover, the partial transpose is self-adjoint with respect to the Hilbert-Schmidt inner
product.
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Proof. Recall that the transpose is a basis dependent operation. These three proper-
ties are trivial to check if we expand the equations in a product basis that includes
the basis over which we are transposing. Alternatively, we can use tensor network
notation [Bia20] as shown in Fig. 2.1.

T IAK)C) = (KP O}~ [RP O] = T KT4(C)
Ty KO = KT = C= T [TA(O)TA(K)

TA(p 1)C) = @ - e e 1

Figure 2.1: Proofs of the expressions in Lemma 2.22 using tensor network notation.

To see that the partial transpose is self adjoint, apply the first equation to K*
and take the trace on both sides of the equation:

TI'B TI'A [TA(K*)C] = TI‘B TI'A [K* TA(C)]
& Tr[Th(K*)C) = Tr [K* Tx(C)] (2.46)
& (Ta(K"),C)us = (K", Ta(C)) ns-

2.3 Operations on quantum states

The most general operation that can be performed on a quantum state is described
by a quantum channel. A quantum channel is a map that sends quantum states
to quantum states—that is, it maps positive semidefinite, unit-trace operators to
positive semidefinite, unit-trace operators. To ensure physical consistency, the map
must be linear, so that ensembles of input states are mapped to the corresponding
mixtures of output states, preserving causality. Moreover, it must be completely
positive, meaning that the map preserves positivity even when the input is part of
a larger, possibly entangled system that is unaffected by the channel. Finally, the
map must be trace-preserving to guarantee that probabilities remain normalized.
Quantum channels are therefore linear, Hermiticity-preserving, completely positive,
and trace-preserving maps, commonly abbreviated as CPTP maps. In this sense,
CPTP maps provide the most general framework for describing physically valid
transformations of quantum states, encompassing unitary evolution, measurements,
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decoherence, and interactions with ancillary systems. We precisely define define
positive, then n-positive and finally completely positive before continuing.

Definition 2.23
Let & be a linear operator £ : Ha — Hp. £ is positive if

E(B1(Ha)) € B+ (Hp) (2.47)

Definition 2.24
Let £ be a linear operator £ : Ha — Hp. € is n-positive if

dRE:C"R@Hs— C" @ Hp (2.48)
is positive.

Definition 2.25
Let € be a linear operator £ : Hy — Hp. & is completely positive (CP) if it is
n-positive for all n.

In this section we introduce some useful representations of CPTP maps as well
as some useful properties. For this entire section, unless stated otherwise, we
consider up to three Hilbert spaces H 4, Hp, H¢, and CPTP maps

gAB : B(HA) — B(HB), (C/‘BC : B(HB) — B(Hc) (2.49)

2.3.1 The Stinespring dilation theorem

In Section 2.2.1 we saw that an isolated quantum system evolves under a unitary
operator. A general evolution under a CPTP map is the evolution of a non-isolated
quantum system. We can consider the system with which our system is interacting,
thus obtaining an isolated system. This system is then evolving unitarily. This is
the idea of the Stinespring dilation theorem, stated below.

Theorem 2.26 (Stinespring dilation [Sti55])

LetH 4, H g be Hilbert spaces and consider p € S(H 4) anda CPTP map & : B(Ha) —
B(H ). Then there exist a Hilbert space Hr and a bounded mapV : Ha — HpQHgr
that fulfils V*V = id4 such that

E(p) =Trg [VpV7]. (2.50)

In the case where H 4 = H p this can be restated as:
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Corollary 2.27
Let H be a Hilbert space and consider p € S(H) and a CPTP map & : B(H) — B(H).
Then there exist a Hilbert space Hp and a unitary

E(p) = Tra[U (p @ 0X0],) U] (251)
with U a unitary over H @ Hp.

This corollary shows the connection between CPTP maps and unitaries in the
larger space.

2.3.2 The Choi and Jamioltkowski isomorphisms

The Choi-Jamiotkowski is a well known result in quantum mechanics. Throughout
this thesis we have referred to this result as the Choi and Jamioltkowski isomor-
phisms because these are, in fact, two different but equivalent results. In this section
we introduce these isomorphisms, their uses and their differences.

The Choi and Jamiotkowski isomorphisms [Jam72; Cho75] are a relation between
CPTP maps from B(#4) to B(#H ) and bipartite states on the joint state space
S(Ha ® Hp). These isomorphisms are really important to this thesis because
they allow us to treat maps as states, allowing for operations that would not be
possible otherwise. In more general terms, these isomorphisms allow us to translate
complete positivity of a map to positivity of an operator, with the latter usually being
much easier to check. We also make use of this fact in Chapter 5 and Chapter 6.

Theorem 2.28 (Choi isomorphism [Cho75])
Let £ : B(Ha) — B(Hp) be a linear map and |®,) € S(Ha) the maximally
entangled state in (2.43). Then associated operator Cs € B(H 4 @ Hp), defined as

Ce = (ida ®E) (|04 XP+]), (2.52)
defines the action of € as
E(x) =Tra [(2" ® 15)Ce] . (2.53)

Moreover £ is completely positive if and only if C¢ is positive semi-definite and £ is
trace preserving if and only if Trg [Ce] = 14.

Jamiotkowski’s statement of the same result is just the Choi isomorphism with
a partial transpose.
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Theorem 2.29 (Jamiotkowski isomorphism [Jam?72])
LetE : B(Ha) — B(Hp) be a linear map and S € B(H o @ Hp) the swap operator
on the joint system AB. The associated operator Je € B(H 4 ® Hp), defined as

Je = (1ds ®E) (S), (2.54)
defines the action of £ as
E(x) =Tral(x® 15)J¢]. (2.55)

Moreover £ is completely positive if and only if JgA is positive’ and & is trace
preserving if and only if Trp [Je| = 14.

It is clear from the theorems that if C' and .J are Choi and Jamiotkowski operators
associated to the same CPTP map, then

J =0T, (2.56)

These theorems clarify how states and channels relate and how the two iso-
morphisms relate to each other. Each has its own advantages: the Choi matrix is
manifestly positive, which is convenient when you need to check positivity explic-
itly, while the Jamiotkowski form is basis-independent. In the Choi construction
one uses a maximally entangled state and the transpose on # 4. Both of those steps
depend on a choice of basis, so the Choi matrix is basis-dependent. In contrast, using
the Jamiotkowski form avoids that dependence. Moreover, the swap operator plays
a useful computational role in the Jamiotkowski picture, facilitating manipulations
like exchanging tensor factors or expressing compositions more neatly.

We use the notation C' and J for Choi and Jamiotkowski operators, respectively,
throughout this thesis. Because our work deals with finite dimensional systems only,
we also use the terms Choi and Jamiotkowski matrix interchangeably with operator.
We usually use the Jamiotkowski operator, but the Choi operator will sometimes
be more convenient to use in some circumstances. We always assume that the
transpose is taken with respect to the canonical basis, or whichever privileged basis
the problem presents. The basis dependence of the Choi matrix is only a problem
when dealing with practical cases and never for general theoretical derivations.

2.3.3 The operator-sum representation

The operator-sum representation is also common way of representing CPTP maps
in physics. It has the advantage of giving rise to clearly CP maps as well as being
easy to manipulate and combine for more practical purposes.

3For simplicity we usually use positive instead of the more rigorous positive semi-definite.
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Theorem 2.30 (Operator-sum or Kraus representation [Kra83])
Let £ : B(Ha) — B(Hp) be a completely positive map. Then there exist bounded
operators { Kj, : Ha — Hp} such that

E(x) =) KK, (2.57)
k
Additionally, £ is trace preserving if and only if

Y KiKi=1. (2.58)
k

The Kraus representation of a CPTP map is in general not unique. We can
relate the Choi representation of a channel with its Kraus representation as follows.
Given a Choi matrix C' € S(H4 ® Hp), we want to write this matrix as a sum of
pure elements: C' = ), |¢)¢|. Because the Choi matrix is positive we can use
its diagonal decomposition to achieve one particular instance of this. There will
then exist a collection of orthonormal pure states {|2,)} and associated positive
eigenvalues {a;}. We can absorb the eigenvalues into the states, defining a new
collection of mutually orthogonal but unnormalised elements {|¢x) = \/ax |&x) }-
With these new elements the Choi matrix is

C=> ar|@X@el = D lon)nl - (2.59)
k k

Now, we choose a product basis of H 4 ® Hp and in this basis write each |py) =
> _ij brij |iBj). Finally, we can flip the second vector in the product® to obtain
Ky = >_;; brij | 8;){cvi|. The Kraus representation obtained in this manner is orthog-
onal, that is Tr [K K},| = Oy, but only because we used the spectral decomposition
which uses orthogonal pure elements. Given an arbitrary Kraus representation, we
can recover the Choi matrix using this method, or by the definition in Eq. (2.52),
but only an orthogonal Kraus representation yields an eigendecomposition of C'.

2.4 Quantum information theory

In this section we will explain the basics of quantum information theory and some
specific results relevant to this thesis. A lot of the concepts and results have a

*In practice using the Riesz representation theorem for the isomorphism |¢) € H — (p| =
(o]-) € H™
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classical equivalent, sometimes with interesting different properties, and we make
an effort of mentioning this comparison.

Compared to classical information theory, we now work with quantum states
(instead of probability distributions) and CPTP maps (instead of stochastic maps).

Ouantum entropy

Definition 2.31
Let H be a Hilbert space and p € S(H) a state. The von Neumann (or quantum)
entropy associated to p is

S(p) = —Tr[plogp]. (2.60)

The von Neumann entropy has an immediate characterisation as a classical
entropy. Consider an eigendecomposition of p: {(p;, |¢i))}, then the von Neumann
entropy of p is equal to the Shannon entropy of the eigenvalues of p:

S(p) = H(p). (2.61)

For completion, we include some of the fundamental properties of the Shannon
entropy:

i) If dimH = d and p € S(H), then logn > S(p) > 0.

ii) If p = ), pi, then
S(p) =Y _ S(p:). (2.62)

iii) If pap € S(Ha ® Hp), then S(pap) < S(pa) + S(ps).

In similar fashion to the Shannon entropy, we can generalise other kinds of
entropies, where the characterisation as a classical entropy does not hold in general.
Of great relevance to this work is the relative entropy [HP91; OHO01].

Definition 2.32
Let H be a Hilbert space and p,o € S(H) be states on . The quantum relative
entropy between p and o is

Dpllo) = {Tr[p(logp —loga)], if supp(p) C supp(o), 263

—+00, otherwise.
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Note that the relative entropy is always positive. Similarly to the von Neumann
entropy, the relative entropy is additive. Let p, = pg ® --- ® p,_1 and 0, =
o0 ® - ®0o,_1. Then

D(pnllon) = ZD(PiHUi)- (2.64)

The relative entropy is also jointly convex. Let p be a probability distribution

and
p= Zpipi7 0= Zpigi' (2.65)
Then D(p|lo) < >, piD(pil|os)

Processing data

The relative entropy has the well known property of being non-increasing under
quantum channels [Lin75; Uhl77].

Theorem 2.33 (Data processing inequality)
Let H 4, Hp be Hilbert spaces and p,o € S(H 4) states. Let M : B(Ha) — B(Hp)
be a CPTP map. Then

D(pllo) = D(M(p)[|M(0)). (2.66)

The equality conditions for the DPI were characterized in [Pet86; Pet88], where
the Petz recovery map was introduced:

Rom(X) = 2 MY (M(0) 2 X M(0)V?) o'/2. (2.67)

It was shown in these works that equality in Theorem 2.33 holds if and only if
p = Rom(M(p)). This result initiated the systematic study of recoverability. We
expand on these follow-up results in Chapter 7, where we give a summary of the
advances in this field in the last 15 years as well as our contributions.

The measured entropies

In a practical experimental setting it is hard to compute the entropy of a given state
given the difficulty with knowing its eigenvalues. It is only possible to directly
access information about the state through a POVM. This naturally leads to the
definition of the measured entropy:

Definition 2.34
Let H be a Hilbert space, M C B(H) a POVM and p € S(H) a state. Let P)(i) =
Tr [M;p] The measured entropy of p over M is

Su(p) = H(P)"). (2.68)
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Similarly we can define the relative version of the measured entropy:

Definition 2.35
Let 1 be a Hilbert space, M C B(H) a POVM and p,o € S(H) states. Let P)(i) =
Tr [M;p], and equivalently PM (i) = Tr [M;o]. The measured relative entropy of
p, o over M is

Du(pllo) = D(EIPZ). (2.69)

Note that some authors refer to the measured relative entropy as the largest
possible value when optimising over all POVMs. The measured relative entropies
establish a connection between quantum and classical entropies. Moreover, they
establish what can in practice be learned from the relative entropy between two
states. The measured entropy clearly fulfils the following inequality [Uhl77]:

Du(pllo) < D(pllo). (2.70)

This equation is a particular case of Theorem 2.33, nonetheless it is much easier to
obtain than data processing.

2.4.1 Distinguishability of quantum states

The relative entropy exists in the broader category of distinguishability functions
for quantum states. The aim of such a function is to give a quantitative idea of
how far apart two elements are, in some sense. to finish this chapter we give a
small introduction into distinguishability functions on quantum spaces. For more
information, check [NC10, Chapter 9] or [BZ06].

We introduce two types of distinguishability functions: distances and diver-
gences. We also give some examples, classical and quantum as well as their relation.
We start with the definitions.

Definition 2.36
Given a set X a distance is a functiond : X x X — R that fulfils the following nice
properties:

d(z,y) >0 (2.71)
dlz,y) =0z =y (2.72)
d(z,y) = d(y, z) (2.73)
d(z,y) < d(z,z) +d(z,vy). (2.74)
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A divergence is a function that only fulfils the first two conditions. Distances
and divergences are widely used in quantum information as a way to numerically
differentiate states. We provide the definition of some of the most widely used
distances in quantum information, together with an operational interpretation and
their classical counterpart.

The fidelity between two quantum states is defined’ as

F(p,o) ="Tr {\ / \/ﬁa\/ﬁ] = r%ljn Z \/Tr [E;p) Tr [E;0], (2.75)

where the optimisation is taken over all POVMs.
The fidelity is not a distance, but it can be used to define the Bures distance:

dg(p,0) =+/1—F(p,o). (2.76)

Another widely used distance for quantum states is the trace distance:

ar(p,0) = gllo—oll, = T [Vio =) (o). (2.77)

The trace distance can also be defined operationally as an optimisation over mea-
surements:

dr(p, % ax Z |Tr [E;p] — Tr [E;0]|. (2.78)

The values Tr [E;p| and Tr [E;0] are the probabilities given by measuring F on
the states. In this sense,

\/Tr ip) Tr [Ejo], Z |'Tr [Ejp] — Tr [Ej0]| (2.79)

i

are the classical and versions of the fidelity and trace distance. Then the optimisation
is taken over all classical distributions that can be generated by p, 0. The measured
entropy performs a similar function for the relative entropy but, unlike the fidelity
and trace distance, the maximal measured entropy is not, in general, equal to the
relative entropy.

Finally, note that the relative entropies from the previous section are divergences,
since they are positive and zero when the input states are equal, but they are not
symmetric and do not fulfil the triangle inequality.

*Sometimes it is defined as the square of the definition we give.
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Toward quantum optimal transport

Quantum optimal transport is the main topic of this thesis. This chapter deals with
the specific theory necessary for the topic: the introduction of classical optimal
transport and the existing literature on quantum optimal transport. Additionally,
we develop our first approach to the quantum generalisation, some results and the
issues we faced with it.

In Section 3.1 we introduce the theory of classical optimal transport and some
of its successes, as a motivation to why we are interested in expanding the theory
to quantum spaces. In Section 3.2 we discuss the motivation for quantum optimal
transport and the literature regarding the field. In Section 3.3 we define the quantum
optimal transport with joint state couplings. In Section 3.4 we show our attempts at
giving an operation interpretation to the joint state coupling. Finally, in Section 3.5
we reflect on the results and issues of this approach.

3.1 Classical optimal transport

The theory of classical optimal transport was introduced in 1781 by G. Monge in
[Mon81], while working as a civil engineer and considering the problem of optimally
transporting soil from excavation sites to construction locations. Since then, the
theory has expanded significantly and found numerous important applications. In
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this thesis, we will only need its definition and a few key properties, which we aim
to reproduce in the quantum setting. Our goal is to provide a concise introduction
to classical optimal transport, highlight some applications, and point the interested
reader to further references.

3.1.1 Formulations of classical optimal transport
The original formulation by Monge is as follows:

Definition 3.1

Let X be a convex metric space and [, (11 measures over X with associated densities
fo, f1 and such that 11o(X) = p1(X). In general we can take 11o(X) = 1. Consider
the measurable map T' : X — X that transports pi into ji1, in the sense that

Typo = . (3.1)
Here Ty 1y denotes the pushforward measure of 14 under T, defined by
Typo(A) == uo(T71(A)), VA C X measurable. (3.2)

Equivalently, Ty u assigns to each measurable set A the measure that |1, gives to its
preimage under I'. With these hypotheses the Monge problem is defined as:

Dijuo, ) = inf /X  — T(@)|fole)de. (33)

This definition has some important elements that appear in Eq. (3.3) and condi-
tion the cost D(po, pt1). First we start with a metric space X. This metric appears
in the integral as || and it heavily affects the cost. Second, our inputs to the distin-
guishability function D are probability measures over X. Finally, we have a set of
maps 7' : X — X that, in a sense, bring 1o to ;.

This elements exemplify what the classical transport cost proposed by Monge
attempted. Given two measures of equal total mass, find the map that takes one to
the other via the shortest path in the underlying metric of X.

This original definition is very similar to the one commonly used with a key
difference: the map 7" only allows us to move all the mass at a certain point x
to a single point y. We want a definition that allows us to split the mass, that is
instead of a function we want a stochastic map. As mentioned in the introduction,
through the conditional probability formula in Eq. (1.1), the definition proposed
by Kantorovich [Kan48; Kan58; Kan60] employs joint probability distributions. In
addition we change the metric for a generic cost functionc: X x X — R.
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Definition 3.2
With the same hypotheses as in Definition 3.1, an admissible transport plan is a
measure 7 on X X X whose marginals are [y and i1, i.e., for all measurable sets
ACX,

HAXX) = po(A), X x A) = pu(A). (34)

The set of all admissible transport plans is denoted I' (119, p11). The classical Monge
problem can then be equivalently formulated in this relaxed form, known as the
Monge-Kantorovich problem:

Do) = inf /X el () (35)

VEL (o5 11)
for a given cost function c(x,y).

Note that any admissible plan v € I'(f, t1) can be disintegrated as

Y(x,y) = po(z) t(ylz), (3.6)

where t(y|x) is a conditional transport map (or Markov kernel), i.e., for each fixed
z, t(-|x) is a probability measure on X, and for each measurable set B C X, the
map = — t(B|z) is measurable. This object describes the transport mechanism
independently of the input distribution: when combined with (i, it generates the
full transport plan ~.

We can formulate this problem equivalently with the dual formulation proposed
by Kantorovich and shown to generally have no gap with the primal problem by
Kellerer [Kan48; Kel84]. The dual formulation is as follows:

Definition 3.3
With the same hypotheses as in definition 3.2, the dual formulation of the Monge
problem is:

Dlum) = s / pitr — / Yidpo, (37)

o(y)—¢(z)<c(z,y)

where ¢, : X — R.

A particular case of the Monge-Kantorovich problem are the Wasserstein dis-
tances [Vas69], a set of problems that appear when the cost function is ¢(z, y) =
|z — y|". These are defined as
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Definition 3.4
With the same hypotheses as Definition 3.2, the p-Wasserstein distance between [
and iy is

YET (po,p1)

Wy = _int [ o yPay (38)
XxX

As states in the name, these objects are distances. W, in particular can also be
formulated in a continuous manner, as shown in [BB00]:

Definition 3.5

With the same hypothesis as in definition Definition 3.2, consider a real interval [0, T'|
and let f(t,x) be a density field such that f(0,-) = fo and u(T,-) = f1'. Consider
also a velocity field v(t, x) and the condition

Then
Wo(po, p1) = mf T/ / (t,z)|v(t, z)|*dxdt. (3.10)

In this work we are mostly concerned with the primal formulation in Defini-
tion 3.2 and a bit less so the dual formulation in Definition 3.3. The other two
definitions have been included for completion, but as seen Definition 3.5 is only
applicable to a specific (but important) case.

3.2 Motivation for quantum optimal transport

Classical optimal transport has found myriad applications, culminating in a Nobel
prize in Economics in 1975 to Kantorovich and Koopmans “for their contributions
to the theory of optimum allocation of resources” [The75].

Besides resource allocation and economic planning, it has also found application
in image processing, fluid dynamics, population dynamics and more [Vil08; Bre15;
San18]. These applications do not straightforwardly translate to quantum physics,
so why do we want to expand this theory to quantum systems?

The basis to answer to this question can be found in [San18]: "Wasserstein
distances can be used for many other purposes. Essentially, every time that you
have a distance on a set you obtain a distance on the probability measures that
are defined on it” (p. 12). This strictly applies to Wasserstein distances, which

!Recall that to measure u; we associated the density f;
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have the property of translating distances in the cost function into distances in
the probability space. We take this quotation a bit less literally, focusing on the
fact that properties of the set can give rise to distinguishability functions on the
probability distribution that express these properties.

In the context of quantum mechanics, we would use states instead of probability
measures, and the set on which this act as probabilities can be, for example, an
observable from which we could extract some classical probabilities. For the time
being, we are going to focus on the labels assigned to pure states. While this labels
are a priori arbitrary, in practice useful labels are used, often with numerical values.
We consider two important values that can appear in these labels: energy and
bitstrings.

Consider a Hamiltonian H on a Hilbert space # and three pure states: |0),
|1), |10) such that H [n) = n|n) for n = 0, 1, 10. The energy gap between these
states is clear: Ag; = 1, Ag 19 = 10 and A, ;o = 9. Despite this fact, conventional
distinguishability measures on quantum objects such as the fidelity, trace distance,
relative entropy... all would give the same value between 0,1 and 1, 10. Taking
the fidelity as an example: Fy; = 0 = [ ;. This is because these functions all
rely exclusively on the vector-space structure of 4. The aim of optimal transport
is to add another option to what we can use to distinguish quantum states. In the
classical case this was given by the cost function ¢(x, y), which we extend to a
cost matrix, usually denoted by K in the quantum setting. This extra variable can
be used to encode properties of the system that are not given by the vector-space
structure of H.

To give another example, this time more related to information theory, consider
bitstrings of lenght n. A natural question in error correction is: given a target string
s, how far an output string r is from s. In classical information theory the Hamming
distance [Ham50] answers this question. It is defined a the number of different
bits between s and 7. For example the Hamming distance between 0101 and 0110
is 2, while the Hamming distance between 0110 and 0010 is 1. If we input these
two strings into quantum states and then calculate any standard distinguishability
function on quantum states we again obtain the same result in both mentioned
examples.

This examples gave easy cases where we were given eigenstates of the problem.
We would like to obtain a theory of quantum optimal transport that allows us
to generalise functions of this type to any pair of quantum states, not only the
eigenstates.
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3.2.1 Quantum optimal transport in the literature

Our work on quantum optimal transport is not the first contribution to the field. In
this section we introduce some other results on quantum optimal transport. We can
classify this results into three categories, depending on which of the three classical
formulations they are trying to generalise.

The fist quantum generalisation comes from [Z2S98; ZS01], where they used the
classical formulation of the Husimi distributions [Hus40] of quantum states.

Several works have generalized the primal formulation of classical optimal trans-
port, each adopting a different perspective on the coupling [GMP16; Hoo18; DT21;
Duv21; FEC+22; BEZ23; CEF+23; BS25; BPT+25]. Among these, [Hoo18; FEC+22;
BEZ23; CEF+23] develop approaches based on joint state couplings, which we will
explore further in the remainder of this section. On the other hand, [DMT+21;
DT23] propose a framework grounded in the dual formulation of classical transport
and, as a consequence, establish a continuity bound for the von Neumann entropy
with respect to their definition.

Finally, for the continuous formulation of W5 we have [CM14; Agr13; RD19;
RD17; CM17; CM19; Wir21].

For further reference, the introduction to [DT23] contains an extensive literature
review on the topic for up to 2023 and [Bea25] is a recent full review at the time of
writing. It includes an introduction to classical optimal transport and applications
as well as different generalisations and applications to quantum systems.

3.3 Quantum couplings in the primal problem

The most naive candidate for the coupling in the quantum case is the quantum
analogue to the joint probability distribution: the joint state. In the remainder
of this chapter we develop quantum optimal transport with this coupling. We
comment on some of the problems that arise with this approach that steered us
toward new directions. This work is an extension to our previous work in [Hoo18]
shares some similarities [CEF+23; FEC+22; BEZ23].

3.3.1 The joint quantum state as a coupling

Th definition of the quantum optimal transport with a joint state coupling is fairly
straightforward. Consider two Hilbert spaces H 4, H 5, a hermitian cost matrix on
the joint space K € B(Ha ® Hp) and two states p € S(Ha), 0 € S(B). The set
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of couplings associated to these two states is
Qp,o) ={weSHa®Mp)| Tralw] =0, Trplw]=p}.  (3.11)
Then the quantum optimal transport cost is

C(p,o0) = inf Tr[Kuw]. (3.12)
weQ(p,0)

A positive definite cost matrix would ensure a positive, cost due to the self duality
of the positive cone [BW11]. If H4 = H , a cost symmetric under system swap
ensures a symmetric cost. For the other two properties of a distance (Section 2.4.1)
two facts were observed by both [Hoo18; CEF+23]: the cost matrix K must be in
the antisymmetric subspace and the square root should be added to the resulting
number. The fist change appears so that we can have the property that the cost is
zero if and only if the states are equal Eq. (2.72), as we show in Proposition 3.7. The
second change was shown in [CEF+23] to produce a weak distance?, which was an

actual distance for d = 2. With these changes the cost, /7T’ f{?(p, 0) in the notation
of [CEF+23], is

Tg(p, o) = inf Tr [P, K Pw], (3.13)

we(p,0)

where P, denotes the projection on the antisymmetric subspace P, = (1 — S),
with S the swap operator.

Before showing the need for the antisymmetric projector we show the following
proposition:

Proposition 3.6
If either p or o are pure states, then

Qp,0) ={p®0c}. (3.14)

Proof. Let 0 = |¢)(1| and take a state w € Q(p, o). We can write w in its diagonal
basis {|¢;)} as
w=2 peloeen. (3.15)
t

Taking the partial trace over the first subsystem:

[pXep| = Tra lw Zpt Tra [|de )] Zptpt (3.16)

A weak distance is a quantity lower bounded by a distance.
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Because the coefficients p; are positive, then p; = |¢)(1| for all t. We now
want to study the pure states that form w, |¢;). We know that these states fulfil
Tr 4[| )X &¢]] = |20)1)|. From the Schmidt decomposition [Sch07; Eve57; EK95], we
can write |¢;) as

|¢e) = Z Aileq, fi) (3.17)
for orthonormal basis {|e;) } and {|f;)}. Its partial trace is

[OXe] = Tra [|o) ] Zmﬁ fil. (3.18)

Since {|f;)} is an orthonormal basis there must exist, for each ¢, i}, such that
|£i) = ¢ and Ay = 1, A, = 0 for i # if,. Thus

|¢t><¢t| = }6i6><6i3| ® |¢><¢| . (3.19)

Using the above expression to rewrite w we obtain

W= prlegew| @ [U)w] = (Zpt |ei X ) ® [Pyl (3:20)

and the partial trace over the second subsystem is trivial and has to be p, so

Zpt ‘ei6><€i3| =p (3.21)

and thus
w=p® [PX]. (3.22)
O

Proposition 3.7
Let KX be a positive operator acting on a finite dimensional Hilbert space H. The cost

C(p,0) = inf Tr [P, K P,w)] (3.23)

fulfils C(p, p) = 0 forall p € S(H). Moreover, P, is the largest projector we can
conjugate in this way that yields the property.
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Proof. Let p € S(H) and take an orthonormal basis {|p;)} that diagonalises p so
that

p= sz‘ [piXepil - (3.24)
Consider the pure state in >
=Y " Vpilen o) (3.25)

and its associated density matrix

w = [EX¢] = Z VDD [pis pi)ej, o4 - (3.26)

The partial traces of w are

Trp [w] = Trp Z VPiP; @i 0, ¢4l Z VPiB; lpiXesl {e5le)
(3.27)
—valp] Xl 0 = sz|90z 901‘ =p

and, similarly, Tr4 [w] = p. Therefore w € (p, p). w is symmetric by construction
therefore its antisymmetric projection is 0. The cost associated to w is also 0 and
since
0<C(p,p) <Tr[KPwP,] =0 (3.28)
we have that C(p, p) = 0.
To see that the antisymmetric projector is the largest projector that fulfils the
proposition consider any pure state |¢) € #H. By Proposition 3.6 the only admissible

coupling is |pp)p¢|. Let

= C(lo)¢l, [oXol) = Tr [K [9)Xo] @ o) o] - (3.29)
If this equation is true for any state it is in particular true for the following integral:
NT: [K ez dezs} 0, (3.30)

where N is a normalisation constant. The object
/ 0PN D] dop (3.31)

is a definition of the symmetric projector, therefore K has to be in the orthogonal
space to the symmetric projector. The largest projector that fulfils this is the
antisymmetric projector. ]
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3.4 Operational interpretation of the joint state
coupling

As stated in the previous section, we aim to find a way to compose joint states. This
is achieved in Proposition 3.8. Note this section is similar to the ideas in [Lei06].
We expand on this connection later.

Proposition 3.8
Let p and o be 2 full-rank quantum states on the same Hilbert space H. Let

Qp,0) ={wap € S(Ha @ Hp) s.t. Trglwap] = p, Tralwap] =0}  (3.32)
and
E(p,0) ={E: L(HA) = L(Hp) CPTPs.t. E(p) =0 }. (3.33)

Then 3 a vector space isomorphism’

Ep :8(p7 J) — Q(ﬂ? U)

£ s (da®8) (o)l (339

where || p)) is the canonical purification of p = Y. p; |¢; {¢il:

lp) = Z VDi | i, di) - (3.35)

Proof. The proof is a somewhat lengthy checklist of every property that the maps
=, and its proposed inverse should have.

Fix p,o € S(H), with rho diagonal in the canonical basis without loss of
generality. First, note that Q(p, o) # 0 # E(p, o) because p ® o and = +— o are
elements of each respective set. The map is clearly linear form the definition, as the
tensor product is linear, therefore we only need to find an inverse map. Consider
the following map from the space of states to the space of channels:

wap = Eu,p (X) =Try [(p’%UpXTU;p’% ® IlB> wAB] : (3.36)

with p7' = Y. pi|a;)Xi| and U, = >, |i)a;|. We will write maps generated
through a state &, ,, and states generated from a map we.

3A lineal bijective map. Here, linearity is taken as inherited from the parent vector spaces. A
more correct statement would be that we have a linear map between parent spaces that restricted is
a bijection.
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We first need to show that the map and its inverse candidate are well defined:

Elp)=0 = Trplw]=p, Tralw] =0, (3.37)
Trelwag] = p, Tralwagl =0 = E(p)=o0o '
and that they are indeed inverse of each other:
SUJg = 57
(3.38)
Weg, = WAB-

“YAB

We show first that =, is well defined. Let £ € £(p, ). Then

(14 ® &) (E:»ﬁﬂihz O(ﬂ>]

= Try Z VPip; (14 ® &) ([i)j] © W(J’\)]

Trawe] = Tra[(1a @ &) ([p){pl)] = Tra

_— Zm\ (71 € (i)

= Z \/pzp]%é’ Z pi€

— ¢ (Z o |z'><z'|) —E(p) =0

(3.39)
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Similarly:

Trp [we] = Trp [(14 @ €) ([ p){pl))] = Trp

(145 €) (me <j,j|)]

ij

=Trp Z VPip; (14 ® &) ([i)(j] ® |i>(j|)]

= Trp ZM| j’®5(| >< |)

—ZW| GITr [€ ( =2 Vo i1 T [l
_Z\/W| Nl 6i; = sz

(3.40)

Next we show the proposed inverse is well defined. Let w € Q(p, o). Then

Eu(p) =Try [(p’% ppTU;p*% ® ]13) w]
— Try [(p—%pp—% 2 113) w] (3.41)
=Tra (14 ®@1p)w] =o0.

Next we show &,,, = £. For this, write a general element X = ), =z, |[)(m]|
in the (canonical) basis of p. Then

gwg(X) = TI“A

=Tra | (o720 XTU*p Faip) (140 ) (Ip)el)] (3.42)

1

=Try |(p 2U XTU*p_§ ®1p

Z Vorp; (14 ® E) [E)j| @ Ik‘XJI)

1

p2U XTU*p I @1p

(o ) e
(r )
= Try (p 2 XTU*p_5®]1B> (14 ®E) (Zmlk‘ J|®|k><J|)
( )
( )

:TI"A

me (| ®6(|k><yl)>]
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= > Vs T (P30, XTU; 75 @ 1) IR © € (1K)
— Z Voep; Gl p 2 UXTU p3 k) € (|k)))
= > s Gl 7= U, (e (D))" Uz p™= [) € (1K)

kjml
L 1 s 1 )
= @un/Pep; (Gl P72 U, lam )| Uy p™2 [k) € (JR)])
kjml
=" wum/prp; (] P2 m)L p2 [K) E (1K)
kjml
= >t /BB Sy S (R]) Zmlm (I0)ml)
kjml

—¢ (lem |z><m|> — £(X)

Finally, we show we,, . = wap. Let w € Q(p, o) be written as

W= Z Wkimn ‘ka l><m7 n| : (3'43)

klmn

Then

we, = (14 ® &) (lp)ol) = (14 @ &) (Z Vo il @ |z'><j|>
~ ;mwxﬂ @ € (li)])
= ZJ VPio; Xl @ Tra [(p‘%Up ()" Uzp @ 113) w]
= Z )] @ Tea (1)) @ 15) ] (3.44)

ij
(I7)i| ® 1) (Zwklmnmz mn|>]

— Z| (j| @ Try
klmn

= Z Witmn [1)7] Tra [|7) (ilk) (m] @ [[)n]]

ijklmn
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= Z WiimnOikOim [1)(F] @ 1) (]

ijklmn

= Z Whimn |k, D{(m, n| = w.

klmn

]

Proposition 3.8 gives us complete relations between the objects (p, ), w and

(p, €):

i) Given (p, o) there exists a nonempty set of bipartite states that reduce to (p, o)
and a nonempty set of channels that take p to 0. Moreover, we can trivially
find and element of each of these sets.

ii) Given a bipartite state w we can find p, o such that w € Q(p, o) through the
partial traces and given a pair (p, £), we can find o such that by applying the
channel to p.

iii) Finally, Proposition 3.8 tells us that these two sets are isomorphic, that is that
given (p, ), we can uniquely associate it to a bipartite state w and vice versa.

iv) If the states are not full-rank the maps still work (with the pseudo-inverse in

the place of p%), but =, or its inverse looses injectivity.

3.4.1 Recovery map through the state channel relation

In Proposition 3.8 we find a morphism between state-channel pairs and bipartite
states. Here we want to use this isomorphism to define a recovery map £~!. We
define £~! by composing the following operations:

(p, 5) = we — SweS — (g(p), ggwgg) s (3.45)
where S is the swap operator.

Definition 3.9
In the notation of Proposition 3.8, and writing S(w) = SwS:

ET=(E"050E,) (&). (3.46)

Explicitly,

£4(z) = Trp [<1A ® a—%U(,xTU;a—%) (142 &) (] p)}({p”)] . (3.47)
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This recovery channel yields the original input state p on input o, the original
output state. We see that this is indeed the case:

Lemma 3.10
Let £E7' be as in the previous definition for given (p, o, E) such that £(p) = o. Then

E o) = p.

Proof. The proof is straightforward from the definition:

£7(0) = Tra [ (14 0 0 HU,0"Us07H) (14 @ €) (o))
= Trs (1@ €) (Ip)pl)] = Trsw = p.

(3.48)

]

We want to see that this recovery channel yields reasonable results in some
special cases:

Example 3.11

0) Letw = p ® 0. In this case the associated channel £ is

E(x) =Try [(p’%prTU;p*% ® 113) (p® 0)}

(3.49)
=Try [(xT ® JIB) (14 ® a)} =Tr [q:T} o

Thus, £ is the constant channel. Now:

£V (z) = Trp <1A®a SULaTU 3 ) (14 €) (||p) <<p||)}

— Trp <1A®0 2,2 Uk~ 2 Z\/pzpj\ (J1 @ Tr [|7)] ]

)

= | (14307 0" U074 ) Vim0 J\®s<r'><jr>]
)
)

:TI“B <1A®0' 2(] ZL’TU*O' 2 (Z\/pzp]613| <]|®U>

=Trp [(ﬂA ®:1:T) (p® 13)} =Tr [ZET} p.
(3.50)
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3.4. OPERATIONAL INTERPRETATION OF THE JOINT STATE COUPLING

1) Leto = p and € = id. Then

&7 (@) =Trp [ (4@ p~2 U, Uz p % ) )Nl (3.51)

This is not immediately recognisable, but we can use the expression of € = id in
this form from Proposition 3.8:

id(z) = @) = Tra | (530" U3 @ 15) ool | (352)

Since ||p){p|| is invariant under swap we can identify these two channels, thus

571

=id.

2) Classical case: p =) . p; [i)i], 0 =), s; |i)i| and

E(x) = D {ilali) Y pyi i) .59

which, evaluated on p yields

Ep) =D (iloli) 3 pii i)l = Z (ijlzpz) )] = ZSJ 1)

(3.54)

Note that because p and o commute we can take the partial transpose on the
canonical basis, which yields U, = 1. Then the recovery channel is

&

H(z)

1

=Tup [(14 @0 2aT07F) (142 €) (o)) (355)

Trp (1,4@0 2xl072) (14 ®E) (Z\/ITP]WX]ﬂ)]

)
Trp <IIA®0 2270 %) <Z\/1Tp]| (gl @ &)y |)>]
0

Trp <1A®0 227

(Z VB KT @ 3 RIGIK) S P mm)]
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:TI‘B

<1A®O' ixlo %> (sz |®Zpl|z‘|l><l|>]
= pll o™ haTo ikl = 3B (1”0 il
ST

il

which is the classical recovery channel on input diagonal in the canonical basis.

3) Consider a classical-quantum channel with classical input, that isp = . p; |i)(4] ,
E =), (i|z|i) o;; therefore o = E(p) = >, p;o;. Then

w= (120 &) (|p)pl) = (12 ® ) (Z\/ITPJI J|®|><J|>

(3.56)
=" oiw; [i)i| ® 60 = sz (il ® i,
ij
and the recovery channel is
£l =Ty (11A ® a—%UUxTU;a—%) Zpi li)i| ® o;
_ZTrB [ i| @ pio~ U,z TUro~ 202] (3.57)

— ZTr [panxTU;U*%UiU*%} |3)(7] -

Since

Zpia_%aia_% — o3 <Z p,-ai) o7 = 1, (3.58)
i i

this forms a POVM (we could use that the trace is invariant under transpose to find
it in proper form Tr [xM,]) and encodes the output in an orthonormal basis, thus
forming a quantum-classical channel.

Note that we could now reverse the qc-channel to find a cq-channel.
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4) Let E(x) = UzU*. Theno = E(p) = >_, p;U |i)i| U* = >, pi |oi)ol,

w= (10 ) (|p)p]) = ZM\ (Jl @ U liXj|U*
=ZMIZ (J] @ |o:)oy] -

(3.59)

The recovery map then is

5_1(1') = TI'B

<JIA ® 0_%UJ:)3TU;0_%> Z VDib; [i)Jj| ® |0i><0j|]

= 7 VB iK1 T [0S0 U oo (.60
_ Z B, (o] o U U0 o) [i)]

- Z N G B

_ Z (03] Usie U o) )]

=3 (03| Usa"Us |0)) " U* o U

=0 | )" (sl roi><aj|> U

il ORI o—j|>

— 0 (S ol aloy) |az-><oj|> U

)

= U*zU.

5) Finally, let us now calculate the composition of successive recovery operations. We
should obtain the original map. From Lemma 3.10 we have that

AL, pEL 4

pr—r o— p +— O,

(3.61)
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where A, B, A', B’ are labels that all represent the same Hilbert space. Then

(E)7 @) = Toa | (p7H0,0"Uppd @ 1) (€71 @ 127) (ool

= Tl“A/ <p7%Up$TU;p7% X 13/) Z ‘/SZ'SjEil(‘O'Z'XO'jD & ’O’i><0'j’]
ij
= Z /585 Trar [(p’%prTU;p’% ® 13/) (3.62)
ij

(s [ (7730, (o) Uz @ 1) (€ @ 1) (Io)pl)] @ Lok ) |

= Eisipipi Trpa { (JIB ®p 2UaTUp ™2 @ 113’)

ijkl

(\/% |0 )0l © 14 @ lm-><aj\) (€ (Jk)X1]) ® k)| ® 1130]
- % Vb ol € (kXU o) \/;k_m (U U k) |oi)o;|
= (il € (1N log) (K 11 oo

_ Z (oi € (Z (k| z|1) |k)<l|> |05) [o3){o;]

kl

= (@l € @)]oy) loioy| = E(@).

3.4.2 Composition through the state channel relation

Given p, Ep|4 and E¢|p; there is an extension that allows us to find a tripartite state
wapc such that its one-system partial traces are p, Egja(p) and(Eqip © Epa)(p).
The construction is the following:

wane = (ida ®Epa © (Ecip 0 En10)) (10N, (3.69)
where ||p)) is the 3-system canonical purification of p:
o) =3 v iy (3.60)

This construction yields a positive operator that preserves local states and is ex-
tendable to n systems but, due to the lack of convex linearity, does not fulfil
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Tra [wapc| = wpe or Trg [wapc] = wac. We can for example see that the second
equality is not fulfilled:

Trp [wapc) = Trp [(ida @Epja @ (Eais © Ep1a)) (1o)ol)]
=Trp | (ida ®Epja @ (Ecip 0 Epja)) (Z VDiDj IiiinjjI)]
- Z Vi [ © Tr [Epa(|i)5])] ® (Z;cua o Epla)([1)J])
= zj: VPiD;i0i; )3 @ (Ecis © Epa)(|iX4])
_sz (il @ (Ecyp © Eppa) ([i)i]).

(3.65)

This is different from

wac =(ida ®(Ecip 0 Epia)) (l){el)
=2 Vi iXil @ (Eci o Epa) (i)1)- (3.66)

In general, Proposition 3.8 does not allow for composition due to the non-linear
nature of the map* [LS13; HHP+17].

3.5 Issues and new direction

The choice of coupling explored in this section has some issues. Conceptually,
we have the lack of compositionality of the couplings. Given three states p, yu, o
and couplings wap, wpc between p, 1 and p, o, we would like a natural way to
define a coupling between p, 0. Moreover, the seemingly arbitrary appearance
of a projection on the antisymmetric space, which deletes information about the
coupling, and the appearance of a square root on the final result are unsatisfactory.

Observe that these problems do not appear in the classical case. Given two joint
probability distributions, p(x,y) and ¢(y, z) such that p(y) = ¢(y), we can easily
use Eq. (1.1) to generate processes to ‘transport’ the states to one another and a
third joint probability distribution as

r(x,z>=2p<x>p( = S patihtedn. 6o

- p(x)

*With respect to the initial state, it is linear with respect to the map.
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Clearly r(z, z) is positive. It also has the correct marginal distributions:

ZZP pylz)q Zp ylz) Z zly)
() Zp ylz) =

ZZP p(ylz)g( Z (Zp p(ylz) ) a(zly)
—Zp (2ly) = q(2).

This issues and the relation between our study of quantum couplings and the
work of [Lei06; LS13] on quantum Bayes theorem pushed us to explore this field
first to land on a suitable coupling. In the following section we do exactly that.

(3.68)
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States over time

As shown in Section 3.1 the classical theory of optimal transport, when seen through
the primal problem, strongly relies on the definition of the coupling set, ~y(u, v/).
Later in the same Chapter 3, we show the choice of a quantum coupling is non-
trivial. With the aim of identifying a suitable coupling, in this chapter we focus on
understanding the structure of quantum states over time. Later in Chapter 5 and
Chapter 7 we use these states over time; first as the couplings for quantum optimal
transport and later to generate classical probability distributions and quantum
partitions that allow us to provide a single shot chain rule.

In Section 4.1 we introduce the motivation for studying states over time, inde-
pendently of optimal transport. In Section 4.2 we talk about the literature on states
over time, we introduce the candidates and the ties to Section 3.4. In Section 4.3 we
further discuss the axioms proposed in [HHP+17]. Finally, in Section 4.4 we talk
about the proposed state over time we focus on for quantum optimal transport in
future chapters, exploring some of its mathematical properties.

4.1 States in space and states in time

Going back to the introduction, consider
p(z,y) = plylr)p(z). (4.1)
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This well known equation relates joint probability distributions p(z, y) with stochas-
tic processes acting on a given initial state p(x).

We gave an example in the introduction of how this equation links two in
principle different objects. Figure 4.1 illustrates this idea using quantum systems.

Figure 4.1: Left: depiction of two quantum states that are spatially separated, whose
correlations arise from a prior interaction or a shared origin. Right: depiction of two
states separated in time, where the correlations instead stem from the dynamical
map that transforms the initial state into the final one.

€A

€B

For states separated in space there is a well known quantum object that repre-
sents them: the joint state. Given Hilbert spaces, H 4 and H g, and states p € S(H,,),
o € S(Hp) the a joint state of p and o is a state w € S(H 4 ® Hp) such that
Try [w] = 0 and Trp [w] = p.

Unlike in the classical case, from the bipartite quantum state w— the analogue
of the classical joint distribution p(x, y)— there is no way to extract a state over
time. That is something that encodes an initial state and a channel, the quantum
equivalent to p(y|z)p(z). That is, one cannot directly obtain an object that simulta-
neously encodes an initial state and a dynamical map, the quantum analogue of
the factorization p(y|z)p(z).

This questions were asked for the first time around 2005 and have been under
study for the last 20 years. The rest of this chapter is dedicated to explaining these
results.
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4.2 States over time in the literature

The earliest work in this area, to the best of our knowledge, is due to Leifer [Lei06]. In
what follows, however, we begin with the contribution of Horsman et al. [HHP+17],
who collected and systematically compared several proposals for “quantum states
over time” that had appeared in the literature. They postulated five desirable
properties that such an object should satisfy and analysed which of the existing
candidates fulfilled them.

Consider two Hilbert spaces H 4 and Hp, a state p € S(H 4) and the Jamiol-
kowski matrix .J associated to a quantum channel € : B(H4) — B(Hp). We use
the shorthand notation p to stand for p ® 1 when appropriate. This setting will
remain standard for the rest of this chapter, unless stated otherwise. The candidates
considered in [HHP+17] are as follows:

i) The Leifer-Spekkens state over time [Lei06; LP08; LS13]. First proposed
in [LS13], building on the previous two works. The LS state over time is defined
as

prrsJ = p2Jps. (4.2)

ii) The FJV state over time or Jordan product state over time [FJV15]. Pro-
posed initially by Fitzsimons, Jones and Vedral for qubit spaces. The idea is
to define correlations between measurements performed at different times in
analogy with spatial correlations. Specifically, one first measures an observable
o; on system A. The post-measurement state then evolves under the channel
£. Finally, a second measurement o is performed on the resulting state. The
sequential measurement correlation is then

Howo}) = 3 a Tr oy £(I pTIY) | (43)

a==+1

where I = %(]1 + 0;) are projectors onto the eigenstates of o;. Here, o;
denotes the Hermitian Pauli matrices, completed with the identity oy = 1 to
form a complete Hermitian operator basis. This quantity provides the temporal
analogue of the spatial correlations (o; ® 0;) in a bipartite system.

Equivalently, one can define the FJV state-over-time operator

1 a a a
Rryv =5 > I E(II pIny), (4.4)

i,a==%1
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iii)

such that
({o1,0,}) = Tt [(o—i ® ;) Reyv| . (4.5)

In turn, one can write the FJV state-over-time in the operator basis as

3
1
RFJV = Z Z <{0'Z‘,O'j}> O'i®0'j, (4.6)
i,j=0
Note that Ry vy is Hermitian and reproduces the correct one-time and two-time
correlations, but it is not necessarily a positive semi-definite operator, nor are

its local reductions.

As shown in [HHP+17], for qubits this definition is equivalent to the Jordan
product [Jor32; Jor33; Jor34; JvW35], which can then be applied to arbitrary
Hilbert spaces. Thus, the state over time Rpjy can also be written as

1
prryy J = 3 (pJ +Jp), (4.7)
where J is the Jamiotkowski matrix of the channel £.

The W state over time. Here, the idea is to describe a quantum state in a
discrete phase space in a manner analogous to a classical joint probability
distribution, but where probabilities are replaced by the quasi-probabilities.
Specifically, for a d-dimensional system A, a discrete Wigner (W) representa-
tion [Wo087] is defined by a set of operators Q4 = { K*} forming an operator
basis for B(H 4) satisfying

Tr[KfKJA} = dd;j, ZKiA =d1, hence Tr[Kﬂ = 1. (4.8)

Any density matrix p can then be expanded as

p=Y ri)K} (4.9)
7

where the real coefficients 7(i) sum to 1, >_.r(i) = 1, and each lies in
[—1,1]. The function r4(4) is called a quasi-probability distribution, providing a
discrete phase-space description of the system, analogous to a classical random
variable, but allowing for negative values to capture nonclassical features. In
the same vein, a quantum channel can be represented in the discrete Wigner
representation as

1 (4 7oA B
E = C—ZiZjTBA(j]z) K{® Ky, (4.10)
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where rp4(ji) is a real-valued function on Q2# x Q. The factor 1/d ensures
that >~ rpa(j[i) = 1, so the rpa(j|i) can be interpreted as conditional quasi-
probabilities.

Given the quasi-probabilities 7 (i) of the input state p, the natural discrete
Wigner representation of the composite system AB is

4B (i, j) = rpajli) r(0), (4.11)
so that the corresponding W state over time state reads
w - .
P =D reialili) e () K @ K. (412)
1,

Expressed directly in terms of p and the Jamiotkowski operator, this becomes

1

?:Mj

which shows how the state-over-time operator is built from the channel and
the initial state in the Wigner representation.

Out of these 3 candidates this thesis mostly focuses on the second one, the
Jordan product. In Section 4.4.1 we show the FJV product can not be generalised to
arbitrary finite dimension and thus why we use the Jordan product instead of the
FJV formulation.

4.2.1 Joint state coupling in the context of states over time

As mentioned in the previous section, the quantum coupling we considered there
corresponds to the LS state over time given in i) above. We can develop the
expressions in both definitions to make this equivalence evident.
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In the product basis that uses the basis of p twice, p% J p% is
p2Jp> = \/bip; i) 4 (il (ida @E)(S) |1} 4 (]
ij
= P 1) 4 (3] (ida RE) ([KE)CK]) 5) A (]

= /B ) 4Gl (kX @ E(IEXRD) 1) 4 (]
ikt (4.14)

= 3" VA liXil © € (1))
=3 Vrmilida @€) (liKiil

=(ida @&) ([lo){el) -

which is the definition used in Proposition 3.8 and Section 7.2.

4.3 Axioms for a state over time

Horsman et al. [HHP+17] consider five axioms for a quantum state over time. They
are as follows.

« Hermiticity. Given a state p and a Jamiotkowski matrix .J, the associated
state over time should be Hermitian.

« Convex Bilinearity. The state over time should properly preserve statistical
mixtures of states and channels. Thus, it is required that

(pp+ (L =pu)*xJ =plpxJ)+ (1 —p)(uxJ),

px(pdi+ (1 —p)a) =plpxJ)+ (1—p) (p*Js). (4.15)

« Preservation of the classical limit. In the classical limit, that is for state

p = >_piliXi| and a classical channel £(-) = >, p(jli) (i|-]i) |j){j| such
that the associated Jamiotkowski matrix fulfils [p, J] = 0, then

pxJ = Zp(ﬂz‘)p(z’) lij)i] - (4.16)
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+ Preservation of marginal states. The partial traces of the state over time
yield the input and output states:

Trg |pxJ] = p,
sloxdl=p (4.17)
TralpxJ]=E(p).
« Composition. Finally, given a third Hilbert space H and a Jamiotkowski
matrix Jp_,¢, we require the application of composition of maps to be equal
to the application of the composition, that is

p* (Jasp* Jpse) = (p* Jas) * Jpoc. (4.18)

As shown in [HHP+17] the LS state over time violates convex bilinearity and
associativity, and the W state over time violates the preservation of the classical
limit. As for the Jordan product state over time, [HHP+17] shows that the Jordan
product in general violates the compositionality. That said, both [HHP+17] and
later [FP22] show that the Jordan product is associative for the relevant objects:
paAR1pe, Jasp ®1cand 14 ® Jg_,c. Moreover [LN24] shows that the Jordan
product is unique in fulfilling a slightly stronger, and more operationally motivated,
set of axioms than the one proposed in [HHP+17] that we have discussed. In
particular, [LN24] swaps Hermiticity for the more general time reversal symmetry,
which asks that states over time associated to the identity channel are invariant
under the swap operator.

4.4 'The Jordan product state over time

As we have seen, the Jordan product state over time [FJV15; HHP+17], also called
symmetric quantum bloom in literature [FP22; Ful23; FP25], is the best candidate
for a state over time due to its unique properties [HHP+17; LN24]. In this section
we elaborate on this state over time beyond the axioms. Note that from now on, we
refer to the Jordan product state over time as simply state over time and we denote
the Jordan product by .

In this section we first define the set of states over time for a pair of quantum
spaces; then we show that the original definition in [FJV15] cannot be used in
arbitrary dimension spaces; then we show how to recover the input state and
the map given an arbitrary state over time and, finally, we show that states over
multiple times are well defined.
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Definition 4.1

Let H 4, Hp be finite dimensional Hilbert spaces and J (H a — Hp) the set of Jamiol-
kowski matrices between these two spaces. Let p € S(Ha) and J € J(Ha — Hp).
The associated state over time is defined as Q = (p ® 1) x J. Typically we will omit
the identity and write this as () = p = J. The set of states over time between two
Hilbert spaces Ha, Hp is the set of all operators of this form:

QHa:Hp)={p*xJ|J € T(Ha— Hp)andp € S(Ha)}. (4.19)

4.4.1 General FJV state over time

We want to study whether the FJV state over time, in its original definition, gen-
eralises to arbitrary dimension. In fact, we show that it does not generalise to
arbitrary dimension, thus giving rise to the necessity of using the Jordan product.

By ‘generalising to arbitrary dimension’ we mean that for every d, there exists
a basis of Herm C¢, By, such that

prd =Y ({Z,, 34}, @0 (4.20)

s S EBy

Because By is a basis, this would yield a nice operational interpretation to the state
over time. We see in this section this is generally impossible. Because the Jordan
product is unique in being fulfilling the axioms [LN24], a state over time defined as
in [FJV15] that is not equal to the Jordan product cannot fulfil the axioms, regardless
of basis.

First, we accurately define ({C, D}) for general observables and obtain the
following lemma based on the proof of [HHP+17].

Lemma 4.2
Let C, D be observables with spectrums X¢, Xp, p a state and J a Jamiotkowski
matrix. Then

({C,D}) =Tr : (4.21)

J ( > :cprPz> ® D

zeXo

where P is the projector on the subspace of eigenstates of C' with eigenvalue x.
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Proof. Let x,y € X¢, Yp represent eigenvalues of C, D, respectively. Then

({C.D}) =E(@y)= Y ayPley)= Y  ayPlylr)P()

zeXco,yeYp zeXco,yeYp

= Y ayPyle) [P

rzeXc,yEYD

=> =z (Z yP(ylx)) Tr [P pP]

reXco yeYp

= ) aB(yle) Tr[P*pP"]

zeXo

-l () e

zeXo

(4.22)

= > aTr[e(P"pP") D]
= > aTr[Tra[JP"pP?| D]

zeXco
J (( > wapr> ® D)
zeXo

Note that for the particular case C = o;, D = 0; X,, = {1} we recover Eq.
(25) from [HHP+17] and Eq. (4.3)".

Lemma 4.2 highlights the importance of ) 2 P*pP* and why this proof works
in the case of Pauli matrices: Pauli matrices only have +1 eigenvalues, which then
allow the projectors to be written as

=Tr

]

Pi: (]lj:O'l)

DO | —

We expand on this observation in the following lemma. This lemma, together with
Lemma 4.2 characterises the key property of the Pauli matrices that allows them to
act as observables that characterise the Jordan product.

'If we input the Jamiolkowski matrix definition J = (id ®&)(S) and operate a bit.
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Lemma 4.3
Let C' be an observable not proportional to the identity, X its spectrum and P*, x €
X, the projectors on every eigenspace. Then

Y xPpP =pxC Vp < Xc={£A}, AeR\{0}. (4.23)

reXco

Note that the result would hold if X = {\}, since then C' = A1 and the left
side of the implication is trivial. We explicitly exclude this case in the statement.

Proof. For the < direction, consider an observable C' with spectrum {£A}. Then
the projectors onto its eigenspaces can be written similarly to the case of the Pauli
matrices:

P* = % M £C). (4.24)

Then, a calculation yields

> wP"pP" = APTpPT — AP~ pP~

zeXco

:%\2()\()\]1+C)p()\]1+0)—)\(/\]I—C)p()\]l—C))
1
T

1
=5 (pC+Cp)=pxC.

(Mp+ ACpC + NCp+ XpC — Xp — ACpC + N’pC + X*Cp)

(4.25)

For =, consider the converse statement; if there exists a real numbers.t. A € X
and a real number 1 # £\ also in the spectrum, then there exists a state p such
that the equality is false. Consider such an observable C' with eigenvalues A\ and
i (and possibly others), and corresponding normalized eigenvectors |\) and |pu).
Define the projector onto the subspace orthogonal to these two eigenvectors as

P =1 — u)ul = [AXA. (4.26)

Consider also p = 3 (|u) + [A)) ({u] + (A]). Denote [w) = p|A) = 5 (|n) +[A)).
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Then

1 1
3" @PTpPt ) — px C|N) = (APA - 5M - 50) w)

zeXc

_ (m — Il + AL+ P

= (wxm BUTESEDS xPxPR)> w

zeXo

L)+ A1)

A5 10— gA () + 1) - §

_Atp

=== m#0.

]

Finally, we can use these results to state to state a general relation between FJV
states over time and Jordan product states over time.

Proposition 4.4
Letn € N. Let 0;, 1 € {0,1,2,3} be the Pauli matrices. Then the basis

B, =)o (4.28)
1€[n]
of Herm C?" fulfils
J*p: Z <{2A,ZB}> ZA(X)EB. (4.29)
YA, XBEB,

Proof. The spectrum of each element of B,, is {£1}. Let X4, X5 € B,, then by
Lemma 4.3

pxTa= Y  aP"pP". (4.30)
ze{£1}

We can now insert this equality into Lemma 4.2 to obtain

{S4, S5} =Tr[J(pxEa) @ Sp] =Tr [(px J) T4 @ T4 . (4.31)
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Adding up all possible combinations yields

o {EL I TeSE = ) Tr(pxJ) Ty @ 5] 5,05, (4.32)

¥i S EB, =y, 55€Bn

Since B, is a basis of Herm C?", the coefficients Tr [(p x J)] uniquely determine
(p* J), yielding the result. ]

We have seen that the FJV state over time can be generalised to dimension 2"
with the tensor products of Pauli matrices. More importantly, Lemma 4.3 implies
that for Hilbert spaces of dimension d # 2" the FJV state over time can not be
generalised with the original form from [FJV15].

Remark 4.5

Known generalisations of Pauli matrices for higher dimensions are the spin matrices
and the Gell-Mann matrices [BK0S]. These matrices all form a basis of Herm C¢ but,
unlike B,,, the elements do not have a spectrum of the form {+\}. Therefore, unless
there is an unknown generalisation with the correct spectrum for all dimensions, the
Jordan product is the only way to extend the FJV state over time to all dimensions.

4.4.2 Recovering the channel from the state over time

While a state over time defined via the Jordan product has a clear physical interpre-
tation in terms of its factors (the input state and the Jamiotkowski operator of the
map) a characterization of which Hermitian matrices w admit such a decomposition
is not known. Even knowingly given a state over time () € Q(H 4 : Hp), it is not
immediately clear how to recover the Jamiotkowski matrix. In this section we show
how to identify states over time and recover the associated Jamiotkowski matrix.
We start with the following theorem, which was also shown in [Ful23; LN24].

Theorem 4.6

Let w be a Hermitian operator on B(H 4 ® Hp) such that p = Trp [w] > 0. Then let
B = {|ik)} be a product basis of Ha ® Hp such that {|i)} is a diagonal basis of p
with associated eigenvalues {p; > 0}. Finally, consider an operator J such that, if p;
or p; are nonzero then

(ik| J |j0) = (ik| w ) . (4.33)

? J

?There is another generalisation: Sylvester’s generalised Pauli matrices, but these are not even
Hermitian.
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Then, w = p x J. Moreover, if p is faithful then J is Hermitian and uniquely
specified by the above matrix elements.

Proof. The result can be obtained by writing p x J in a product basis that contains
an eigenbasis of p. Let J be written in a product basis {|ik) } whose H 4 component
is a diagonal basis of p,

p=_iliXi (4.34)

T =" (ik|J [je) |ik)jC] . (4.35)

ikjt

In this basis we can calculate the Jordan product

prd =1 (Z po Y0 (k| J 156) k€] + (k] T 156) lik)] pi u'><z"\>

ikjli!
1 ‘ e
=D 5 i+ py) k| T |50} lik)5].

ikje
(4.36)

Therefore, if p; or p; are nonzero, the coefficients of J from this matrix are

(ik| T |j0) = (k| px J|5¢) (4.37)

? J

If p is faithful, this fully characterises every coefficient of .J in the chosen basis,
and therefore J is unique. O]

Theorem 4.6 takes an operator w € B(H4 ® Hp) with positive partial trace
on H 4 and allows us to recover information on operators J € B(H4 ® Hp) such
that w = p x J. Note that the Theorem says nothing about whether there is a
Jamiotkowski matrix compatible with w or not.

If p is faithful, we obtain a single J compatible with the structure. We can
check whether or not this J is a Jamiolkowski matrix to conclude whether or not
the original operator w is a state over time. If p is not faithful the coefficients
(ik| J |j¢) such that p; = p; = 0 are not determined by the Theorem. We can
fill these coefficients while ensuring that the resulting operator is a Jamiotkowski
matrix with the following SDP:
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min f(J)
Gkl T10) = S (iklwljl), Vi.j € B|pitp;#0, vk, L€ B
i J
s.t. TrgJ =1
J >0

(4.38)

In the SDP, f is an arbitrary linear function, since we are only interested in
whether or not the feasible set is empty and, if it is not, obtaining an element of this
set, which would be our Jamiotkowski matrix. Appendix A discusses the practical
numerical implementation of this SDP, since such feasibility problems can present
some computational issues.

This map has also been independently studied in [SAS+25] in a different context,
where they provide the following alternative form for the case where p is faithful:

J:/ e~ 2Pwe 2P L. (4.39)
0

This form makes it very easy to prove the following property.

Corollary 4.7
Let p € S(H) be a state of a Hilbert space H. Then the map

o, ¢]
:1:'—>/ e~ 2Ppe 2P dt (4.40)
0

is completely positive.

Proof- ¢~ 2” will be Hermitian because p is. Therefore for a fixed ¢, the map x —
¢~ 2”ze~2° will be CP because it is a Kraus form of a map due to the Hermiticity of
e~ 2”. The integral of CP maps will be CP, thus the original map is CP. ]

Additionally, we want to present the following alternative form for the map:
C)
J=(U,®1) (U;pUp *((Uy@1)w (U, ® 11))6) (Uy®1), (4.41)

where U, is a unitary that diagonalises p from the canonical basis and © symbolises
the Hadamard (entry-wise) inverse.
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To show it is equal we need to see that the equation yields the correct coefficients.
First, we can remove the enveloping (U, ® 1) - (U , ® ]1) and work in the diagonal
basis of p, as done in Theorem 4.6. Then, note that (U/;k ® ]1) w(U,® 1) is just w
written in the diagonal basis of p in the first subsystem and the canonical basis in
the second, that is

((U;®n)w(Up®11))ikjg: (ik|w|jl) . (4.42)

We then invert it element-wise and multiply by half the sum of the diagonal elements
of |i) and |j), that is
1 (pi +pj)

Now, we only need to invert it element-wise again to obtain the result.

A quantum generalisation of Bayes’ Theorem

The previous result serves as a way to recover a map and state from a joint state
over time. If the maps and states are classical, we would like that this result recovers
the Bayes’ Theorem. Here we show that it does:

Remark 4.8

Letp =3, pi|i)Xi| and Jasp = D _;; pisj [15)(id|, where pi_; is a classical stochastic
map. Then Q = 3, pipi [ij)Xid| = 32, pij lid)ij|, where pij = pi;p; is a joint
probability distribution. We can now apply Theorem 4.6 considering B the input
space. The partial trace will be Tra [Q] = >, (32, pi) 1) = >2;p; 15)l- @
is already diagonal in a product basis of the required form so we can directly find
Jacn = D i/ ligNij] = X2 Piej |ig)ij|. Combining these expressions, we
recover Bayes’ Theorem: p;; = pijP;j = Pi—;Pi-

As discussed in Section 5.5 the full inversion of the map’s direction is not
possible in the quantum case. That is, given a state over time () = px Ja_,, it is
not always possible to find a state o and Jamiotkowski matrix J4. p such that
Q =op*xJacs.

4.4.3 States over multiple times

So far we have considered two points in time and a CPTP map connecting them.
Part of the advantage of using a coupling that trivially has an interpretation as
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a channel is that we naturally get states over multiple times. For n times and
n — 1 channels we write the space of states over time associated to this sequence
recursively:

Definition 4.9
Consider Hilbert spaces H;, © > 0. Then

n—1
QMo+ Ha) = (QHo - Hod) © 1) ¢ <® 50T (Hor = m))
j=0
=QHo: - Hu1)* T(Hpn1 — Hap)-
(4.44)

By taking partial traces on specific subsystems we can ‘forget’ about the state of
the system at that slot, and create a state over time over n —n’ times, where 7’ is the
number of subsystems that were traced out. Explicitly, Tr; [Q(Ho : -+ - : H,)] =
Q(Ho: -+ Hi1:Hip1: -+ : Hy). This is true because given two Jamiotkowski
matrices J;_; ;, J;i+1 We can construct a Jamiotkowski matrix

Jitivr = T [(Jic1 @ 1i1) * (Lim1 @ Jiip1)] (4.45)

such that the associated channels fulfil gi_17i+1 = &;it10&i—1,; [CDP09].

Similarly, it is possible to obtain the state at each time ¢ by tracing out all other
times. Indeed, given @), € Q(Hy : - - - : H,,) the state at time 7 is 0; = Tr; [Q,]. In
addition, we can recover the channel at each step by tracing out all subsystems but
two consecutive ones and then applying Theorem 4.6, using the SDP in Eq. (4.38) if
necessary.
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Optimal transport with Jordan prod-

uct couplings

This chapter presents the main theoretical framework and general results of our
approach to quantum optimal transport. We provide a definition and analyse the
properties that a cost matrix must satisfy for the resulting cost to define a distance.
Additionally, we examine general properties of interest in this context. In next
chapter we will focus particular choices of cost functions.

In Section 5.1 we define the set of coupling based on the Jordan product state
over time from Section 4.4. In Section 5.2 we define quantum optimal transport
with these couplings. In Section 5.3 we study the conditions for the cost matrix
such that the cost is positive; in Section 5.4 the conditions such that the cost is zero
for the identity channel; in Section 5.5 the symmetry of the problem; in Section 5.6
the triangle inequality, and in Section 5.7 general properties of the quantum optimal
transport.

5.1 'The Jordan product state over time as a coupling

We introduced in Section 4.4 the Jordan product as a good candidate for a definition
of state over time. We want to use it as a quantum analogue of the joint probability
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distribution in classical transport theory for the quantum theory. For reference, we
restate the definition of states over time via the Jordan product in Definition 4.1,
and build our discussion from there.

Definition 5.1

Let H 4, H g be finite dimensional Hilbert spaces and J (H a — Hp) the set of Jamiol-
kowski matrices between these two spaces. Let p € S(H ) and J € J(Ha — Hp).
The associated state over time is defined as Q = (p ® 1) x J. Typically we will omit
the identity and write this as () = p = J. The set of states over time between two
Hilbert spaces H 4, Hp is the set of all operators of this form:

QHa:Hp)={pxJ|J € T(Ha— Hp)andp € S(Ha)}. (5.1)

From the definition of general states over time between two spaces, we are
interested in restricting this set to the states over time between two states. That is,
given states p € S(H ) and 0 € S(H ) we are interested in the set of states over
time generated by channels such that £(p) = o. This is written in the following
definition.

Definition 5.2

Let p,o € S(Ha),S(Hp) and T (Ha — Hp) = {J € B(Ha @ Hp), J4 >
0, Trp [J] = 1} be the set of Jamiotkowski matrices between these two spaces. The
set of states over time between p and o is

Q(p,0) ={p*xJ|J € T(Ha— Hp) and Try[pJ] =0}

={Q € Q(Ha — Hp)| Trp[Q] = p, Tra[Q] = 0} (5.2)

The set Q(p, o) contains the quantum couplings between p and o. In the same
spirit as classical optimal transport Section 3.1, we want to optimise over this set to
find the coupling that optimises a given cost. The main conceptual advantage of this
definition is that the resulting optimal coupling has an immediate interpretation as
a quantum channel, an interpretation that the definition makes obvious.

With the coupling defined we can finally proceed to building a theory of optimal
quantum transport around it. Definition 5.4 below is, in a way, the main result of
this chapter, since our main contribution to the field is the implementation of states
over time as couplings.

The rest of the chapter is devoted to studying this function’s properties. This
goes through some technical results on the cone generated by Q(Ho : -+ - : H,) in
Section 5.3, a simple statement in Section 5.4, some counterexamples in Section 5.5
and more results in Section 5.6 and Section 5.7.
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5.2 Definition

Before introducing the optimal transport cost between two states, it is useful to
define the cost of transporting a single state through a given quantum channel.

Definition 5.3

Let Ha, Hp be Hilbert spaces, let p € S(Ha) be a quantum state, and let £ :
B(H4) — B(Hg) be a quantum channel. For a given cost matrix K € B(Ha Q@ Hp),
we define the quantum transport cost of p under £ as

Ii(p7<€> =Tr I:Kqug:I ) (5'3)

where (, ¢ = p* Jg denotes the state over time (or coupling) associated with sending
p through the channel £, with Jamiotkowski operator Js.

This quantity measures the expected cost of transporting the state p from system
A to system B when the process is fixed to be £. In general, there may exist many
channels £ that transform p into a target state 0. The quantum optimal transport
cost identifies, among all such admissible transformations, the one that achieves
the smallest possible cost.

Definition 5.4

Let H 4, Hp be Hilbert spaces, let p,o € S(Ha p) be states on these Hilbert spaces
and let K € B(Ha ® Hp) be Hermitian. The quantum optimal transport cost with
cost matrix K between p and o is

K — i E)= min Tr[KQ]. 5.4
(p, o) N Q:?é%(pp)m(p, ) olnin r[KQ) (5.4)

Sometimes, when it is clear from the context, we refer to this quantity as just
the cost, with the implication that it is quantum, optimal and transport based.
Importantly, this definition explicitly depends on the choice of cost matrix A,
which serves as the analogue of the cost function in classical optimal transport. The
relevance of IC(p, o) and the properties it inherits are determined by this choice.

In Chapter 6 we study particular cases with specific physical interests in mind.
The remainder of this section will be devoted to studying mathematical properties
of K, with a particular focus on identifying which set of cost matrices provides a
quantum optimal transport cost with certain desired properties.

The optimal cost can be efficiently’ computed because it can be written as an

!See Appendix A for more details.
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SDP:
mJin Tr [(K + p)J]
TI“B J=1 (5‘5)
s.t. TralpJ] =0,
JT >0
and its dual
max Tr [Y1] + Tr[oY5]
Y1,Y2
L et ey <(Kxp™ (56)
s.t. :
Y1, Y5 Hermitian

The primal expression of the SDP further shows the connection between the
coupling and the channel. In fact, the coupling is only implicitly in the SDP through
Tr[(K * p)J] = Tr [K(p * J)] = Tr [KQ]. We use the Jamiotkowski matrix in the
SDP instead of the coupling in the SDP because it is unclear how the couplings can
be characterised through semidefinite expressions.

5.3 Positivity of the cost

5.3.1 The cone of states over time and its dual

A natural requirement for a cost matrix K is that the associated quantum optimal
transport cost be nonnegative, i.e. K(p, o) > 0for all p,o0 € S(H 4, H ). Note that
in the definition of the cost matrix K is always Hermitian. Because K is Hermitian
the cost is a real number, since Tr [KQ] = (@, K)ys. Due to the fact that the
cost is an inner product, it is clear that the set of K for which K is positive is
the dual cone to Q(H 4 : Hp) with respect to the Hilbert-Schmidt inner product.
Throughout this section, whenever we refer to duality, we mean it with respect to
the Hilbert—Schmidt inner product. Additionally, it is useful to define first the cone
generated by Q(H 4 : Hp).

Definition 5.5
Let H 4, Hp be finite dimensional Hilbert spaces and Q(H 4 : Hp) the set of states
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over time between these two spaces. The cone of states over time is

O(Ha : Hp) = cone (Q(Ha : Hp)) = cone U Q(p,0) | . (5.7)
pES(Ha)
c€S(HEB)
Note that this cone is not a completely unphysical construction, as it can be
obtained by considering an ancillary system.

Remark 5.6

The cone Q(HA : Hp) can be understood as the set of states over time arising from
an extended scenario, where an ancillary system R is added and one considers suit-
able CPTP maps acting on the composite system AR. More precisely, consider finite
dimensional Hilbert spaces H 4, Hp, Hr and the following: let

p=> mp€S(Ha), {177}, (5:8)

where EA78 are quantum channels from H 4 to Hp. Now consider the extension to a
conditional quantum channel and the following extended state

P =N "t @ ||, £ =g (t] ) (5.9)
t t

with Jamiotkowski operator JAR7E = 37, JAZE @ [t)(t|". Now

JAE S p M =N At @ [T (5.10)
t

and the partial trace (removing ) of this state over time is

Trp [JA7P 5 pM) = " p 7 )t (5.11)
t

which is an arbitrary convex combination of states over time on Q(H 4 : Hp).

Finally, we show the cone of states over time and its dual are pointed and
spanning, both desirable properties for any cone. In particular, we are interested in
the spanning property of the dual cone, which ensures that Q(H A Hp)"isnot
a measure zero set. Our search for this cone is justified, since we know that it is
a spanning set. Recall that the dual cone is of particular interest here because it
characterizes the set of cost matrices that yield a nonnegative quantum transport
cost of any transport plan —not jut the optimal one.
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Proposition 5.7
The cone of states over time Q(H 4 : Hp) and its dual Q(H 4 : Hp)* are pointed,
spanning cones.

Proof. First, we show that Q(H 4 : Hz) is pointed and spanning. By definition
of the elements Q € Q(H, : Hp), Tr[1Q] = Tr[pxJ] = Tr[p] = 1 > 0. By
Lemma 2.13, Q(H 4 : Hp) is pointed. The cone Q(?—[A : ‘Hp) is spanning because
the set of product states {p @ o|p, 0 € S(#)} is contained in Q(H 4 : H ). That is
because the Jamiotkowski matrix of the replacement channel is 1 ® o. This set is
spanning so as its superset Q(’H 4 : Hp) is also spanning.

The properties of pointed and spanning are such that if the primal cone has one,
the dual has the other [BV04]. As we just showed that O(H 4 : H) is pointed and
spanning, its dual is also pointed and spanning. [

5.3.2 Partial characterisation of the dual cone

Our objective now is to establish Theorem 5.11, which provides a partial characteri-
zation of the dual cone Q(H 4 : Hp), the set of cost matrices that ensure a positive
quantum transport cost. Despite significant research effort, we have not been able
to obtain a complete characterization of this cone, and doing so remains one of the
main open questions left by this thesis.

We present four technical results that progressively explore the structure of
the dual cone: we first find the dual cone to the set of matrices associated to trace
scaling maps; then we show the relation between the dual cones to the Choi and
Jamiolkowski matrices; then we find the dual cone to the set of Choi matrices; and
finally, with these results and some technical lemmas from Section 2.1.3 we obtain
Theorem 5.11.

The following technical lemma characterises the cone dual to the Choi matrices®
associated to trace scaling maps.

Lemma 5.8
Consider the convex cone Co = {C € B(Ha ® Hp) | Trp [C] ¢ 1}. Its dual is

Co={A®1€BHa®@Hp)| A€ B(Ha), 1€ B(Hp), Tr[A]=0}. (5.12)
Proof. Letuscall thisset A={A® 1€ B(Ha® Hp) | A€ B(Ha), Tr[A] =0}.
The following calculation shows that A C C:let A® 1 € Aand C € C,, then:

Tr[(A®1)Cl=Tra[Trp[(A®1)C)| =Tr[ATrp [1C]] = 2z Tr [A1] = 0.

(5.13)

Generally we talk about Choi matrices for CPTP maps, but any linear map has an associated
Choi matrix, as it is clear from Theorem 2.28.
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To see that they are equal, note that C; (and thus the orthogonal C; [BW11])
and A are real subspaces of B(H 4 ® Hp), considered as a 2d%d% dimensional real
vector space- We will calculate the dimension of each and see they are the same.
The real dimension of A is just the real dimension of B(?{) minus the dimension
subtracted by the two real (one complex) linear conditions Tr [A] = 0. That is

dim A = dim B(H) — 2 = 2d% — 2. (5.14)

To find the dimension of C;, we first find the dimension of C,. Recall that this set is
defined by the condition Trp [C] oc¢ 1. This corresponds to 2d4(d4 — 1) equations
(real and imaginary parts of non diagonal terms equal to 0) plus 2(d4 — 1). That is
because the condition is proportionality, not equality, so we first fix the real and
imaginary components of the first diagonal element and then every other diagonal

element will have to have the same real and imaginary components, for a total of
2(da — 1). Thus the dimension is

dim Cy = dim B(Ha4 @ Hp) — 2da(ds — 1) — 2d 4 + 2
= dimB(Ha @ Hp) — 2d%4 +2ds — 2d4 + 2 (5.15)
= dim B(H4 @ Hp) — 2d% + 2.

The dimension of the orthogonal complement is the dimension of the total space
minus this, thus

dimC; = dim B(Ha ® Hp) — dim B(H4 @ Hp) + 2d% — 2 = 2d% — 2. (5.16)

Since this two sets A and Cj are real subspaces of the same dimension and
A C C;, they are the same:
2 y

Co=A={A1cBHAs®Hp)|Ac B(Ha), Tr[A] =0}. (5.17)
O

The following corollary of Lemma 2.22 and Lemma 2.14 notes that the partial
transpose constitutes an isomorphism between the dual cones to the Choi and
Jamiotkowski operators. This makes it so we can work with either the Choi or Ja-
miotkowski operators interchangeably, depending on which have better properties
for a particular task.

Corollary 5.9
The dual of the cone of Jamiotkowski operators is the partial transpose of the dual
cone of the Choi operators, denoted by C. In other words,

T (Ha— Hp) = Ta(C(H4s — Hp))* = Ta(C(Hs — Hp)"). (5.18)
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Proof. Note that the partial transpose is self adjoint from Lemma 2.22 and self
inverse and apply Lemma 2.14. [

As a partial result to the characterisation of Q(# 4 : Hp)* we characterise the
dual to the set of Choi matrices in the following proposition.

Proposition 5.10
LetC € B(Ha ® Hp) be the minimal cone that contains the Choi matrices’. Then,

C'=B,(HaQHp)+{AR 1€ BHsRHE)| A€ B(H,), Tr[A] =0}
={w+AR1€BHAQRHE) |we By (Has®Hp), Tr[A] =0}
={w+AR1€BHAQHE) |w e By (Ha®Hp), Tr[A] =0}.

(5.19)
Proof. Consider the following:
Ci=Bi(Ha®Hp), (5.20)
Co={CeBHs@Hp)| Trp[C] xc 1}. (5.21)
These two are closed cones and
C=CiNCs. (5.22)
Moreover (the cone of psd matrices is self dual [BW11] and Lemma 5.8):
Ci=Ci=B,(Ha®Hp), (5.23)
C;={A®1€BHs®Hp)| A€ B(Ha), Tr[A] =0}. (5.24)

Now, we can use Lemma 2.12, setting / = {1, 2} and the duals in the theorem, to
find the dual of C:

C=(CiNC) =(CiNC) =C;+C;

— B, (Hi@Hp) + {A®1€BHL® Hp) | A€ B(Hy4), Tr[A] = 0},
(5.25)

where we used C = C1NCs, first; the closedness of C; and C, second, then Lemma 2.12;
and finally the duals of C; and C,. Note that the set

{w+AR1€BHAQ@HB) |w e By(Ha®Hp), Tr[A] =0} (5.26)
is closed. OJ

3Through the Choi isomorphism this would correspond to CP and trace scaling (by a real positive
constant, instead of trace preserving) maps.
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With the previous results and the lemmas from Section 2.1.3 we can proceed to
the main result of this section, as well as its proof.

Theorem 5.11
The dual to the set of states over time for finite dimensional Hilbert spaces H 4, H g,

~

Q(Ha : Hp)* can be expressed as

QHa:Mp) = [ Wen| () ep(T(Hs—Hs)) | U 1),

UeU(H ) seRA
(5.27)

where p,(X) = px X and J(Ha — Hp)* is the dual to the set of Jamiotkowski
matrices.

Proof. For simplicity, we ignore the specific Hilbert space dependencies. Start with
the definition of Q, then apply Lemma 2.12 and Lemma 2.14:

Q= (Z (p*J)) = (Z sopw)) =[Nl =9, (7). (528)

p

Note that we can use Lemma 2.14 because for a fixed p, ¢, is self dual and has linear
inverse, as can be seen from the statement of the inverse in Theorem 4.6. From here,
realise that choosing a state p is equivalent to choosing a spectrum and a basis or,
equivalently, a spectrum s € R’} and a unitary of U(n); such that p = U,D,,U;.
Moreover, J* is invariant under local unitaries, thus

(T = (U, @ 1) (UzpU, * (U 0 1) T* (U, & 11))6)@ (U @ 1)
= W,01) (D, x(7°)" (U ®1) (529)
= U, ®1)pp, (J) (U, ®1).
And we can insert this result into the expression of O to obtain that

O =e,'T)= [ [) e (I)U e

UEU(HA) SERiA

(5.30)
= (] Wen| [ eI | @ 1),
UEU(Ha) seR
which is the local unitarily invariant subset of (), _, . o (T O
S + s
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Theorem 5.11 provides a partial characterisation of the dual to the set of states
over time as the local unitary invariant subset of the intersection of the images of
J* with the inverse of the Jordan product with diagonal states (in a chosen basis).
Even though this inverse was discussed in Section 4.4.2, we have not been able to
use it to obtain a complete and succinct characterization of the dual cone.

Finally, to end this section, we show how the hierarchy defined in Definition 4.9
behaves under duality.

Theorem 5.12
Let Q(Ho : -+ - : Hy,) be defined as in Definition 4.9. The dual of this hierarchy fulfils

*

Tr; [Q(’Ho D Hn)*] D Tr; [Q(Ho st Hy) | (5.31)

Proof. We can show this for general cones using the proof of Lemma 2.14. Let
K C B(H4 ® Hp) be a cone and, then

reTrpg(K)" < (x,Trpg(y)>0 VYye K < (x®1,y)>0 Yye K
& r1e K = xeTrg(KY).
(5.32)

~ Wecannowset Hy = Ho® - Hio1 @ Hip1 @ -+ Hp, Hp = Hiand K =
Q(Hg : -+ : H,) to complete the proof. O

5.3.3 Further work

A proper characterisation of the cone of states over time and its dual remains
an open question of great importance to this work. After a huge effort trying to
answer this question, a different direction one can take is to instead study the
complexity of this cone. In quantum mechanics, there is the important example of
the cone of separable states, which is of key importance to entanglement theory,
that is known to be NP hard to characterise. The cone of quasistates shares some
qualitative similarities with the set of separable states, which might indicate a
similar complexity in the characterisation.

Let ‘H 4, Hp be Hilbert spaces. The set of product states on the tensor product
is defined as

PROD(A, B) = {pa® pp | pa € S(Ha), pp € S(Hp)}- (5.33)
The closure of this set is called the separable set (see the end of Section 2.2.2)

SEP(A, B) = cone (PROD(A, B)) = (5.34)
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= {Zpkpi @ ply | ol € S(Ha), ply € S(Hp), >0k, Y pr = 1}~
K K

A state in the tensor product space can be trivially checked to be in PROD(A, B)
by taking the partial traces and constructing the tensor product, then checking that
the result is the same operator we started with. That is

pag € PROD(A,B) &  Trg|pas) ® Tra|pas] = pas- (5.35)

Despite this trivial characterisation of the boundary, membership to SEP(A, B)
is a well known NP-hard problem [Gur03]. Despite this, partial solutions to the
problem exist [Per96; HHH96], with characterisation provided in low dimensions
in [HHH9%].

This analogy motivates the study of the cone of states over time: just as the
separable set is computationally hard to characterize despite its simple building
blocks, the cone of states over time may similarly exhibit a rich and complex
structure. Understanding its complexity, even partially, can therefore provide
valuable insights and guide the development of approximate or tractable methods
for working with states over time in quantum information tasks.

5.4 Zero cost for the identity channel

Another property of interest is that the cost should vanish if and only if p = o.
Furthermore, we require that the channel achieving this zero cost is the identity
channel. The motivation is straightforward: an operation that leaves the state
unchanged should incur no cost. This property is neatly characterised in the
following theorem.

Theorem 5.13
Given a finite dimensional Hilbert space H, a cost matrix K assigns cost 0 to the
identity map (with any input) if and only if

Trp [S* K| =0, (5.36)
where S is the swap operator.

Proof. The Jamiotkowski operator associated to the identity channel is the swap
operator S, clearly from Theorem 2.29: Jiqg = (id ® id)(S) = S. Now, let K be a
matrix such that the cost x(p,id) = Tr[(p x S) K| = 0 Vp > 0. We can transform

79



5.4. ZERO COST FOR THE IDENTITY CHANNEL

the left-hand side in the following way, using the definition of the Jordan product,
the cyclic property of the trace and properties of partial traces:

Trl((p@ 1)+ S)K] = 5 Trl((p @ 1S +8(p© 1)K]

_ %Tr (p o 1)(SK + KS)] (5.37)
=Tr[pTrp [S* K]] = 0.

The set of positive matrices generates the whole space [SSZ09; BW11], therefore
this is equivalent to saying that the Hilbert-Schmidt inner product of Trp [S * K]
with all other elements is 0. Therefore Trp [S * K] = 0. The converse is immediate,
completing the proof. [

5.4.1 Combination of positive and cost zero cost matrices

We can assume both positivity of the cost and 0 cost for the identity channel to
obtain the following results in the case where H,4 = Hp:

Theorem 5.14
Let H be a finite dimensional Hilbert space. Then

KeJH—-H)N{CeBHH)| Trg[S*C] =0} (5.38)

if and only if
K=T)(w)— (Trg[S*xTsy (W)@ 1), w>0, wl|d ) P,]. (5.39)

Proof. Similarly to before, we ignore the Hilbert space dependencies for the proof.
Note that, in general, the identity 7(C; N Cy) = T(Cy) N T(Cy) for a linear map
T and convex cones Cy, C, is not true. However, it holds for the partial transpose
since this map is invertible. Thus, we can transform the target set as follows:

T N{C eBHH)| Trg[S+C] =0}
=Tu(Ta(T N{C e B(HR®H) | Trg[S+C] =0}))
=Ta(Ta(T)NTA({C e B(H®H) | Trp[S*C] =0}))
=TaC*N{CeBHH)| Trp[S+Ta(C)] =0}) (5.40)
=Tu(C"N{C e B(HOH) | Ta(Trp [S x Ta(C)]) = Ta(0)})
=Tu(C N{C e B(H®H) | Trp[Ta(S)xC] =0})
=Ta(C*N{C e BH@H) | Trp[|® ) Pi|xC] =0}),
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where we used Lemma 2.22.

Now consider an element of C*, thatisa K = w + A ® 1, where w > 0 and
Tr [A] = 0. We can now plug this expression in the equation that defines the other
set of the intersection:

0= Trp [P (@[ K] = Trp [|® NPy | x (w+ A 1)]

= Trp [P (O | xw] + A, (5.41)

thus A = — Trp [|®, (P, | x w]. Moreover if we take the trace of this expression,
since Tr [A] = 0, we find that (9, |w|P,) =0, i.e.w L |} D, |. Now, the initial
set is the set defined by the partial transpose of this elements, that is

T N{CeBHSH)| Trp[S+C] =0}
= Ta({w — Trp (@ X0, | % w] © 1 € BH) | w20, w L [2.)2,]})
= {Ta(w) — Ta(Trp |2, )@, ] ©1) € BHY) | > 0, w L [0, ). [}
= {Ta(w) — Trp [Ta(|2, )4 ]) * Ta(w)] © 1 € BH) |02 0, w L |2, )]}

={Ta(w) — Trp[S*Tu(w)] @1 € B(H*) |w >0, w L [P }D|}.
(5.42)

]

In the Theorem, K is a matrix that is dual to the Jamiotkowski matrices and
generates cost 0 for the identity (see Theorem 5.13, Proposition 5.10 and Lemma 2.22).
This yields a set that contains the intersection between the dual Q* and the cost
matrices that yield zero for the identity channel, thus constituting a good set to
look for operators that fulfil both properties.

5.5 Symmetry

Finally we address the symmetry of the optimal cost, that is K(p, o) = K(o, p) for
all states p and o.

A naive guess or first thought might suggest that symmetry of the cost ma-
trix under input-output exchange, i.e., SKS = K, guarantees symmetry of the
associated cost. We will see that this not the case.

To understand this, we first address another natural question, namely whether
the set of states over time itself is symmetric. In other words, we ask whether
swapping the input and output space in the coupling always produces a valid state
over time for the reversed pair of states, that is, whether SQ(p, 0)S = Q(a, p).
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There is a clear asymmetry in the case when, for example, p is full rank and o
is pure, where a single channel that brings p to o exists. Despite that, as seen in
Theorem 4.6, if the input state is not full rank a single state over time can correspond
to multiple channels. Therefore, in the case where o is pure, it could be that the
single channel that brings p to o inverts into all the channels that bring o to p.

In the following example we perform specific calculations for the case where
both states are qubits. We observe, in examples iii), iv), that some states over time
cannot be time inverted, thus strongly suggesting that SKS = K is not a sufficient
condition on the cost matrix to give rise to symmetry of the cost.

Example 5.15

Within this example we indicate the direction of time we are observing with the
subindices A — B and A <— B. The order of the subsystems in the matrix notations
will always be Ha ® Hp. p will be the state associated to subsystem A and o the
state associated to subsystem B.

i) Replacement channel: Let p, o be any states and let J4_, g be the Jamiotkowski
matrix associated to the constant channel £(p) = Tr(p)o, that is Jo.p = 1R 0.
The associated state over time is ) = p* Ja_,p = p ® 0. From the symmetry of
the state over time we can see immediately that we can obtain the same result
with (O‘, Jaep=p® 1).

ii) Identity channel: Let p be a qubit state with eigenvalues {p, 1 —p} and J4_, 5 be
the Jamiotkowski matrix associated to the identity channel, S. Then the associated
state over time () is, in (the tensor basis generated by) the diagonal basis of p,

»p 00 0
002 0

Q=pxS= 2 (5.43)
010 o0
000 L—p

Similarly to before, the symmetry (under subsystem swap) allows us to easily
show that the pair (o0 = p, Ja.p = S) yields the same state over time.

iii) Depolarising channel: Let the initial state be a pure state, WLOG, we will set
p = |0)0|. Let Ja_, 5 be the Jamiotkowski matrix associated to the depolarising
channel £(p) = (1 — p)p + pTr(p)g, that is Joop = (1 —p)S + 1. The
resulting state over time is

2—p 0 0

1
Q=p*xJasp=7 (5.44)

0
2 0 1—0p 0
0

3

—_

|

3
o O O O
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From this channel, 0 = E(p) = £(2 — p) |0)0| 4 & |1)(1]. Applying Theorem 4.6
to () yields

1 00 1-p
0 1.0 O
JZ;ZB = 0 00 0 ) (5.45)
1-p 00 O

which can be shown through Sylvester’s criterion to be not psd by taking the
principal minor with I = {1,4} ifp # 1. If p = 1, the depolarising channel
becomes a replacement channel which we have seen is reversible.

iv) Dephasing channel: Let p = |+)+| and Ja_,p be the Jamiotkowski matrix
associated to the dephasing channel E(p) = pp + (1 — p)o.po, forp € (0,1),

that is
1 0 0 0
0 o =19
Jasp = 0 @ 8 0 (5.46)
0 0 0 1

Note that o = £(p) = 5(1+ (2p — 1)0,), which has rank 2 forp € (0,1). We
can now calculate the associated state over time

2 2p—1 1 0

-1 0 2p—1 1

1 _
Q=pxJass=71"1 91 0 91 (5.47)
0 1 2p—1 2
We can now calculate J 4. g from Theorem 4.6*, which yields
2 0 1 1-2p

1 0 0 2p — 1 1
Jaes=51 1 91 0 0 (548)

1-2p 1 0 2

This matrix is clearly not psd under partial transposition of B since the principal
minor [Ja—p|1,3) (which is unaffected by the partial transposition) has negative
determinant, thus the matrix is not psd from Sylvester’s criterion. For example,
when p = 3, the eigenvalues of JiA  are {11+ Vv2)}.

“Note that even though p has rank 1, o has rank 2 and therefore allows us to uniquely apply
Theorem 4.6.
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v) Measure and prepare channel: Let p € S(H 4) and J4_, g be the Jamiotkowski
matrix associated to a measure and prepare channel, that is a channel of the form

e(z) = Z Tr [M;z] oy, (5.49)

where {M,} is a POVM and o; € S(Hp) are states. Then,
Jasp =Y M;®p and Q=Y (pxM;) &0 (5.50)

Because the map in Theorem 4.6 is CP, as seen in Corollary 4.7, J1*  will be
positive if Q) is positive, and () will be positive if every p x M; is (with an if
and only if when the o; are orthogonal). This will happen in classical-quantum
channels, that is when { M} is a projective measurement, and p is diagonal in a
basis defined by this measurement.

As a particular example of this last case, let p = p|0)0] + (1 — p) |1)X1| and
Jasp =10,0%0,0| + |1, +)1, +|, the Jamiotkowski matrix corresponding to the
classical-quantum channel that keeps |0)(0| constant and yields |4)(+| on input
|1X1]. Then o = 1(1+ po. + (1 — p)o,) and the resulting state over time is

2p 0 0 0
Q=rxTin =50 0 1oy 1oy (5.51)
0 01-p 1—p
If we write J 4. p we get
1+2p 0 2p—1 0
“m*:% %2115% L%plg%’ (5:52)

0 1-2p 0 1+2p
which is positive under partial transposition.

This example does not show that the cost is not symmetric under symmetric
cost matrices, since it could be that the two different optimal channels happen to
yield the same cost. We show in Section 6.5 that this is not the case in the particular
of the unitary invariant cost matrix, which provides a concrete counterexample
for the general case. This demonstrates that a symmetric cost matrix does not in
general imply a symmetric quantum transport cost.
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5.6 Triangle inequality

In this section we consider the triangle inequality for the quantum optimal transport
cost C(p, o). In Theorem 5.16 we state a sufficient condition for its fulfilment. Since
this condition relies on Q(H 4 : Hp : Hc)*, the characterisation of the dual space
explored in Section 5.3 is also relevant in this section.

Theorem 5.16
Consider Hilbert spaces H 4, Hp and Hc, and states p, o, ;1 inS(Ha), S(Hg), S(He),
respectively. The inequality

Kas(p:o) + Kpclo, 1) = Kaclp: 1) (5.53)

will be fulfilled for all input states if the cost matrices fulfil the following identity:
KAB®10+1A®KBC—KAC®IBEQ(’HAZHBZ,Hc)*. (5.54)

Proof. Consider first an admissible Jamiotkowski matrix in systems AB and a cost
matrix K 4p. Because 15 = Tr¢ [Jp¢| for any admissible Jamiotkowski matrix in
systems BC, and the partial associativity of the Jordan product [HHP+17; FJV15]
we can rewrite the cost as

Tr [Kap(p*Jap)] = Tr [Kap((p* Jap) * (14 ® Tre [Jpc)))]
=Tr[(Kap * (p* Jap))(1a ® Trc [Jpc])]
=Tr [(Kap* (p*Jap)) ® 1c)(14 ® Jpc)] (5.55)
=Tr[(Kap@1¢c)((p* (Jap ® 1)) * (14 ® Jpc))]
[(

=Tr[(Kap ® 1¢) (px ((Jap ® 1¢) * (14 ® Jpc)))] -

Similarly, because if a channel yields o as the image of p its Jamiotkowski matrix will
fulfil Tr4 [p x Jap] = 0 we can operate the cost for any admissible Jamiotkowski
matrices and cost K g as:

Tr [Kpc(ox Je)] = Tr [Kpe((Tra [p* Jap] @ 1¢) x Jpe)]
= Tr[(Jc * Kpc)(Tra [p*x Jap] ® 1¢)]
=Tr[((1a ® Jpc) *x (14 ® Kpc))(p*x Jap® 1¢)]  (5.56)
=Tr[(14 ® Kpc)((p* (Jap @ 1¢)) x (14 ® Jpc))]
= Tr[(14 @ Kpc)(p* ((Jap @ 1¢) * (14 @ Jpc)))] -
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Finally, for systems AC), consider the link product [CDP09] of any two Jamiotkowski
matrices as the Jamiotkowski matrix of AC:

T [Kac(p* Jac)) = Tr [Kac(p* Trg [(Jas © 1¢) * (14 @ Jpc))]

= Tr [(Kac* p) Trp [(Jap @ 1¢) * (14 ® Jpo)]]

= Tr [(Kac @ 15) % p)(Jap @ 1) * (14 @ Jpc))]
[(

=Tr[(Kac ® 1)(p* ((Jap ® 1¢) * (14 ® Jpc)))] -

Let K/ = Kap® 1+ 14 ® Ko — Kac ® 1. With these 3 equalities in hand,
we can consider 3 optimal Jamiotkowski matrices, indicated by the superindex ¢,
for the costs K45 and Kpc and K 4¢. Then by using the previous expressions we
can show that:

Kac =Tr[Kac(p* Jic)]l < Tr[Kac(p* Jac)]
=Tr [Kac @ 1p(p* ((Jip @ 1) * (14 @ Jpc)))]
=Tr[(Kap®1c+14® Kpco — K')(px (Jig @ 1c) *x (14 @ J30)))]
[
[
[

(5.57)

(
=Tr[(14 ® Kpc)(p* ((Jip ® 1c) * (14 ® J3c)))]
+Tr [(Kap ® 1c) (p* ((Jip @ 1c) * (14 ® J3e)))]
—Tr[K' (p* (Jag * Jpc))]
=Tr[Kap(p* Jip)] + Tr [Kpe(ox Jpo)] — Te[K' (p* (Jip * J3c))]
=Kap + Kpc — Tr [K' (px (Jip * J3c))] -
(5.58)

Finally, because K" is in the dual of Q3, Tr [K” (p x (J45 * J3¢))] > 0 and therefore
Kap + Kpc = Kac. O

The proof also provides some insight in what a necessary and sufficient condition
would require. If we fix the cost matrices K 45, Kpc and K z¢, and K’ as defined
in the proof, we require that the value Tr [K' (p x (J%5 * J%¢))] is positive for all
triples (p, J9 5, /%), with J4 5, J§ fixed by the o, 1 and the cost matrices. Finding
this space analytically seems reliant on knowing the space of optimal maps, which
is in general very hard due to the need for convex optimisation to approximate
each one for general cost matrices.

Finally, we state Theorem 5.16 for the case where Hy = Hp = Hc = H and
all cost matrices are the same, since this is when the triangle inequality is generally
relevant, namely for distinguishability measures on elements of the same space.

Corollary 5.17
Let H be a Hilbert space, K € B(H ® H) and K the quantum optimal cost associated
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to K. Then K fulfils the triangle inequality if
KB+ 11K -K®1,€ QH:H:H), (5.59)

where the subindices indicate different copies of the same Hilbert space H.

5.7 General properties

Finally, we show some general mathematical properties of the optimal quantum
transport. Proposition 5.18 shows subadditivity related properties and Proposi-
tion 5.20 shows how we can relate the transport cost on the tensor product to the
transport cost on each subsystem.

Proposition 5.18
Let p, be a probability distribution. The optimal quantum cost fulfils the following:

i) Subadditivity: K (p, Y, p20.) < . 0K (p,02) .

Moreover, if the triangle inequality is fulfilled:

i) >, 0K (e 0) S K (D, PaPrr0) + 20 02K (Ps 200 Par Par)-

iii) K (Zx PzPx U) < Zx pK (pzv U) + Zx/ Px”C(Zx PzPx, px’)-

Proof. Consider optimal Jamiotkowski matrices J, for (p, > p,0,) and J, for
(p,0;). Note that Jy, = > _p,J, is a Jamiotkowski matrix with an associated
channel that fulfills £, (p) = >, p,0,. Thus,

K ([)7 me) =Tr[K (px Jo)] < Tr [K (p* Js)]

K (p* (th))] = e Tr[K (p* )] (5.60)
=> p.Klp,0a),

=Tr

where we used the bilinearity of the Jordan product [HHP+17] and the linearity of
the trace.
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The second property is a direct consequence of the triangle inequality:

prlc (px70) S sz (IC <anzpz/Px/> +IC (Zpypr,0>)

(5.61)
=K (prpx,a) +> pK (px,prfpx/> -
Similarly, we can show the third property. Let p = > p,p,. Then, V z
px,C(ﬂ? 0) < px,C(ﬂ» p:c) + Px’C(,Ox, U)
= Y 2:K(p,0) <D paKlp, pa) + Y paKlps, 0) 6562

= K(p,0) < pK(p,pa) + Y 0K(pa, 0),

where we first used the triangle inequality and then we added all the inequalities
together. [

Remark 5.19
A similar proof does not work for subadditivity on the first input and joint subadditivity
because of the following. We will use subadditivity on the first input as an example.
Let J, be the optimal Jamiotkowski matrix for (> pyps, o). Starting on the left hand
side we obtain

K(mepm70> =Tr |K (Zp:cpm*Jo>] - Zpa: Tr [K (pz*Jo)]' (5-63)

At this point we can observe that the channel associated to J, does not necessarily
have output o for each p, (unless o is pure) and we can not upper bound the associated
cost with anything defined with the optimal channels for the pairs (p,, o). In contrast,
in the proof of Proposition 5.18 it was possible to define the joint channel Jx, because
we could send p to each element of the ensemble {(p.,0,)} and that would in total
define a channel that sends p to 0.

We can define 0, = £;,(p;) and observe that o = ) _p,0, to lower bound this
quantity obtaining

K (Z PrPas Zm%) > paK(pr, 02)- (5.64)
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This joint superadditivity is not general in the sense that we have the relation only
foro, = &;,(pz), where the ensemble {(p., p.)} can be arbitrarily chosen, but the
channel must be the one associated to the optimal Jamiotkowski matrix.

This last expression allows us to prove that subadditivity on the first input is false
in general. Let H = C? and let K be an associated cost matrix that yields a positive
optimal transport cost that is 0 for the identity channel. Now consider p = 0 = 1

and the ensambles { (3. 10)0]) , (1, [1(1])} and { (3. |+)(+]) , (3. |-)(~1)).

Proposition 5.20

Let H; be Hilbert spaces and p;, 0; € S(H;) withi = 1,2. Let K15 be a cost matrix
associated to H, ® Ho, and K; be cost matrices associated to H;. Then the optimal
transport cost of IC (p1 ® pa, 01 ® 02) fulfils the following:

i) If K12 = K1 ® Ko, then K(p1 ® p2, 01 ® 02) < K(p1,01)K(p2,09).
ll) Ileg = K1® 12+11®Kg, thenlC(pl ®p2,01®02) § K(p1,01)+’C<p2702).

Proof. Objects in different subsystems commute and J; ® J; is admissible for
(p1 ® p2, 01 ® 09) if J; is admissible for p;, 0;, 1 = 1, 2. To show the first inequality,
consider two optimal Jamiotkowski matrices .J7, J$ that optimise the costs between
pi, 0; with cost matrix K, ¢ = 1, 2. Then,

K(p1,01) - K(p2, 02) = Tr [Ky (p1x J7)] - Tr [Ka (pg % J5)]
= Tr [(Ki (p1x J7)) @ (K2 (p2 x J3))]
= Tr [(K1 ® K3) ((p1 ® p2) * (J] ® J3))]
> K(p1 ® pa, 01 ® 03).

(5.65)

For the second inequality, consider the same Jamiotkowski matrices as before.
Then

K(p1 ® p2,01 @ 02) =Tr [Ki12 (p1 @ p2) * 1)
<Tr[(K @14 13 ® K>) (o1 ® p2) * (J7 @ J3)]
=Tr [K1py * J7] Tr [p2 x J5] (5.66)
+ Tr [p1 * J7| Tr [Kapa x J5]
=K (p1,01) + K(p2, 02).
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The unitary invariant quantum trans-

port cost

In this chapter, we consider the case where the cost is unitarily invariant (UI),
meaning it remains unchanged under a common unitary transformation of both
the input and output states:

k(p, ) = k(UpU*\ U0 EoU™) YU € U(d), p,o € S(H). (6.1)

where we have defined the unitary channel U/(X) = UXU*, and we denote by
U(d) the group of unitary operators acting on the Hilbert space, of dimension d.
We show the relation between the maps and states in the following diagram:

&
P o

u| Ju

UpU* —YEU o+

In Section 6.1, we show that unitary invariance fully determines the cost matrix
up to a single parameter. In Section 6.2, we compute the cost for several relevant
quantum channels, and derive a simplified optimisation problem to compute the
cost KC(p, o) valid for arbitrary states within the UI setting. In Section 6.3, we obtain
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analytic expressions for the optimal cost in the special case of commuting states.
Section 6.4 explores the striking modification of the cost induced by embedding
the problem into a higher-dimensional Hilbert space, and study its asymptotic
behaviour. In Section 6.5, we present an example that illustrates several noteworthy
features. Finally, in Section 6.6, we introduce the notion of a Hamiltonian-based
quantum cost, which also exhibits unitary invariance, though restricted to the
subgroup of unitaries generated by a fixed Hamiltonian.

6.1 Unitary invariant cost matrix

We can immediately see that there is single cost matrix that generates a unitary
invariant cost with good properties:

Theorem 6.1

The only cost matrices that belong to the dual to the cone of states over time, assign
cost 0 to the identity channel according to Theorem 5.13 and are unitarily invariant as
defined in Eq. (6.1), are positive multiples of

Proof. First, let us prove that if J is the Jamiotkowski matrix whose channel takes p

to 0 = &(p), then the Jamiotkowski matrix corresponding to the associated channel

El; = UoE ol which maps UpU* to UcU*, is given by J;, = (UQU)J(U*@U™).
For this purpose we start from the definition in Eq. (2.54)

J; = (1d®€&)) (S) = (idaU) o (id®E) o (idU)(S)

—10U)([[de8)(1eU)SAeU)) (1o U)* (6.3)

Recall that the swap operator satisfies S(X ® Y)S =Y ® X,ie. ([ ®V)S =
S(V ® I). Using this relation twice we can write (1 ® U")S(1® U) = S(U* ®
1H(1U)=8S1eU)(U*®1) = (U®1)S(U*®1), and thereby pull the unitaries

out of the action of the map &, i.e.

Jy=1U)(U®1)(dc&)(S)(U'®1)(1® U

—UeU)JU U (6.4)

Now we can impose the UI of the cost function, x(p,E) = k(UpU*, &/;), to obtain

Tr [Ko (p* J)] = Tr [Ko (UpU") x (U@ U)J(U* @ UY)))]

— Te[(U & U)Ko(U" @ U*)(p % J)]. (6.5)
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We require this equality to hold for all choices of input states and channels, i.e. for
all elements of the set of states over time () = p x J. Since this set is spanning
(Proposition 5.7), the scalar equality Eq. (6.5) translates into the operator equality
Ky =(U®U)Ky(U*® U*) or equivalently [U ® U, Ky| = 0. This must whole for
all unitaries.

From the representation theory of GL(d), and because the set of unitaries
generates the whole of G L(d) as an algebra, whose operations leave the commutator
invariant, the only elements with this property are the symmetric and antisymmetric
projectors. The vector space generated by these two projectors also has {1, S} as a
basis [Wer89]. Therefore K = a(bl — S) with real a and b, to preserve Hermiticity.

We can now impose the second condition, Theorem 5.13:

0=Trg[Sx Ko =aTrpg[S* (b1 —S)]|=aTrg[bS — 1] = a(b—d)1. (6.6)

We find that b = d. Finally, we see that the positivity of the cost requires a to be
positive:

Tr [Ko(px J)] =aTr[(d1 — S)(p*J)]
=adTr[pxJ] —aTr[S(p*J)] (6.7)
=ald—Tr[p(S«J)].

We can now bound the remaining term using the operator norm:

Telo(S « D) =S pi il Sli) < 3 pilld « S} = S will g+ S0

= (Zm) 17+ S| < IJ][IS] < d.

Thus we have that a times a positive constant has to be positive, therefore a is
positive. 0

(6.8)

Throughout this section we refer to K as the Ul cost matrix and Ky=1-— CllS
the normalised UI cost matrix. Since they mostly share the same properties, we
generally use them interchangeably depending on the situation. With K, the
maximum achievable cost is 1, which allows us to compare costs across dimensions.

With these cost matrices, we can write the cost in different ways depending on
the choice of channel representation (see Section 2.3). These forms will be useful
later.
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Remark 6.2

Let p be a state in a finite dimensional Hilbert space H and the cost matrix Ko =
11— lS Consider a channel £ with associated Jamiotkowski and Choi matrices J,
C, respectlvely, and Kraus representation { E},}. Moreover, let p = Y. p; |i)(i| for
some basis {|i)}, |p) = >, pi|it) its vectorized form and |®,) = ). |ii) is the
unnormalised maximally entangled state. Then

k(p,€) =Tr [KO(P* J)] =1- é (B4 ]p" x ClDy) (6.9)
= 1 e((pl C[2,)) (6.10)
—1- SR e e
—1——21%29% I E(DGN 1)) (6.12)
—1-= Zme (Tr [E}] Tr [Erp]) . (6.13)

Proof. The term 1 in every equation comes from the trace of the states over time
with the identity, which is always one because the partial trace of a state over time
is a state. The other part is associated to Tr [S(p ® J)], and we will focus on that.

Eq. (6.9) and Eq. (6.10) are a direct consequence of Lemma 2.22, recalling that
St = | )P, |.

Eq. (6.11) comes from the definition of the Jamiotkowski matrix, J = >, [i){(j|®
E(|7)i]) and Theorem 4.6, which shows that in the product basis of the diagonal
basis of p, px J =3, PP 35| @ E(|5)(i]). Then we define the swap operator in
this product basis, S = >, |¢')(j’| @ |j")(i'| and calculate Tr [S(p x J)]:

TS (o) = e | S EE S 051© NE) (16] £0)
—Z“WZ%/ o 1€ 1) 614
=Z’%<i|e<|i><j|>|j>.

Finally, for Eq. (6.13) consider J written as a function of the Kraus operators:

J=(1d®E)(S)=> (1@ E)S(1eE;) =Y (B ® E)S. (6.15)

k k
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CHAPTER 6. THE UNITARY INVARIANT QUANTUM TRANSPORT COST

Then we add p and the S from the cost:

SlpxJ)] Z Tr[S & ® Ep)S)]
_ - Z (Tr [S (p(Ef @ Ep)S)] + T[S (Ef @ Ep)Sp)))
=3 ; (Tr [pE; @ Ei] + Tr [Erp @ E}]) (6.16)
_ lz Te [pE} Tr [Ey] + hoc.)

= Zme (Tr [E] Tr [pEy]) .

This concludes the proof. ]

A channel can have more than one Kraus representation [NC10, Theorem 8.2],
also shown in Section 2.3. The following remark shows that Eq. (6.13) holds for all
of them, as it should.

Remark 6.3
Note that by Eq. (6.13), for every Kraus representation of a channel

- 2 g Re (Tr [B;] T [pEy]) = Tr [S(p+ )], (6.17)

and the Jamiotkowski matrix is unique, therefore different Kraus representations of
the same channel have the same associated cost.

We can also show this explicitly. If two Kraus representations {E;}, {F;} give
rise to the same quantum channel, then there exists a unitary U = (U,;) such that
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)

Ei = Zj uiij [NC]O] Then

Ziﬁe (Tr [E]] Tr [pEy]) Zfﬁe (Tr ZUZ]F* pZUZ] Fy
= Z (Z Uijr Uza) Re (Tr [F } Tr [pFy])

_ Z (U™ (Ur)” ) v, Re (Tr [F] Tr [pFy))

Tr

= Zdﬂ/iﬁe (Tx [F }Tr [pF;])

= Z%e (Tr [FF] Tx [pF)]) .

(6.18)

6.2 Analytical analysis of the UI cost

In this section we study the analytical solution of the unitary invariant cost. While
no analytical solution exists in general, we show that the solution depends only on
the joint support of p and ¢ and we analytically solve the particular case when p
and o are related by a unitary channel.

First, we calculate the cost associated to two important quantum channels.

Example 6.4

1) The replacement channel. Consider Eg(x) = (Trx)o. Then the associated
Jamiotkowski matrix is 1 ® 0 = og and

k(p,Er) = Tr[(d1 — S)pa * o] =d — Tr[po] > d — 1, (6.19)

where the last inequality can be seen, for example, using the trace and operator
norms of p and o2 Tr [por] < |l o], < 1

2) Unitary channels. Consider now the class of unitary channels: E;(x) = UxU*,
where U is a unitary operator. The associated Jamiotkowski matrix is Jy =
UpSU}, where Up = 1 ® U. We can use Eq. (6.13) in Remark 6.2 to calculate the
cost, since the Kraus operators associated to a Unitary channel are just {U}. This
cost is then

k(p, Eu) = Tr[(pa* (UpSUp))(d1 = S)] = d — Re (Tr [U"] Tr [pU])  (6.20)
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We can find an expression for the optimal U when p and o are pure states. Without
loss of generality due to the unitary invariance, consider p = |0X0| and o = |p)¢|
where |¢) = o |0) + V1 — a? |1) with € R... The optimal unitary (in terms of
maximising its trace) will leave ({|0) , |1)}) invariant and have 1 in the diagonal
elements outside this subspace. Therefore the optimal (i.e. largest) value is

Re (Tr [U*] Tr [pU]) = a(d — 2 + 2a) (6.21)
with associated cost
k(p, &) =d—a(d—2+2a) =d(l—a)+2a(l—a) = (1—a)(d+2a). (6.22)

Note that this optimum value is influenced by the action of the unitary on an
invariant subspace orthogonal to the subspace where our state evolves; in particular
it depends on its dimension. We will later address this further and show how we
can remove this dependency in the limit when d — oo.

If we now further restrict the problem to d = 2, then this becomes 2(1—a)(14+«a) =
2(1 — a?) = 2(1 — [(0|@)|?) = 2T°(|0X0] , |¢X|)?, where T is the trace distance.
Since it is the square of a distance, it cannot be a distance.

In the limit of high d — oo this quantity approximately becomes d(1 — «), which,
for small angles is d(1 — cos ) ~ 592, which is again the square of a distance.

The second example computes the optimal cost associated to the restricted
unitary channels. We can then numerical compare it to the general UI cost, which
we do in Fig. 6.1. We observe that for dimension d = 4 the general cost is smaller
for mixed states, but it appears equal for pure states. We show in Proposition 6.7
that the optimal channel when both states are pure is indeed unitary.

For the proof that the optimal map on pure inputs is unitary, we first need to
show the following technical lemma, which will again be important in Section 6.4.
In the following we refer several times to the ‘joint support of p and ¢’. By that
we mean Hg = supp p + supp o, which allows us to write the Hilbert space as

H=HsDH..

Lemma 6.5

Let p, 0 have joint support Hg C H = Hs @ H . Then there exists an optimal
channel of the unitary invariant quantum optimal transport K(p, o) such that its
associated Kraus operators are of the form

E = ES EB CHL. (6.23)

wherell | isthe projector on the orthogonal, or embedding Hilbert space, H | . Therefore,
the optimal channel acts as the identity channel on the embedding Hilbert space.
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1.0
—— General map
————— Unitary ma
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Figure 6.1: Plot comparing the global optimal cost with the result of optimising only
over unitaries for various values of p,, where the states are p = p, [0)(0]+(1—p,) 51

and 0 = p, [p)e| + (1 — p,) 31

The proof of this lemma is conceptually fairly simple, but in practise becomes
a very long calculation. Before presenting the proof we have a sketch with the
main ideas of the proof. In Section 6.6 we see a generalisation of this result with a
different approach to the proof, using results from operator theory.

Sketch of the proof. A seen in Section 2.3, we can find the Kraus decomposition of
a channel by diagonalising the Choi matrix. From [Val09], we know that there
exists an optimal Choi matrix that is unitary invariant. We diagonalise a generic
unitary invariant Choi matrix. Then we show which structures its eigenvectors,
and therefore the Kraus operators of the map, can have. Then, we show that one of
the structures corresponds to Kraus operators of the form £/ = Fg @ cllI, . Finally,
we see that every other kind of admissible Kraus operator can be exchanged for
a direct sum Kraus operator that does not change the result of the SDP or the
semidefinite conditions. O

Proof. Let p, o have joint support Hg of dimension n such that H = Hgs & H .
The dimension of H will be d and therefore the dimension of H | is d — n. The
idea of the proof is that the unitaries (Ils & U, ) ® (Ilg & U, ), where Ilg is the
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projector onto Hg and U, are unitaries on H,, form a symmetry of the SDP in
Eq. (5.5) with K = K. Due to [Val09], there will be an optimal Jamiotkowski
matrix of the problem that is invariant under these unitaries. After showing that
(MlseeU,)® (IIg @ U, ) is indeed a symmetry of the SDP we will find the subspace
of invariant matrices under (Ils & U, ) ® (Ilg & U ) as a direct sum of blocks, these
blocks are in Egs. (6.28), (6.29), (6.30), (6.31), (6.32), (6.33). With the whole subspace,
we will calculate the partial transpose to find the subspace of Choi matrices that
the symmetry allows. We can then find the canonical Kraus operators by finding
the general eigenstates of the elements in the subspace of allowed Choi matrices.
With these Kraus operators, we can then show that any any operator that has a
form different to Eq. (6.23) can be simulated' with an operator with form as in
Eq. (6.23). As we have seen in Remark 6.3 specifically working with the canonical
Kraus representation should not be an issue.

First, let us show that (Ilg & U, ) ® (Ilg & U, ) is indeed a symmetry of the
SDP. Clearly (Il @ U, ) ® (Ils @ U, ) commutes with 1 and S, as well as p and o.
Therefore,

T [(Ro % p)(Ts @ U) © (T & U1))J (s & UT) @ (s & U1))|
— Tr [((Hs DU @ (115 @ U)) (Ko x p)(Ils @ UL ) @ (Ilg & UL))J}
=Tr [(f(o *p)J] ,
(6.24)

and similarly the constraints of the problem are also invariant:

Tralp((lls @ UL) @ (s @ UL))J((Tlg @ UT) @ (Ils @ UY))]
=Tra[(Hs@UT) @1)p(Ts @ UL) @ (Mg @ UL))J(1® (Ilg & UY))]
=[Is@UL) TralpJ|(Us @ UT) = (Ils @ Uy)o(Ils © UT) = 0;

(6.25)

Trp (s U) @ (s UL))J (s & UT) ® (Ils & UT))]
=Trp((1@ (s Ul)(Ts @ UL) @ Is UL))J(Is @ UT) ® 1))
=g U )Trg[J](ls@ U) = (Ils @ U )1(Ils @ UT) = 1.
(6.26)

Finally, (IIs @ U,.) @ (Ils @ UL))J((Ils ® UT) ® (Ilg & U?)) is clearly positive
under partial transpose because the unitaries (IIs ® U, ) ® (Il @ U, ) are local.

!By simulate we mean that we can exchange it for another Kraus operator that has the same
contributions to the cost and the constraints of the SDP.
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Because we have seen that the SDP is invariant under the unitaries (IIs U, ) ®
(Ils ® U, ), we know thanks to [Val09] that there exists an optimal Jamiotkowski
matrix that is invariant under these unitaries. We can twirl an arbitrary matrix to
find the structure of these matrices [Wer89]. For this calculation, we take a basis of
‘H that we can divide into a basis of H s and a basis of H ;. We will use latin letters
to refer to elements of the basis of H ¢ and greek letters to refer to elements of the
basis of | . We will get that a general matrix can be written in terms of 16 blocks?,
ten of which will turn out to vanish. We consider an arbitrary matrix M and the
twirling will bring aout a structure for the twirling of M.

/dUJ_((HS oU)®saU))M((IlsoUT) ® (s © UT))
— /dUL(HS @U Mg @ UT) + /dUL(Ul ® Ils)M(UT @ 1)

+ [ dU (U, @ TIg)M(Tlg @ U?) + /dUL(HS ® U MU ®Ilg)

+ [ dU (UL, @U )MU @UT)+ [ dU, (Ils ® I1g) M (Ils ® ILg)

+ [ dU (g @ Mg)M(U* @ Ut) + | dUL (UL ®@ UL )M(Ilg  Ig)

+ [ dU (U, @ U)MU* @ 11s) + | dU, (Il @ U, )M(U* @ U?)

+

— S S S

AU, (UL @ Mg)M (U @ Us) + [ dU (U, @ U )M (Tlg @ U*)

+ [ dU (UL @ Tg)M(Ilg @ Ig) + [ dU.(Ils ® UL )M (Il ® Ilg)

+ [ dU (Ils @ Ig)M (U] ®@Ilg) + [ dU, (Ilg @ [1g) M (Ilg @ UT).

(6.27)

— S

The terms with an odd number of U |, as well as the four terms with double U, on
one side and double IIs on the other are zero due to the phase symmetry of unitary
matrices. That leaves the first six terms as nonzero. Using [PM17] we calculate the

?Each block corresponds to the choice of one of Il or U in each element of the tensor product
in each side of M, for a total of 4 binary elections. We write this explicitly.
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associated subspace for each nonzero term’. The first term is

/ dU L (Tls U )M(Tls @ UY)
= /dUJ_ <Z |i)i] ® Zuag \oz><ﬁ|> M (Z )| ® ZEW |N><V|>
i af J mv
= Z Mlﬂ]ﬂ |Z&><]V| /dUJ_uaBul/u

ijafuv
. 1
= Migjp |10 )(jv] =003,

ijaBuv

= (ﬁ > MW) ia)jal
B

ijo

_ Z By li)jl ® Y laXal.

(6.28)

As we mentioned, due to the symmetry the second term is

(d i - > Mmﬂ;‘) |ai)evj|
5

/ UL (U, @ ) MU @Tl5) = Y

=" la)al @ 3 B likil.

3The first and second terms are equivalent under swap, as well as the third and fourth, so we
have to calculate four distinct terms.

(6.29)
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The third term is

/ dUL (U, @ )M (Tls @ U?)
- / au, <Z o |a)B] © Z |z'><z'\) M (Z eI |u><V\>

= Z Mg, |at) ]V|/dULua/3uW

ijafuv

= Z MB%JM|0”><JV| 5av5ﬁu

ijafur
- Z < ZMBZJB> lai)(jal = ZAU lai)(jal .
ija

ijo

(6.30)

Again due to the symmetry, the fourth term is

1 ) .
AU, (Ls @ U )M (U] ® Ilg) = —— ) Migg; | lic)erj|
T d—mn 5
= ZA lic) (] .

ijo

(6.31)

The fifth term is

/dUL(UL @U)MUT @UT)

~ [av. (Zuaﬁ REEOIE w><er> M (Z e el © 3 m><u|>
¢r v

= Z Mg, |ay) TV|/dULua5uveuTguw

afyelTuy
Bor0y008e0es + Oar0rr08u0cc  OarOr05u0ce + OaOvr0360eu
S Mﬂemawxw( w05eha 4| — o000t dawye
= (d—n)2—1 (d—n)((d—n)2—1)
=CY eyl + DD lay)val,
ary ay
(6.32)
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where in the last step, we simplified the coefficients because their exact values are
not relevant —only that these terms are nonzero and independent of «, .
Finally, we can calculate the sixth, and last nonzero, term:

/dUL(HS ® [g) M (Ilg @ Ilg)

= /dUL (Z [iXil © ) Ikr><k!) M (Z i © ) |€><€|> (6.33)
= My lik)je| .

ikje

We have finally found the subspace formed by the nonzero blocks of the invariant
matrices under (IIg® U, ) ® (IIs @ U, ). To get the Kraus operators we first convert
this subspace into the subspace of allowed Choi matrices, which will be the partial
transpose of the subspace we have now. We get the following blocks, eigenstates
and Kraus matrices. Note that the eigenstates we obtain are not normalised, but
such that the Choi matrix has the form: C' =} |¢/)(¢)|. This allows us to calculate
the Kraus matrices from them by un-vectorising,.

i) From the first and second terms, in the blocks generated by {|ia)(ja|} and
{|ai){j|} we obtain the blocks Cs® ) |a){a|and ) |a)a|® Cs, which di-
agonaliseas ) ., ¢; 1) @) co o) and ) cq |a) ®) . ¢; 1), respectively. Note
that the part associated to 3" [a)(a| must be a unit vector, thatis 3°_ |ca|* = 1.
The associated Kraus forms are

Z cica la)il, Z cica |iMal . (6.34)

ii) The other blocks form a related set of blocks, which in basis {|ij) , |aa) | |ay) a # v}
is

[ All e All i
M+C1-C1 Aij Aij 0
A 0 Apn , (6.35)
: : : : : D|® (P | +C1 | 0
0 0 C1
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where |® ) is the unnormalised maximally entangled state restricted to the
orthogonal subspace |®,) = )" |a«). In its block, it translates to the matrix
that has 1 in every matrix element. These blocks diagonalise as follows: C'1
in the subspace generated by {|ay) a # v} will have (d — n)(d —n — 1)
mutually orthogonal vectors v/C' 3" 4 Cary ), wWith 37 car |ay) a unit
vector. The subspace generated by {|aa)} will have d — n — 1 orthogonal
vectors VO 3. ¢, | with 3" ¢, |ac) unital and such that 3 ¢, = 0. The

associated Kraus matrices are

VO oy lval, VO cala)al. (6.36)

aFy

Finally, consider the matrix

, (6.37)

Ay AL A D
A set of n 4 1 eigenvalues and unit eigenvectors of this matrix,
{(A, > eilij) +e |00>)} : (6.38)
ij

can be used to obtain the following set of n? + 1 eigenvectors of the block
generated by {|ij) , |aa)}:

VA+C (Z cii i) + ﬁ Za: yaa>> , (6.39)

]

which in turn yield the Kraus matrices
- c
VA+C (ZJ: cij || + ﬂ; ya><a|) . (6.40)

Before moving forward, note we can simplify some expressions. Because the
coefficients M;jy;, A;j, and D are unrelated, the coefficients of the Kraus operators
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in Eq. (6.40) are arbitrary, so we can simplify the expression to only show the
structure of the Kraus operators: . ci; [7)i| + ¢)_, |a)al|, where we abused
notation by reusing the coefficients ¢;; and c. We already did a similar thing in the
first set of Kraus operators, where the eigenvalue is absorbed into the coefficients
¢;. For the remaining Kraus operators, vC' 3" 4 Cay [7)] and VO, calaXal,
we can absorb the eigenvalue into the ¢; as well, leaving the complete list:

Zcica )il (6.41)
D cica lifol (6.42)

1o

an'y |7><O‘| ) (6.43)

aFy

> ala)al, (6.44)

«

> e lidil+ ¢ laxal. (6.45)

ij

So far we have found 5 possible forms for the Kraus operators of optimal
symmetric channels. It remains to see that 4 of these forms are either not allowed
by the constraints of the problem or can be simulated by the last one, as explained
at the beginning of the proof.

First, note that a channel £ that contains the Kraus operators of the form
K =", cicq |a)i| usually violates the condition £(p) = 0. That is because

KpK* = (Z i i pm) > cies fal (6.46)
i ay

If ), cicj (il p|j) # O we obtain a positive term outside the support of o that can
not be eliminated with other Kraus operators, because their operation is positive.
Thus we will only consider K = ), cico [a)i| with 37, ¢;cj (i] p|j) = 0 in the
remainder of the proof.

Let K be a Kraus operator of either of the forms in Eq. (6.42) through Eq. (6.44).
Then Tr [Kp] = 0, KpK* = 0 and K*K € B(H_ ). Therefore we can ignore these
operators and consider instead Kraus matrices { K’} with form as in Eq. (6.41)
and Eq. (6.45) with the conditions ), K" K' =IIg ® Q, with 0 < Q <II, and
Y K'pK'™ = 0. Note that IT| >, K""K'TI; = ell;, 0 < ¢ < 1, because the
contribution to the orthogonal subspace is zero for Kraus operators as in Eq. (6.41)
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and proportional to the identity for Kraus operators as in Eq. (6.45). We can complete
this set of Kraus operators with K| = /1 —¢)__ |a)(«/|. This operator also fulfils
Tr[Kip] = 0and K, pK*% = 0, so it does not affect the rest of the optimisation
problem.

Finally, we need to see that if an optimal solution has a Kraus operator K =
> ia CiCa |a)i| suchthat ;. c;cj (i| p|j) = 0, we can replace it with Kraus operator
with form as in Eq. (6.45), keeping every equation in the optimisation the same.
Note that KpK* = 0, K*K = ). ¢;cj [j)i] and Tr [K p] = 0. Let

K' = o)l with ) = ———3"cli). (647

\ Zz |c,»|2 i

Note that K has the form as in Eq. (6.45). It also has the same properties as K with
respect to all three conditions:

. 1 \ ‘ "
K'pK"™ = —gzck0i|k><@|PZCjCé 70
> leil ki 14

) (6.48)
= (%: cic; <i|P|j>> m %;CZCE k)| =0
1

Tr [K'p] = (¥lply) = ﬁ Zcicj' (ilpls) =0 (6.49)

lel™ i
* 7 1 . .
K"K = [p)yly)Xy| = AP (Zcicj <Z\J>) (chci |J><Z|>
AN i (6.50)

= cei i)l
ij

We have seen that the optimisation can be taken over Kraus matrices of the
form 3. ¢ij [7)i| + ¢ >, |a){al, which is equivalent to an arbitrary matrix on the
joint support of p and o and a matrix proportional to the identity in the orthogonal
space, that is Kg & cll ;. O

As seen in Example 6.4, the cost is a function of the dimension even if the joint
support is not the full space. Theorem 6.6 shows the relation between the cost on
the joint support and the cost in the full space.

Theorem 6.6
Letp =Y. p; |i)i| and o have joint support Hgs C ‘H = Hg®H  ; with orthonormal
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basis Bs = {|i)}!_, of Hs and B, = {|a)}*~, of H., andd = n + d. The optimal

unitarily invariant cost is

K(p,o0)=1-— émax Re <Z Tr [Exp] Tr [E};]) + dL\/Z ITr(Ep)|?

{Ex}
(6.51)
1%%Xmﬂipmwwgug+@¢zmmaaWﬂm ,
(6.52)

where the maximisation is over CPTP maps E(e) = _, Ej; @ E on B(Hs) s.t.
E(p) = o. Equivalently, we can write

1
K(p,0) =1 = = max (Re((p] Cs |2s) + d. /(o[ Cs [o)) (6.53)
Cs
s.t. Cg >0, TrgCy = 1g, Tr [pTCS] = 0,
where |Ds) = S0, |ii),
form |p) = Y. pi lid).

Note that maxg,} Re (>, Tr [Eyp] Tr [Ey]) is the nontrivial part of the cost in

Hs. Because of the extra term d | \/(p| Cs |p) within the maximisation, the optimal
channel is in general not the same for different dimension of the whole space d.

o) = Ziil |av), and the input is written in vectorized

Proof. From Lemma 6.5, we can take Kraus operators to be of the form £), =
Ers @ cll}, such that { Ej 4} is a set of Kraus operators restricted to the support
‘H s and c;, form a unit vector. The non-trivial part of the cost, starting from Eq. (6.13),
then is

Re (Z Tr [pEy] Tt [E;]) = Re (Z Tr [pErs| Tr [Eis] +d1 > i Tr [pEy S]) .

k
(6.54)

We can remove the real part on the second term due to the phase freedom
of each ¢; with respect to £} g. This freedom will allow us to tune the phase of
¢x in each Kraus operator such that ¢ Tr [pEjg] = |cx||Tr [pEks]|, which is the
maximum achievable real part.
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Now fix a set of Kraus operators on the support { £y 4}. Consider the vectors
u = (¢) and v = (Tr [pEyg|). With this notation we are maximising the inner
product between v and a unit vector u. The Cauchy-Schwartz inequality states
that |(u|v)| < ||ul|||v]| = ||v| and that the inequality is tight if and only if v and
u are linearly dependent. Therefore the non-trivial part of the cost is

Re | Y Tr[pEys] Tr [Exs] + dy \/z T [pEss]” | (6.55)
k k
where \/Zk ITr [pEx]|> = /(v|v) is the norm of v and ¢;, = TrlpBs]

V[ meBs]|”
Finally, we can take the maximum over all admissible channels to obtain the optimal

channel. The equivalent equations Eq. (6.52) and Eq. (6.53) follow immediately from
the general expressions Eq. (6.12) and Eq. (6.10), respectively. O]

To finish this section we show that for pure states the optimal map is unitary.

Proposition 6.7
Consider two pure states in a d-dimensional Hilbert space H, WLOG p = |0)0| and

o= (a]0)+v1—-0a?|1))(a(0]| +V1—a2(l]), witha € R. Then
K(p,o) =(1-a)(d+2a) (6.56)

and the optimal channel is given by conjugation with the unitary

—/1 — 2

Proof. Let {E}} be an admissible set of Kraus operators for p and 0. Because o
is pure, EypE} = pyo, with p; a probability distribution. From Lemma 6.5 and
Theorem 6.6, we can write E, as follows
o Yk 0
Er = \/pr Vv1i—a? [, , (6.58)
0 N

TpB) e _
VEw | TrlpE? o
Tr [pEy] = \/pra is and we are maximising the real part of the product with
VPr(a + Bf). If we calculate ), E} I, we obtain

1 ave + BVl — o
1= pe| ap+fV/I—0’ Br +i
k 0 i

with ¢, = /Dr- We can take S, v to be positive, since

(6.59)
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For the cost, we want to maximise ) _, pi (§), constrained to
0= pelar + FV1—a?) (6.60)
k

1= plB +7D) (6.61)
k

This problem has as variables: pg, Yk, Ok, and even the size of the index set of k,
|1|. To simplify, fix | /| and pi. We can then define the Lagrangian

L(B, A, pv) = > oiBi+ <Zpk(04’7k + BrV1— 042))
K k

(6.62)

o (St o) 1)

k
and optimise with its gradient
0= Vﬁ_‘,iu,l’ﬁ(ﬁ’ /77 22 V)

= (pk + ppr V1 — a2 + vpp2By, pproc+ 2vpi,

> pelom + BV —a?), Y pr(BE +7) — 1> (6.63)
k k :

= (1 +pvV1 = a? + v26;, po+ QVW,ZPk(O‘% + BVl —a?),
k

> pr(BE+70) — 1) :

We see that the values of 3 and 7, do not depend on k. This simplifies the equations
to maximising (3 such that

0=ay+ V1 —a? (6.64)
1=p*++" (6.65)

It is clear that the optimal will be 5 = a, v = —v/1 — 2. The nontrivial part of the
cost associated to each Kraus operator will be pra(a+5+(d—2)) = pra(2a+d—2).
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Thus the total cost is

K(p,o)=d=> pilaa+d—2)) =d— (a(20+d —2))
3 (6.66)
= (1 —a)(d+2a),

and we know from Eq. (6.22) in Example 6.4 that this cost is attained by the unitary,
finishing the proof. O

6.3 Commuting states

This section takes the unitary invariant cost and in the case of commuting states.
We want to compare this case to the arbitrary case. We also show that this cost is
can be calculated analytically and that the optimal map is purely quantum. Finally,
we compare the restriction to also classical channels, we show it is much larger
numerically than the general quantum transport and we show its relation to the
total variation distance, the equivalent to the unitary invariant case in classical
optimal transport.

First, we show how we can lower bound the cost between any pair of states
with a cost between diagonal states.

Proposition 6.8
Let H be a finite dimensional Hilbert space, p, o € S(H) with p diagonal in the basis
{li)} and &, the pinching map in this basis, E,(x) = >, (i|x|i) |i)i]. Then

K(p,o) > K(p, (o). (667)

Sketch of the proof. This proof relatively short, but its logic is somewhat subtle. The
idea of the proof is that every channel between p and o induces a classical stochastic
map between p and the diagonal of ¢ in the diagonal basis of p, that is a classical
stochastic map between p and £,(c). We show that the cost associated to this map
is a lower bound to the cost associated to the original map (Eqgs. (6.70), (6.77)).
Because we can do it for every map we can do it for the optimal one, thus obtaining
a lower bound. ]

Proof. Let p = >, p; |i)(i| and consider the Choi matrix C' associated to a channel
€ such that £(p) = o. This matrix will be C' = (zij li)(j] ® 5(y¢><jy)). The

diagonal elements of this matrix in the product basis, which need to be positive,
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are (j|E(|i)i|)|j) and fulfil
> GlEdaxinly) = Trne(fixi)] = 1. (6.68)

J
Thus these form a classical stochastic map p(j]i) = (j|E(|i)i|)|j). Also note that
because £(p) = o the Choi matrix must fulfil 0 = Tra [pC] = >, p:E(|i)(i]). We
can apply the pinching &, to this equation to obtain

o) = 2 (E(li)i sz GIEaXi)14) 1) = szp (51) 130

(6.69)
which will be useful later.

We can now bound the cost associated to each channel with an expression of the
associated classical stochastic map. Note that (i| £(|i)(j|) |j) are the non diagonal
elements of C' that complete a 2 x 2 minor with (:|E(|i)(z|)|7) and (§|E(|7)7])]7)-
Therefore,

GlEWaNN 1) < v/ GEQaNDIE) GIENGDI) = Va(ildp(li).  (6.70)

Finally, with Eq. (6.70) we obtain the bound on the non-trivial part of the cost asso-
ciated to an admissible Choi matrix. Let |®,) = ). |i7) again be the unnormalised
maximally mixed state, then:

Tr{|®, (@4 (px C)) = D G4 P (1l @ €)1

i'j'ij
—Z%W(mwm
= 2o lilei ;pl =Gl £l 1) (671
< > ptil +§¢jp2“’f )
ZZpip +;ijz )p(l7)-

Fix an admissible channel between p and o and its associated classical stochastic

map p(jli). Let Cp = [pN| + >_50; p(710) |27 )Xig| with |§) = >, /p(ili) |ii). This

is clearly positive and

Trp [Cy) = Trp | |6)6] + Y p(ili) ij)is] (6.72)
i#]
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= > (i) il + S p(il) il = 1. (673)

i#]
> pe(k)k| @ 1) <|¢><¢| + 3 nlily) |z'j><z'j|>] (6.74)
k i#]

= >_wip(ld) )il + > pip(ili) i)l = Zp (Jl0)ps 1751 (6.75)

i#]
=&,(0), (6.76)

Try [pTCp} =Try

where the last equality was seen in Eq. (6.69). Therefore C,, is a Choi matrix with
associated channel such that £, (p) = &,(0). The elements (i| Ec, (|7)(j|) |j) are

(il Ec, (1) 1) 7) = (i Tra

(17X © 1) Xl + D p(i'|i") |i’j’><i’j’|] 1) 677)

i
= (i Tra [([7)] @ 1) [9)l] [7) = V/p(ili)p(il5),

which is the tight version of Eq. (6.70). This means the bound (6.71) can be made
tight for every admissible classical stochastic map between p and ¢ in the problem
between p and £,(c0) by choosing the adequate channel C,,. In particular, we can
tighten this bound in the problem between p and £,(o) for a classical stochastic
map associated to an optimal channel between p and o, thus yielding

o) > d—=> pp(ili)+ > piv/plil)p(il5) (6.78)
i i#j
=Tr [Ko(px C1*)] = K(p,E,(0)), (6.79)

finalising the proof. ]

The main value of Proposition 6.8 comes from its relation to the following result,
which allows us to analytically calculate the cost between commuting states, thus
allowing us to always have a lower bound for the cost.

Proposition 6.9
Let p and 0 commute. In a common diagonal basis they can be written as p =

> pili)il, o =32, qi[i)i|. Then
K(p; o) (d Zp@\/mm{l L} min{1, 4 }) (6.80)

112



CHAPTER 6. THE UNITARY INVARIANT QUANTUM TRANSPORT COST

Proof. We have seen in the proof of Proposition 6.8 that for every admissible channel
there is an associated stochastic map and that for each stochastic map with an
associated channel there is a channel that makes Eq. (6.71) tight. Therefore the
problem is equivalent to the following optimisation over classical stochastic maps:

mlnd Zp,p Zpl p(7l7), (6.81)

i#]

such that ¢; = >, p(j|i)p;. Note that only the diagonal terms of the classical
stochastic map contribute to the cost and we want to maximise them. This is
equivalent to the well known problem of writing the total variation distance as a
classical optimal transport problem [Vil08]. The maximum value of 0 < p(ii) <1
subject to ¢; = >_ p(il5)p; > p(ili)ps, is p(ili) = & < 1if p; > ¢; and p(ifi) = 1
if p; < g;, or more succintly p(i[¢) = min{1, Z}. This will maximise the amount of
weight the map leaves in place. When p(i|i) < 1 the transport plan p(j|i) can be
completed by distributing the remaining weight among j # ¢ arbitrarily such that
the map is admissible, as these weights do not contribute to the cost. Hence the
proof is finished. O

The proof gives us information not only on the optimal cost but also on the
optimal channel that attains this cost. This is explained in the following remark:

Remark 6.10

The optimal channel associated to the unitary invariant quantum optimal transport
problem between commuting states with common basis {|i) } will be, as we have seen
in Eq. (6.77) and the proof of Proposition 6.9, in Choi matrix form:

= [oXel + > p(ili) lig)igl, (6.82)
i#j

with |¢) = > . \/p(ili) |ii) and p(i|i) as previously defined in the proofs of Proposi-
tion 6.8 and Proposztlon 6.9, which has rank at most d* — d + 1.

We can further study the structure of these maps by looking at their Kraus
matrices. We have the unnormalised eigenvectors of the Choi matrix: {|E})} =

5", vplili) |id) s \/p(jl9) lig) , © # j}, such that C =), |Ex X Ex|. The associated

Kraus matrices are the un-vectorised elements:

{Ek}—{zﬁ| W } 633

113



6.3. COMMUTING STATES

These Kraus matrices have the characteristic of not being able to generate coherence,

but, in the case of Y, \/p(i]7) |i)

theory of quantum coherence as a resource, these matrices are mcoherent operations
(I0), but not strictly incoherent (SIO) [SAP17].

Finally, we compare the cost between commuting states to the cost attained by
purely classical channels.

Remark 6.11

If p and 0 commute, we can consider the case where we restrict our channels to classical
channels to see how it relates to known classical distances and whether classical maps
are optimal in the quantum setting. A quantum map will be classical if its Jamiotkow-
ski matrix is diagonal in a product basis. Without loss of generality, we let p and o be
diagonal in the canonical basis, with eigenvalues denoted by p; and q; respectively,
and the Jamiotkowski matrix be diagonal in the product of canonical basis. As seen
in Remark 4.8 a state over time in this case will be of the form Qa = 3, pij [ijXijl,
with p;; a joint probability distribution, that is a classical coupling, with marginals p;
and q;. It is immediate to see that the associated cost with cost matrix Koy=1— —S
is related to the total variation distance as follows:

1
KCIassical(loy O-) = Igll’l TI' |:(1 - ES)QC1:| = (684)
cl
1
= min i — = i 1——max i =
{pij}iszj d;p d {pi;} ZP
1 1 1
=1—=(1—=|p— >1—-. 6.85
Sd=glp—o)21-~ (6.85)

Where in the optimization of the last equality we used again that maximum value
of 0 < p(ili) < 1 subject tog; = >, p(i|j)p; is p(i[i) = min{1, L} or equivalently
pi = pili)p; = min{pi, i}, and that |p — o] = S| — il = Su(ps + G —
2min{p;, ¢;})

We obtain the cost in Proposition 6.9 without the term —% > iz Pin/p(ED)p(i 7).
The fact that this cost is larger than 1 — Cll shows that a large gap can exist between
the cost associated to classical channels and the optimal quantum cost, which can go
to zero by definition.

*We were using Ko = dKy, so the term %was not there.
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6.4 Limitd — oo

We have seen in Theorem 6.6 that the cost between two states on a Hilbert space
Hs C H depends on the dimension of H even if the support of these states does
not explore the full space. In this section we aim to remove this dependence by
taking the limit of the dimensions of the larger spaces to co. We see the limit exists
and how to calculate it.

The commuting case can be calculated analytically and contains all the ideas
used for the general result. We compute it as an example.

Example 6.12
Let us rewrite Eq. (6.80). We can split the sum into a sum over ¢ and a sum over j as

é (d - Zpip(i\’i) > pi p(i\’i)p(ﬂj))

- (oiw) )

We should address what happens to p(ili) = min{1, I } when p; = 0. Because p; = 0,
p(i|i) does not affect the outcome of applying the map to the relevant state and all the
p(i|i) have a minus sign in the minimisation, so we want them as large as possible.
Therefore, if p; = 0, we take p(i|i) = 1.

With this we can calculate the limit. Let p, o in a n dimensional Hilbert space
commute. For a dimension d > n we have a finite dimensional Hilbert space and a
natural embedding that allows us to consider p and o in this space. We can take a basis
in which p and o are diagonal and compute the cost. ), p;+/p(i|i) is fixed regardless
of dimension. 3, /p(j|7) has a fixed part, the sum of p(j|j) in the support of p and
d —n times p(j|j) = 1 for the part not in the support, which add up tod — n. We
call these fixed parts N and M, respectively, and calculate the cost:

(6.86)

1 NM Nn
N (6.87)
PR —sz' p(ili)

We can further develop this expression to write it as a function of p; and q;, the diagonal
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elements of p and o, only:

Ke(p,o) =1~ Zpi\/ p(ili) = sz'(l — v/ p(ili))
= Z VPP = Vp(ilip) = Y VeV — V),

qi<pi

(6.88)

where the last equality comes from the definition of the optimal p(ili) = min{1, I }
in Eq. (6.80). '

The general case uses the same ideas starting from Theorem 6.6.

Theorem 6.13

Let p, o be states in a finite dimensional Hilbert space Hg of dimension n, such that
the joint support of p, o is Hg. Letd > n and H, = Hs ® H, be a finite dimensional
Hilbert space of dimension d. In H,, consider the cost matrix f(d =1, — %lSd. We
denote the cost associated to the embedded p, o in a larger Hilbert space with cost
matrix K4 as KCq(p, o). Then,

Keo(p,0) = lim Ky(p, o) =1 max /zk: Tr [pEx]|", (6.89)

where the maximisation is over all sets of admissible Kraus operators in Hg.

Before we give the proof, note that the channel in the theorem is not necessarily
the optimal channel for the problem defined in Hg. That said, numerical evidence
suggests that these channels are equal or at least very close.

Proof. Using Eq. (6.53) in Theorem 6.6 we can immediately obtain the result. Note
that, like in the example, for every set of Kraus operators { £} },

Re <Z Tr [Eyp] Tr [EZ]) and /Z Tr [0y (6.90)

are fixed regardless of total dimension d. We can take the limit of Eq. (6.53) imme-
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diately:
. 1 .
Keo(p,0) :dlgg 11— p {{I};ﬁ( Re (g Tr [Eyp| Tr [Ek]>
Hd—n) [S T B (6:91)
k
=1— Tr [pEk]
s [ 2 T B
as claimed. ]

Finally, some remarks on the computability of K, and the proof that the general
theorem yields the example when p, 0 commute.

Remark 6.14 (K, can be calculated with an SDP)
consider the following SDP:

max Tr [pSpJ]

J

Tralpl} =0 (6.92)
S.L. TrgpJ =1 ,

J >0

where we simplified (p ® 1) to p. We can write the objective function as a function
of the Kraus operators instead of the Jamiotkowski matrix. Recall that J = ), (1 ®
Ep)S(1® E}). Then:

Tr [pSpJ] = Tr ZTI“ (p @ p)(Ey @ E)S]

pSpZ(]l ® E,)S(1® Ey)
i

= ZTr PE;] Tr [pEy] = Z |Tx [pE) .
K g (6.93)

Because the square root is monotonic, maximising this quantity is equivalent to
maximising the square root, allowing us to efficiently compute K. (p, o) as

Kw(p,o)=1— \/mjmx Tr [pSpJ]. (6.94)
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Remark 6.15 (Theorem 6.13 reduces to Example 6.12)
We can see that the general formula for the limit reduces to the commuting case
correctly. If [p, o] = 0, the Kraus operators for the optimal channel are of the form

{Ex} = {ZZ /p(e|) [iXe] s /p(7]9) |7)E|, @ # j}, as seen in Eq. (6.83). Further-
more, Tr [p\/p(j\i) |]>(z|} = 0 for all i, j because p is diagonal and

Tr

pz Vp(ili) |i><i|] = Zpi\/p(ili)- (6.95)

If we input this single nonzero value into the equation we obtain

ICOO(pv U) =1- (sz V p(l|l)> =1- Zpi V p(ili), (6.96)

equal to Eq. (6.87).

6.5 Asymmetry and discontinuity of the cost func-
tion

We provide an example now with some interesting properties. Consider the UI cost
on a finite dimensional Hilbert space H. Let p = [0)0| and 0 = (1 — p,)p + p,1/d.
Fig. 6.2 shows the symmetry gap between p and o:

K(pv U) - K(Ua p) (6'97)

The cost is symmetric if the symmetry gap is zero.

Clearly, Fig. 6.2 shows that the cost is not symmetric for the unitary invariant
cost matrix K. Also clearly, SKyS = K. Therefore this example answers the
question posed in Section 5.5: we see that a symmetric cost matrix does not yield a
symmetric transport cost.

Fig. 6.2 also shows a discontinuity when p, “\, 0. This is due to the following:
if a quantum channel takes any non pure state to a pure state, this channel must
be the replacement channel due to the continuity of quantum channels. Therefore,
in our example, Q(o, p) = {0 ® p}. This is not true anymore for o = p, since the
states over time associated to all the unitary channels that send p to itself (including
the identity channel) are now feasible. This discontinuity in the feasible set causes
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0.0 7 System dimension
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Figure 6.2: Symmetry gap between for Ky = 1 — 18, p =10)0] and 0 = (1 —
Po)p + pol/d.

a discontinuity in K(o, p), which translates to the symmetry gap. We see how the
discontinuity in the set of admissible maps translates to the discontinuity of the
cost that analytically in the following example.

Example 6.16
Letp = (1 —¢)|0)X0| +€1/d and o = |[+)+|. Ife > 0, there is a single admissible
state over time: () = p ® o. The associated cost is

K(p(e),0) = 1= =Tt [S(p© 0)] = 1 — Tr [po]

d
1/1 1 1 (6.98)
i (i get) -4
d(2( 8>+8d) 0 2d

If we consider e = 0, p and o are pure and we can use Proposition 6.7 to obtain

K(p(0),0) = é (1 — %) <d+ 2%) =1- d+22—;2\/2 (6.99)

Asd+2 — 22> 1 foralld > 2, we get the strict inequality

K(p(0),0) < il{‘% K(p(e),o). (6.100)
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6.6 Toward a Hamiltonian based quantum optimal
transport

The aim of this section is to construct a cost matrix associated with a Hamiltonian
H on a d-dimensional Hilbert space H, which quantifies, in some sense, the energy
variations on states p to o.

The guiding principle is that any meaningful notion of “energy variation” should
depend only on the intrinsic structure defined by the Hamiltonian, and not on the
particular representation of the energy eigenbasis. In other words, if we perform
a unitary transformation that commutes with H, that is, one that does not alter
the energy eigenspaces, the corresponding cost should remain invariant. This
motivates us to require that, as in Eq. (6.1), the cost function be invariant under all
such unitaries. Formally, we impose the Hamiltonian-invariance condition

k(p,E) = k(UpU*\ U0 EoU™) VU € {U eU(d)| [U,H] =0}, (6.101)

where U(X) = UXU* is the corresponding unitary channel. This condition
ensures that the cost, and consequently the optimal transport cost, are independent
of the choice of energy basis.

To analyse the consequences of this invariance, let us introduce the relevant
algebraic structures. We write the spectral decomposition of the Hamiltonian as

H=> XNP, MNER, \#\fori#j (6.102)

where each P, is an orthogonal projection.
We define the set Cj; as the collection of tensor products of identical /7 -commuting
operators acting on both subsystems:

Ch={A®AcBH®H)|[H, A =0}. (6.103)

The unitaries that commute with H act as symmetries of the Hamiltonian, and
the corresponding transformations A — U AU* leave the structure of Cy; invariant.
In full analogy with the unitary-invariant cost, in particular following the proof
in Theorem 6.1, we see that the cost matrix must commute with all unitaries U @ U
such that [U, H| = 0, or in other words it has to commute with the all the unitary
elements of C'y. Using Lemma 2.7, this is equivalent to the commutation with Cp:

(Ca NU()) C (CrNU)") = (Chy UUL))" = (€ U{1))" = Cff = Ci.
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For the first inclusion we used that if A C B, then A’ O B’ with A = U(d?) and
B = U(d?*)". The converse inclusion is clear because of this equation as well, thus

(CyuNU(d*) =Cy. (6.104)

Therefore, the appropriate cost matrices K are precisely those that commute with
Cp, ensuring that x(p, £) remains invariant under all transformations that preserve
the eigenspace structure of the Hamiltonian H.

In Section 6.6.1 we calculate the commutant of Cy, then in Section 6.6.2 we
explore this set for good cost matrix candidates.

6.6.1 Finding the commutant

In this section we want to characterise the commutant of Cy, which we do in
Theorem 6.19. Before that we show two results that aid in this proof, together with
some of the results from Section 2.1.2.

We start by showing that the eigenprojections of H, { P} are in the bicommutant
of H.

Proposition 6.17
Let H = ), \;P; be a self adjoint operator on a Hilbert space H. Let C[H] be the
complex polynomials evaluated on H. Then
ClH] = {H}" = C*({R}). (6.105)
Proof. First, let us show that C*({P;}) € {H}". Let A € {H}' and |$) be an
eigenstate of H with eigenvalue );. Then P; |¢) = ¢;; |¢) and:
[H, A]|¢) = HA[p) — AH |¢) = H(A|¢)) = hi(A]¢))

6.106
= PAlG) = 5,A16). (6-106)

Now let |1)) be any state. It can be decomposed in terms of non normalised eigen-
values of H as:

) = [y + > vy) (6.107)
i#£]

Finally, we can see that

PA) = PA <|¢i> ) I@Dj)) = PAs) + Y BAY)

#i #i (6.108)

= Alpi) = AP; [¢p;) = AP, (Wz) + Z |¢j>) = AP |¢).
i
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Therefore
[A,P]=0 = {P}cC{H}". (6.109)

To see that { H}” = C[H] consider that, clearly, {H} = C[H]', which also
implies { H}" = C[H]". But because C[H] is a unital algebra, C[H]" = C[H] by
Theorem 2.5.

C[H] = C*({P;}) follows form a similar reasoning. We have seen earlier in
the proof that { P;} C {H}" = C[H]. Because C|[H| can be generated by {P;} and
is a unital algebra, C*({P;}) = C[H]. O

Since our condition for cost zero of the identity is linear, we are interested in
expressing C/; as a vector space. In the following proposition we show the basis of
the algebra that we will later see is equal to Cy.

Proposition 6.18
The algebra generated by {P; ® 1 Vi € I,S} is a vector space generated by the or-
thogonal basis

B={P,@Pit),(PoP)S (RaP) - ——(BaP)Sh (6110

1
Tx[F]
Note that if P, is of rank 1 for a given i, then (P, ® P;) — T [P] (P, ® P;)S =0.

Therefore the dimension of this vector space is dim¢ = 2|I|> — k, where k is the
number of non-degenerate subspaces.

Proof. We can use Lemma 2.6 to show this sets are equal. Also, instead of 3 we use
B ={P,® P;, (P, ® P;)S}, (6.111)

which generates the same vector space. It is not orthogonal, but it does not matter
for the proof.

For i), note that P,® P; = (P,®1)S(P;®1)S and (P,® P;)S = (P,®1)S(P;®
1). On the left hand side of the equation we have the elements of 5, and in the
right hand side we have products of elements in gen <. Thus B’ C 7.

For ii), we calculate all the possibilities:

« (P P)(Py® P) = 046u(P;® P;) e BU{0} CV.
« (P, ® P) (P, ® P)S = 6i.0;(P; ® P))S € BU{0} C V.
« (P,® P)S(P,® P) = 640;(P® P))S € BU{0} C V.
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« (P @ F)S(P, ® R)S = 6a0;(F © Pj) e BU{0} SV
Therefore B - B’ C V.

For iii), note that

Po1=Y PB®P

() (z)o-gmems ™"

thus gen.? C V.
With this we have shown that V' = &7, the proof that B is orthogonal is an
immediate calculation.

O]
Finally, we are ready to show the main theorem of this section. The theorem
characterises Cyy as an algebra and as a vector space.

Theorem 6.19
Let H be a self adjoint operator in a finite operator algebra. Let Cy be defined as in
Eq. (6.103). Then

Chp=C"({P®1,8})=({FroP (FoP)S}), (6.113)
where (S) denotes the linear span of the set S.

Proof. Cy is not an algebra, since it is not closed under addition, but it is closed
under multiplication and product with scalars. By Proposition 6.17 and Theorem 2.8,
the algebra generated by Cy is the symmetric subset of the tensor product of the
commutator of C[H| with itself. We can write this algebra, C* (Cy ), as

C* (Cy) = C[H) @ C[H] N {z € BH®) | [z,S] =0}.  (6.114)

Using Lemma 2.7, Theorem 2.8, Theorem 2.5 and Proposition 6.17 we can find this
commutant:

[H]' @ C[H]' N {x € B(H®) | [z,8] = 0})
(C[H] ® C[H]')' U {z € B(H®*) | [z,S] = 0}')"
C[H]" @ C[H]" U C*({S,1}))" (6.115)
=" (CH] @ C[H]U{S,1})
— (P ® P,,S}) = C"({P. ®1,S)).
The second equality in the statement of the theorem is immediate from Propo-
sition 6.18. =

(C
(
=

123



6.6. TOWARD A HAMILTONIAN BASED QUANTUM OPTIMAL TRANSPORT

We have found the set of operators which commute with Cy, which gives us
a good basis to search for cost matrices. As mentioned in the discussion at the
beginning of Section 6.6, this is a generalisation of Theorem 6.1. Before checking
for properties, we show that it is indeed a generalisation of Theorem 6.1.

Example 6.20
Let H = 1. Then{P,} = {1} and

Ci={121,(12 1)S}) ={S, 1}, (6.116)

which is what we obtain at the beginning of the proof of Theorem 6.1.

6.6.2 Exploring the commutant

This section reports ongoing work toward a full characterization of the cost matrices
that yield zero cost for the identity channel, and toward identifying those that
produce a positive cost.

This section contains Proposition 6.21, which applies Theorem 5.13 to Theo-
rem 6.19. Then we have three technical results that lead in to Corollary 6.26, the
main result of this section.

Proposition 6.21
Let C}; be as in Theorem 6.19. The subspace of Cy; that fulfils the condition for zero
cost of the identity is

({Pi;, P, @ Pj st.i# j}), (6.117)
with
P,=(R@P)S—(X[P)(RoP)+ Tt P](PeP). (6119

Proof. We want to apply Theorem 5.13. We take the basis of C}; in Theorem 6.19,
{P, ® P;,(P; ® P;)S}, and calculate Tr [S * -] for each element:
Trp [S* (P ®@ )] = 64,
1
Trp [S* (P, ® P;S)] = 3 (TrB [82Pj ® PJ + Trp [S2Pi ® PJD (6.119)

= 3 (Tr[P] P, + T [P P).

From Theorem 5.13, the valid subspace for the cost function is the one generated
by all linear combinations of elements whose corresponding sums of the terms on
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the right-hand side of Eq. (6.119) are equal to zero. Clearly, the contributions of
P; ® P; for i # j can always be included, as each yields zero cost individually. In
addition, we can suitably combine the contributions of (P, ® P;S) with those of
P, ® P, and P; ® P; to obtain

P, = (P, @ P,)S — % (T [P)(P®P)+Te[P)(P@ P)).  (6.120)

Finally, we can subtract (P, ® P;S) and (FP; ® P,S), but the result is the same as
P;; — IPj;. Therefore we can express the vector space of matrices that yield cost one
for the identity as

({Pij, LR Pjsti#j}). (6.121)
O

Before presenting the lower bounds to the cost, we need the following two
lemmas:

Lemma 6.22
Let H be a Hilbert space of finite dimension d. Let P be an orthogonal projection
in B(H) different to the identity. Let J C B(H @ H) be the set of Jamiotkowski

matrices. Then
Trp[J(1® P) = {pn€ B(H)|0< pu< 1}. (6.122)

Proof. We have an equality between two sets so we will show that they contain
each other.

i) Starting with C. Let J € J. First note that because P is a projection and
Trp fulfils the cyclic property of the trace for objects of the form 1 ® a,
Trp[J(1® P)] = Trg[(1® P)J(1® P)]. We need to see that given a Ja-
miotkowski matrix, the element Trp [J(1 ® P)] is positive and is dominated
by the identity.

To see the positivity, first consider the partial transpose:
(1®@P)JA1®P)™ =1 P)J™ (1 P), (6.123)

which is positive because J74 is. Thus its partial trace is positive and since
(Trg M)" = Trg M™4, we have that

(Trp[(1®@ P)J(1@ P))" =T [(1® P)J™(1® P)] >0,  (6.124)
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which implies that Trp [(1 ® P)J(1 ® P)] > 0 because the trace is a positive’
map.

For the domination by the identity, consider the object J74 — (1 ® P)J™4(1®
P) > 0, which is positive because .J7* is positive and (1 ® P) is an orthogonal
projection. Then

Trp [J77 — (1@ PT)J™" (10 P")] >

0
~ 1>T[(19P)J(1 P). (6.125)

ii) Now, to show D,let 0 < < 1and0<7=1—p < 1.Let P =1 — Pand
k = Tr [P]. Finally, define the following Jamiotkowski matrix:

1 1 1
Jr=2A@P)+ —— (T®P7) = - (T®P). (6.126)

Note that this is a Jamiotkowski matrix because it is partial transpose positive,
since 1@ PT —7@PT=1-7)@PT =ux PT > 0and 7 ® PLT > 0:
and Trp [J;] = 1. Now we compute the partial trace of the projection:

Trp [J.(1® P)| = Trs Kl(n @ P)+

. (T®Pi)_1(T®P)) (1®P)}

1
d—k k
1 1
=Trp {E(H(X)P)_E(T@P) =1—-7=p.

(6.127)

O
Before writing the final lemma, we point out the following remark.

Remark 6.23
Let P be an orthogonal projection on a a finite dimension Hilbert space and H a
hermitian operator. Then there exists a basis such that

10 A C
p(1). w-(26) a8

with A and B Hermitian. Moreover, C = 0 < [H, P| = 0. The Jordan product of P
and H written in this basis is

c
HxP = ((1;4 2). (6.129)

5 0

But famously not completely positive [Per96].
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Lemma 6.24
Let p be a state on a finite dimensional Hilbert space H and P an orthogonal projection.
Then

Tr[(p*P)] < (6.130)

ool =

where for an Hermitian A, AT denotes its projections onto its positive/negative
eigenspaces.

Proof. Let |p) be a pure state on a finite dimensional Hilbert space and P a rank k
orthogonal projection. If |©)¢| is not orthogonal to P (else it is trivial), then we

can define a pure state |p) = % and an orthonormal basis {|«;) } that includes
|p) such that
k-1
l¢) =alp) +blag) and P =p)p|+ ) e, (6.131)
i=1

where, without loss of generality, a is real. Moreover, in this basis

(o)l % P = a® [p}pl + gablao)ipl + sablp)aol, (6132

which reduces any case to the 2 dimensional one. Moreover, in the 2 dimensional
case the smallest (and only negative) eigenvalue of |p)p| * P is > —1/8, when
the angle between the state and the projector is # = 27/3 in the Bloch sphere.
Finally, we can show that a convex combination of hermitian matrices has non
increasing negative eigenspace. Let H;, H; be hermitian and decomposed in 2
positive operators as H; = H;” — H; . Then (pH, + (1 — p)H,)” < pH; + (1 —
p)H, . To see this last inequality, note that there exists an orthogonal projection I1

such that (pH; + (1 — p)Hs)” = —II (pH; + (1 — p)H,) I1. then
= —1II (pH{ + (1 —p)HF) 11
+ 1 (pHy +(1—p)H;y) 11 (6.133)

<II(pH; + (1 —p)H; )1
<pH; +(1-p)H,.
With this we can show that

Tr [(pHi + (1 —p)Hs)" | <pTr [H{ | + (1 —p) Tr [Hy |
< max Tr [Hl_} , (6.134)
1€{1,2}
which completes the proof. [
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Corollary 6.25

Let H be a Hilbert space of dimension d. Let Py, Py be orthogonal projections in B(H)
different to the identity. Let 7 C B(H ® H) be the set of Jamiotkowski matrices.
Then,

Trp [T *x (Ps® Pg)l={pu€ B(H)|0 < u < 1} Py. (6.135)

Proof. The proof is clear from the properties of the Jordan product, the cyclic
property of the trace and Lemma 6.22. O

The following corollary is the main result of this section. This corollary gives
us a lower bound for the cost associated to the elements P, ® P;.

Corollary 6.26
Let H be a Hilbert space of dimension d. Let Py, Pg be orthogonal projections in B(H)
different to the identity. Let J € J C B(H ® H) be a Jamiotkowski matrix and
p € S(H). Then

1> Tr[(p# J)(Pa @ Py)] > _%. (6.136)

Moreover, these bounds are tight.

Proof. The upper bound is trivial. Let us show the lower bound. We use the
properties of the Jordan product, Lemma 6.22 Lemma 6.24 and Corollary 6.25.
Recall that Tr [(A x B)C] = Tr [A(B x C')], then

Tr[(px J)(Pa® Pg)| = Tr[p(J * Pa® Pg)]
=Tr[pTrp[J * P4 ® Pgl|
= Tr [p(Pa*p)] =Tr[(p* Pa) p]

= Tr [(px Pa)* ] = Tr [(p% Pa)” p] (6.137)
> —Tr[(p*Pa) p] > —Tr[(pxPa) 1]
> -,

To show it is tight, choose J and Pp such that p = Il (,.p,)-- Then, the
first two inequalities in the previous derivation are tight. The proof of Lemma 6.24
contains an example of p and P4 such that the last inequality is tight, thus ensuring
the tightness of the overall inequality.

To show the upper bound is tight, choose p(c) = (1 — ¢) x Py/ Tr [Pa] +
e(1 — P4)/Tr[1 — P4, for ¢ > 0 and J and Pp such that u = P4. Then
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Tr[(p(e) x J)(Pa® Pg)] — 1 when ¢ — 0. We showed the limit version to
demonstrate that this limit can be arbitrarily approximated with full rank states
p- 0

We have bounded the cost associated to P;® P;. There is another set of elements,
IP;; that need to be bounded. Moreover, it is possible that both elements have
negative lower bounds, which would require us to further study potential convex
combinations that yield positive costs. It would also be interesting to incorporate
the eigenvalues of H, or rather the differences of the eigenvalues, into the cost
matrix but it is unclear how to do it at the current moment.
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Single-letter chain rules for the quan-

tum relative entropy

We have already introduced the relative entropy in Section 2.4. This chapter works
on quantum generalisations of the classical chain rule for the KL divergence':

D(pllq) — D(Mp||Nq) > —E, [D(M6;||N6;)], (7.1)

where M, N are stochastic maps. This inequality decomposes the global decrease
of relative entropy into an average of local divergences of the point distributions. It
provides a finer description of how distinguishability flows through channels and
underpins structural properties such as joint convexity of relative entropy.

The classical chain rule motivates analogous results in the quantum setting,
which naturally lead to the study of recoverability. Petz introduced the concept of
a recovery map—see Section 2.4 or [Pet86; Pet88]—that, given a quantum channel,
attempts to reverse its effect for a given pair of states. Fawzi and Renner [FR15]
gave the first quantitative refinement of Petz’s result, proving that the conditional
mutual information of a tripartite state lower bounds the fidelity of recovery:

[(A . C‘B)p Z —210g F(pABCaRB%BC(pAB)) . (7.2)

"We provide a proof of this chain rule in Proposition 7.1.
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with R p_, pc a recovery map depending only on ppc. This result demonstrates that
small conditional mutual information guarantees the existence of a recovery channel
that restores the global state with high fidelity. Later, [BHO+15] strengthened this
result by bounding the measured relative entropy instead of the fidelity.

These ideas were then extended to the quantum relative entropy. Wilde [Wil15]
and Sutter et al. [STH16] developed inequalities bounding the difference between a
relative entropy and its channel-processed version using rotated Petz maps:

1+

RU(X) = 0" M (M(o) 5" X M(0)5*) 05", (7.3)

Following the steps of [Wil15], [STH16] uses this map to obtain:

Dipllo) = D(M(p)|M()) = sup D (plRo.r1 0 M(p)) -
> —2log F(p, Rom o M(p)). |

In this result the recovery map R, v is a p-dependent convex combination of
rotated Petz maps. This naturally raises the question of whether a universal recovery
map, independent of p and depending only on o, exists.

Junge et al. [JRS+18] and Sutter et al. [SBT16] answered this positively, by
constructing the universal recovery channel,

RG,M - / dﬁo (t> Rfrt}/\/ta (75)

where -
Bo(t) = B (cosh 7t + 1)_1 ) (7.6)

In addition, [JRS+18; SBT16] show that this map satisfies Eq. (7.4). These results
quantitatively relate entropy loss to recoverability for arbitrary channels.

Notably, it is known that the measured entropy in Eq. (7.4) cannot be in general
replaced by the quantum relative entropy: explicit counterexamples confirm the
necessity of the measured relative entropy in such bounds [FF18; Hir18]. This fact
marks a sharp departure from the classical case, where exact decompositions are
available.

Despite these advances, there is no state-level quantum analogue of the classical
chain inequality in Eq. (7.1). In the quantum setting, noncommutativity obstructs
a decomposition of relative entropy into local divergences of point distributions.
Fang et al. [FFR+20] proved that for channels M, N and states p, o, the naive
inequality with the single-letter channel divergence

D(MIIN) = sup D((idr @M)(prs) |

PRA

(idg @) (pRA)) (7.7)
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does not hold. They furthermore showed that a chain rule can be recovered in the
many-copy setting by introducing the regularized channel relative entropy

1
DS(MIIN) = lim - D(ME|IN®™). (7.8)
With this regularization, they established the chain rule

D(M(p)IN(a)) < D(pllo) + D**(M]|N). (7.9)

Thus, in contrast to the classical case, a quantum chain rule exists only in an
asymptotic, many-copy sense, and it is precisely the regularization that guarantees
its validity.

This chapter is organized as follows. In Section 7.1, we present the classical
chain rule for the KL divergence; in Section 7.2 we establish a complementary form
of chain rule that holds already at the single-copy level, with a proof centred around
the LS state over time, and in Section 7.3 we provide a generic entropy inequality
and, as a corollary, a conditional chain rule.

7.1 Classical result

For the sake of completeness, in this section we show a simple proof of the classical
chain rule using Jensen’s Theorem [Jen06; Dur19].

Proposition 7.1 (Chain rule of the relative entropy)
Let p, q be probability distributions and M, N stochastic maps. Then

D(pllg) = D(Mp||Ng) > —E, [D(M0;[|N3;)], (7.10)
Where 0, is the delta probability distribution at point j.

Proof. Start by considering two classical probabilities on finite dimension sets and
two stochastic maps acting on them. Let p, ¢ be probability distributions and M, N
stochastic maps. We consider the output probability distributions

pi=(Mgq); = ZMijpja G = (Nq)i = ZNz‘ij~ (7.11)
j J

With this definition we can find the following identity. Consider the quantity

Mijp; i
expq — log ZisPj + log I; . (7.12)
Nijq; di
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We calculate the average of this quantity over M;;p;:

M; M; Z
EMpeXp{—log ijj +log } ZMupJeXp{—log ijj +log - }

ijqj i ij4j
pi Nijq Gi -
=2 Mipi gy, ~ 2P
q; ’L]pj i qi
(7.13)
With this we acquire the following identity for these processes
Mz ~i
EMpexp{—log iy log];} =1. (7.14)
sz q; q;
From this identity and using Jensen’s inequality we can obtain a classical entropy

inequality.
From Eq. (7.14) we apply Jensen’s inequality:

M;;p; i Mi;p; Di
1=Ey exp{—log — —|—log7} Zexp{EM log —2"2 4 log = .
P Nz] ] q; b NZJQJ qi
(7.15)

Note that since M is a stochastic map, for a fixed j M;; is a probability distribution
on i and therefore ) . M;; = 1. With this we can calculate the result

M; M;:p; Di
0> EMp < log Njf;j + log — ) ZMZ]p] ( NJSJ + 10g%>
171] 174y 7

M. P ,
=—> M | 4 4 1og 2 .1 bi
Z jp]{ogN +ogq]+2p 08

= —ij (Z > —Z (ZMZJ> pj log%—f—D(MpHNq)

— _EPD(MajHNaj) — D(pllq) + D(Mp||Nq).

(7.16)
]

7.2 Chain rule from states over time
In this section we obtain our first chain rule. We first recall the LS state over time

and new derived objects we use in the proof. Then we show the main result and
some remarks. Finally we show some applications.
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7.2.1 Ensemble partitions from the LS state over time

The proof of our main result in this section relies on the use of the LS state over
time defined in Section 4.2. Moreover, the result will be given as a function of the
ensemble partitions of a state given a POVM, which we now introduce.
We begin by defining ensemble partitions. For any state 7 and POVM G = {G,},
let
VEGT V7

_ G\ )
T = —Tr[GjT] , P> (j) = Tr|G,], (7.17)

where T’ denotes the transpose in a eigenbasis of 7 and PY(j) = Tr [G,7] is the
probability distribution associated with measuring GG on 7.

Given a state 7 and a quantum channel ¢, we also consider the LS state over
time

wy = (id@e)([lmH(r 1), (7.18)

where ||7) = )", \/Tk |7k, T) is the canonical purification of 7.

The ensemble partition was first introduced by Fuchs [Fuc01] in the study of
quantum conditional probabilities and later developed by Leifer and collabora-
tors [Lei06; LS13] as part of a program to generalize Bayes’ theorem to the quantum
setting. Later these efforts would develop into the field of states over time, as we
have seen in Chapter 4. In this framework, the unnormalised 7; are understood as
ensemble partitions of 7, providing the analogue of the Bayesian update rule for
classical distributions under measurement. Building on these constructions, we
obtain Theorem 7.2.

The proof of our main result, Theorem 7.2, starts from the LS states over time
w;\’l and w) and performs a bipartite measurement to obtain classical probability
distributions. These distributions can naturally be interpreted as measurements on
M(p;) and N (0;). The result then follows from using the classical chain rule and
removing the measurements with Uhlmann’s inequality and an extension to many
copies. In the end we obtain a fully quantum, single-letter equation.

7.2.2 Main result

The main result of this section, Theorem 7.2, establishes a chain rule based on
partitions of states, rather than basis elements as in Corollary 7.13. The remainder
of the section explores consequences of this theorem, including an alternative proof
of the data processing inequality and a semi-classical chain rule (see Corollary 7.8).
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Theorem 7.2

Let p, o be quantum states on a finite dimensional Hilbert space H 4. Let G = {G;}
be a POVM. Let M, N : B(H4) — B(Hp) be completely positive trace preserving
maps. Then

D(pllo) = D(M(p)[IN(0)) = —Epe D(M(p;) N (0;))- (7.19)

Proof. We first construct classical states and maps from our quantum objects. Con-
sider first a POVM F' = {F;}. We consider the following probability distributions:

pj = PY(j) =Tr[Gpl. ¢ = PE(j) = Tr[Gj0]; (7.20)

and classical stochastic maps

(G ® F)w, oo
Mij = o Tr (G ) Ao EM()] = Pragop (1), (7.21)
r (G i Wé.v F .
Nij = L [(T; Eiji]) ] = Tr[FiN(0))] = Py(o,)()- (7.22)

The output distributions then will be

=X My = Te[FMU)] = Py )

. (7.23)
Zm%Twszmww
We plug these objects into Proposition 7.1:
D(Py|PX (o)) — D(PY|| Py < EpgD(Pfxt(pj)HPAF/(aj))» (7.24)

which in Hayashi’s [Hay01] notation for the measured relative entropy is
Dp(M(p)IN(0)) = Dalpllo) < Eps Dp(M(p;) N (0;))- (7.25)
We can use Uhlmann inequality [Uhl77] to remove two of the measurements:
Dp(M(p)IN(0)) = D(pllo) < Epe D(M(p;) N (0;))- (7.26)

We will now use [HP91, Theorem 2.3] to remove the last measurement. Consider
n copies of the same system. We will apply (with a small abuse of notation) Eq. (7.26)
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to p®, o®", G, M®" and N'®":

De(M(p)EIN(0)°") — (" o)

p®m T

< Epg®nlD <®M(P3k) ®N<U]k)>
k=1 (7.27)

k=1
< ZEpeen Y0 D(M(p) IN(0,)
= Epe D(M(p;)[IN (o).

Note that D(p®"||c®™) = nD(p||c). We take the limit n — oo, then by [HP91,
Theorem 2.3] = Dp(M(p)*"||N(0)®") — D(M(p)||N (o)) and we obtain the
result. [

Remark 7.3
An alternative definition of the state over time is the one given by Leifer and Spekkens
[Lei06; LS13], as seen in Section 4.2.1:

W= (rE @ (1@ e)(|oTNeT|) (72 @ 1). (7.28)

where |®1) denotes the maximally entangled state in the canonical basis. With this
definition, the conditional states take the form

Vavan
= 7.29
73 Tr [G7] (7.29)
where the transpose is taken in the basis associated with |®") (usually the canonical
basis). Substituting these expressions into Theorem 7.2 leads to a simplified right-hand
side of the inequality.

The inequality in Eq. (7.19) does not in general reduce to the standard data
processing inequality when M = A. However, if the input states commute, i.e.,
[p, o] = 0, one can choose a suitable measurement such that Eq. (7.19) reduces to
the data processing inequality when M = N/:

Example 7.4
Let p, o be commuting states on some Hilbert space H 4 with common basis {11;} and
M, N : B(H4) — B(Hp) be CPTP maps. In the common basis, we write

p= ijHj> o= Z s;11;. (7.30)
j j
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Let G be the projective measurement on the common basis of p, o, we can write p;, 0;

in Theorem 7.2 as . .
P WPV il (7.31)
’ Tr (1L p] p; 77

and similarly o; = H]-T. Moreover, PpG(j) = p;. Therefore Eq. (7.19) becomes
D(pllo) = D(M(p)|IN (o)) > —E, D(M(IL}) [N (IT})). (7.32)

Finally, because the transpose is taken in the eigenbasis of p, in this case the canonical
basis, each projector is self-transpose, leaving the final equation as:

D(pllo) = DM(p)IN (o)) = —E, DIM(IL;) [N (I15)). (7.33)

Eq. (7.33) has the nice property that the right hand side relative entropies are
independent of p, 0. This means, for example, that the equation reduces to Uhlmann’s

inequality when M = N,

7.2.3 Applications

We can derive two consequences from Theorem 7.2. First, we can use to show
properties of the relative entropy: joint convexity, strong subadditivity and mono-
tonicity”. We can also derive an extension to joint convexity. Finally, we obtain a
chain rule with basis elements in the right hand side, instead of partition states like
in Eq. (7.19) and fully general, unlike Eq. (7.33).

Properties of the relative entropy

Corollary 7.5
Example 7.4 with p = o is equivalent to the joint convexity of the relative entropy.

Proof. (Example = joint convexity) Consider the probability distribution p; and
collections of states {7;}, {;} on a finite-dimensional Hilbert space. Let {II,};
be any family of orthogonal rank-one projectors with ;II; = 1, and set p =

Z i Pj Hj .
Let M, N\ be the classical-quantum channels

M(X) =D 7 (LX),  N(X) =) m Tr(ILX). (7.34)

2Admittedly the most convoluted proof of these properties.
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By Example 7.4 with p = o and given the decomposition of p in the basis {II;},

we have
—D(M(p) | N(p) >—§hj I1;) || NV(I1)). (7.35)

Using (7.34), this becomes

_D(ijTj Z]%‘Mj) 2 _ij (751112), (7.36)
J J

which is exactly joint convexity of the relative entropy.

(Joint convexity = example with p = o) Conversely, assume joint convexity. Let
p be a state with spectral decomposition p = > ; pjl1; in an orthonormal eigenbasis
{IL,}. For arbitrary channels M, N/, define

m=M(Dy),  py=NII). (7.37)
Applying joint convexity to the ensembles {p;, 7;} and {p;, 1, } gives
D (Zpﬂj ijﬂj) < Y p;D(75]l)- (7.38)
J J J
Since >, p;7; = M(p) and 3, p;; = N (p), this is precisely

—D(M(p) | N(p) >—Zhy ;) || V(1)) (7.39)

which is the p = o instance of Example 7.4. Hence the two statements are equivalent.
N

Remark 7.6

It was shown in [Rus07] that joint convexity is sufficient to prove the data processing
inequality [Lin75] as well as strong subadditivity for quantum relative entropy [LR73].
Our proof of Theorem 7.2 relies only on Uhlmann’s inequality [Uhl77], a weaker version
of data processing, and Jensen’s inequality’. The result from Hiai and Petz [HP91] that
we use also does not depend on any of the properties we obtain. Therefore Corollary 7.5
can be used to prove this properties from Theorem 7.2.

3See Eq. (7.26) and Eq. (7.15).
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Extension to joint convexity

The following corollary provides an extension to the joint convexity of the relative
entropy for ensembles with different probability distributions.

Corollary 7.7
Let {7;},{u:} € S(Hp) be collections of states and p;, q; probability distributions.

Then
D(pllq) - (ZPJTJ Z%Nﬁ) > _ijD(TjHNj)- (7.40)

Proof. Choose and arbitrary basis {II;} (note that Tr [[I;] = 1 for all ¢) and let
p=>,pill;, 0 =3, ¢ll. Similarly to before, let

= Z 7, Tr[I;z] and N(z Z i Tr [11; 2] (7.41)

Because [p, 0| = 0 we can use Eq. (7.33) with these objects to obtain

piste)=0 (w4 (o )HN(Z% )] 2 - Snow ),

(7.42)
which together with the definition and linearity of M, N and D(p||c) = D(pl|¢)*
yields the result. O

Projector chain rule

Finally, we see our chain rule with projectors. Note that in this corollary the
projectors are different for M and . Ideally they would be the same, which would
yield a much cleaner result. Unfortunately, this is not true, as we see in Section 7.3.1.

Corollary 7.8
Let p, 0 be quantum states on a finite dimensional Hilbert space H 4; with spectra p, q

and rank 1 eigenprojectors {I1,} , {ﬁj}, respectively. Let MN = B(Ha) — B(Hp)
be completely positive trace preserving maps. Then

D(pllg) = D(M(p)|N (o)) = —E,D(M(IL) |V (IL)). (7.43)

‘Because [p, o] = 0.
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Proof. Note we can write (o) as a function of the eigendecomposition of o as
follows:

N(o) = aN(IL). (7.44)

Since there exists” a unitary U that maps the basis of o to the basis of p, i..
U(I1;) = II;, we can write

Z%’N(ﬁj) = Z%NOU(H;') - ZQJ‘NOU(HJ') = F(o"), (7.45)

where 7 = N ol and 0’ =} ¢;11;.
Note that [p, 0'] = 0 commute. The inequality of Theorem 7.2 applied to M, F,
p, o' and {I;} becomes

D(pllg) = DIM(p)IIN(0)) > —E,[D(M(TL) [N (IL:))]. (7.46)

]

Before ending this section we comment on the ensembles, since equivalent
ensembles can yield different equations.

Remark 7.9
The results in Corollary 7.7 and Corollary 7.8 depend on an arbitrary choice of order-
ing for the ensembles in Corollary 7.7 and the basis in Corollary 7.8. In both cases

the second term of the left hand side does not change, D (Z] DiT; Zj qj,uj) and
D(M(p)||N (o)), respectively. This is also the term we are most interested in bound-

ing. These results could use an optimisation over the n! possible orderings; with n being
the number of elements of the ensemble or the dimension of the system, respectively.

Note as well that Corollary 7.8 can be proven from Corollary 7.7. Choose
{pi, 7} = {pi, M(1L;)} and {¢;, 7;} = {q;, N (IL;)} in Corollary 7.7 to immediately
obtain Corollary 7.8.

*There are multiple non-equivalent unitaries that do that that will result in different values for
D(pl|q) and E, D(M(IL;)||N (IL;)). This is further discussed in Remark 7.9.
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7.3 Conditional chain rules

This section contains entropy inequalities based around the maps
Com(X) =Tl o Mo X)) =0 MI(y7* X 77) 0, (7.47)

where o = (1 —it)/2 and J*(X) = 0% X ¢ . In particular, we consider the
following weighted sum:

ReyoMm / dBo (t) RS 5 a5 (7.48)

where -
Bo (t) = 5 (cosht + nt. (7.49)

Note the similarity to the rotated Petz recovery channels from [Wil15; STH16;
JRS+18; SBT16].

In our work, we start by considering some arbitrary states and a channel, and
we obtain a general entropy inequality: Theorem 7.10. From Theorem 7.10 we can
choose inputs in a clever way so that we obtain meaningful results.

Theorem 7.10
Let M, N be quantum channels and p, o, v and w states. Then

D(plle) — D(M(p)llv) + D(M(p)llw) > Du(pl|Ry0.m(w)), (7.50)
with .
Reyom = / dBo(t)Je o Mo I, (7.51)

Bo(t) = Z(cosh(mt) + 1)~* and a = 5.

In the case where w = M(p) this becomes

D(pllo) = D(M(p)||7) > Dulpl|Ry.on1 © M(p)). (7.52)

The proof of the theorem uses similar ideas to [KK19], which in turn takes from
[SBT16].

Proof. Consider the quantity Tr [p; 'IL;(J2 o M' 0 J7)(w)], where p = >, p;IL;.
Let U be the unitary that dilates the map M(-) = U - ®15U" and note that we
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will not write the tensor product with the identity on the ancillary system. Let

o= 15‘9, then

Tr [p; 'TL(J5 o Mo J7%) ()]
=Tr [IL(p;IL) o Uy UV wUUTYy U™ ]

=Tr |:€log Hief log p;11; e log oefaUT log'yUeUf log erfa*UJr log'yUea* log o

alogo —aUf logyU aUt log wU

—alogpill; e e

e® logI1

2 (7.53)
e )

2

5 2

H eQOéHk

k=1

2

With H, = % logll;, Hy = —% log p;11;, Hy = % logo, Hy = —%UT log vU and
Hs = 1UTlogwU. We can now integrate over ¢ with the weight d3,(t/2), take the
logarithm on both sides of the equality and then average over the spectrum of p.
The left hand side is

Zpi log/ dBo(t) Tr [p; 'L (JS o Mo Jw_o‘)(w)}
= Zpi log Tr [p;lniny,a,M (Wﬂ = Zpi (log Tr [II;R 0. m(w)] — log pi)

= —Du(p||Ry,0m(w)),
(7.54)

where Dy is the measured entropy on the basis of p.

We can now use concavity of the logarithm, the inequality from [SBT16, Corol-
lary 3.3] and the Perels-Bogoliubov inequality [Ara75; KK19] to operate on the
right hand side. The Perels-Bogoliubov inequality claims that Tr [e/ 7] > eTr[Fe]
For F, G self-adjoint and Tr [eR} =1.Welet F = —logp+logo — UllogyU +
Ut log wU, which is clearly self-adjoint, and R = log II;, so that ef = II; has trace
1.
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2

0o 5
Zpi log/ dBo(t) H 2otk
i —o© k=1 2
o 5
o [ a1
i o k=1
5
>2 sz’ log ||exp (Z Hk)
i 2

k=1
> Zpi Tr [e8™ (= log IL;p; + logo — UTlogyU + UTlogwU) ]

2

> Zpi Tr [IL; (— logILip; + log o — UTlog v U (7.55)
+UTlog M(p)U — U'log M(p)U + U'logwU) ]

= Zpi Tr [IL; (— log IL;p;)] + Tr ZZHH@' (logo — UTlogyU

+UTlog M(p)U — U'log M(p)U + Ut logwU)

=—Tr[plogp] + Tr [p (log o — UllogyU 4 Utlog M(p)U
—UTlog M(p)U + U'logwU)]
== D(pllo) + D(M(p)llv) = DM (p)]|w)-
Joining both sides together we obtain the result. O]

We can immediately recover an improvement to the data processing inequality,
as we see in the following:

Corollary 7.11
Let M, N be quantum channels and p, o states. Then

D(pllo) = D(M(p)IIN(0)) = DulplIR(o),0.m(M(p)))- (7.56)
Proof. The result is immediate from Theorem 7.10 by letting v = N (o). ]

Theorem 7.10 provides a general framework of entropy inequalities with a lot
of degrees of freedom. By choosing particular cases we can find some interesting
consequences. As stated at the beginning of the section, we are interested in
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effectively conditioning our results to when R, , ¢ is trace non-increasing for a
particular input. The following theorem provides the mathematical expression for
this conditioning,.

Lemma 7.12
Let M be a quantum channel and p, o, 7y states, and w a positive semidefinite operator,
and Dy the measured relative entropy on the basis of p. Then

D(pllo) = D(M(p)[l7) = =D(M(p)||w), (7.57)
if Tr IRy o m(w)] < 1.
Proof. Consider the setting of Theorem 7.10. We need to show that
T=TRyomw)] <1 = Dulp|Ryemw)) > 0. (7.58)

We can calculate it directly:

T
= Dy (pHRV"TM(w)> —logT > 0.

Dol Romn()) = D (pHTR—M(“’))
(7.59)

The first term is non-negative because it is the measured relative entropy between
two states® and the second term is by the hypothesis. O

Observe that Tr [I1,R, 5 am(w)] < 1in Lemma 7.12 is akin to asking for the map
to R+, M to yield a less than trace 1 output in the support of p on input w. With
this conditioning written precisely, we can state the main result of this section:

Corollary 7.13
Let M, N be quantum channels and let p = >, p;11;, 0 be states. Then

D(pllo) = D(M(p)[IN (o)) = —E, D(M(IL)[N(IL)) (7.60)

ifTr [HpR./\/'(a),a,M (N(p))] <L

SR+ o, (w)/T might not actually be normalised since the trace is over the support of p, but it
is normalised when restricted to the support of p, which is what matters for the measured relative
entropy in this basis.
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Proof. Consider Lemma 7.12 and let w = N (p) and v = N (o). We obtain
D(pllo) = D(M(p)[[N(0)) = =D(M(p)IN(p))—

o pe(Em))

We can now use the joint convexity of the quantum relative entropy to find the

- ZpiD(M(Hi) HN(HJ)

D(pllo) = D(M(p)|N (o))

v

v

]

The condition Tr [T, R (0)0.m(N (p))] < 11is a bit weaker than one might
expect a priori. The aforementioned works [JRS+18; SBT16] work with the re-
covery map Rai(s),0,m, Which is CPTP. Our two-map generalisation as it appears
in Corollary 7.13, R x7(),0,Mm. is also CP, but in general not TP. One might expect
the condition to require this map to be TP, but this in not the case. Instead, the
condition requires that the map is TP for the relevant objects. Moreover, the map
is still universal, since its dependencies are M, N and o, but not p. There is a p
dependence in the condition, but we can relax II, to 1 to remove it.

7.3.1 Necessity of the condition in Corollary 7.13

In Corollary 7.13 we saw a sufficient condition for a chain rule. In this appendix
we show an example that demonstrates that there are cases in which the chain rule
is false, showing that there exists a necessary condition for the fulfilment of the
chain rule. Consider the regularised version of the chain rule:

D(pllo) ~ DIM()IN(0)) = = lim - B, [DIME IV (L)) . (763

where 11}, are the eigenprojectors of p, = p®". This version can be obtained by
applying Corollary 7.13 to p®", 0®", M®" and N'®", and then taking the limit
n — oo. Therefore a violation of Eq. (7.63) implies a violation of Eq. (7.60).

We provide a simple class of counterexamples in Example 7.14 and a generalisa-
tion of this class in Example 7.15, which shows that the states that violate Eq. (7.63)
are not some measure 0 set.
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Example 7.14

We show a simple counterexample to Eq. (7.63). Let d = 2, p = |0X0|, 0 = (1 —
e) |+X+] +e|-X—|, M(z) = Tr(x) |-}—| and N = &,, where = &, denotes the
pinching map on the basis of o [Hay01]. Then

D(pllo) = = (0[(log(1 — &) [+ )(+] + log e |=)(=[)|0)

= —% (log(1 —€) + loge)

D(M(p)|N (o)) = D(|-)~||o) (7.64)
= — (—|(log(1 — &) [+}+| +loge |[-X—])|-)
= —loge

Therefore D(p|lo) — D(M(p)|N (o)) = 5 (loge — log(1 — €)) , which approaches
—o0 when € goes to 0. We now need to check that the right hand side of Eq. (7.63) is
finite to finish the counterexample.

Consider the projectors of p, = p®". Because p is pure, p, will have only 2
eigenvalues’, 0 and 1, with associated projectors:

Iy = [0)0[*",  TIo = 1—[0)0]*". (7.65)
We need to apply the pinching

EZMa) = Y liein)i ] @i i) (7.66)

to these projectors. Because M®"(I1},) = |—X—|*" is pure and p,, has a single nonzero
eigenvalue, we only care about the value of (—,..., —|II;|—,...,—) in
NEMI) = EE"M) = Y (ine il Telin i) i i)yl
i1,ein€{+,—}

(7.67)
since the term associated to 11, is the only one that matters and the diagonal element
of N®"(I1;) associated to |—,...,—)¥—, ..., —| will be the only one that survives in
the calculation.

We can calculate this value:
(oo = (e lJOHOP ) = o (68)

"This example also works with p = p |0)}(0| 4+ (1 — p) [1X1], p # 3. but the resulting projectors
and the subsequent calculation are a bit more complicated, see Example 7.15.
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Therefore D(M®™(IT;) ||N®"(II,)) = —log 5= = nlog 2 = n. Finally, the right
hand side is

— lim Efan(./\/l®”( ) |[[NE (1)) = — lim ln =—-1> —o0. (7.69)

n—oo N n—oo 1

A quick calculation shows that 0 < € < % violates Eq. (7.63).

In the following example we generalise by adding an angle to ¢ and a mixture
to p. The resulting set can be seen in Fig. 7.1.

Example 7.15
Let p = (1 —p)|0X0| + p|1X1|, p € (O, 1) o= (1-¢) ‘+><+}+€‘—><—‘ with
|+) = cos §0) + sin & |1) and }—> =sin)0) — cos ¢ |1); M z) [=X=|
and N' = 5

We will follow the same steps as in Example 7.14. First we calculate the relative
entropies:

D(pllo) =~ S(p) = (1 = p) (0 (log(1 — &) |+ )(+| +loge | =)}~ 0)
—p (1] (log(1 — &) [+ X+| + loge | =X =]) 1)
—S(p)— (1 —p) |:COSQ g log (1 — €) + sin? gloga]
—p [sim2 g log (1 — ¢) + cos® g log 5}
=—S5(p) —log(l—¢) {(1 — p) cos® g + psin? g}
—loge {(1 — p) sin? g + pcos® g]
D(M(p)IN(0)) =D(|=X=]llo) = = (=|(log(1 — &) [F)XF] + log = [=X~=[)| =)

—loge
(7.70)

Note that the coefficients of log(1 — ¢), log e in D(p||o) add up to 1. Therefore
D(pllo) = DM(p)|N (o))
,01  (7.71)

= —95(p) + [loge —log (1 —¢)] | (1 —p) cong—l—psin 5

Similarly to in Example 7.14 [log e — log (1 — €)] can be infinitely negative for small ¢

and [(1 — p) cos? g + psin? g] is a strictly positive coefficient, therefore the left hand

side of Eq. (7.63) goes to —o0.
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pn will now have n + 1 eigenspaces, each of dimension (Z),for ke{0,...,n}
with eigenvalues (1 — p)*p"~*. Let X, = {z € {0,1}" =k}, where |z| is
the number of ones a sequence has. The kth projector will be I1;, = >y |z)x|.
Similarly to Example 7.14,

NEMz)y =€) = Y i dn)in @i )i (7.72)

and we are only concerned with the coefficients associated to }l><l ‘®n. This coeffi-
cients are

<l|®n 11, |— = <—’®n Z |z )] ‘— “n _ gin2k ZCOSQ(n_k) g|Xk|
xexkg ; (7.73)
= (Z) sin?* 2 cos?(=k) 7

The eigenvalue associated to the kth eigenspace is (1 — p)*p"~*. Due to Tr [II;] =
(7). acoefficient () appears outside the relative entropy, since D(kp||ko) = kD(p||0).
Therefore the expectation value in the right hand side is

_Ean(MQ?n(Hk) H/V'@”(Hk))
_Z ( ) P log ( ngCOSQ(n_k) g) . (7.74)

The limit can be solved exactly. We can consider first the case p = 0. While the
discussion on the projectors is false for p = 0 because all there is a single eigenspace
and eigenvalue for k < n, because this eigenvalue is 0 we can still use Eq. (7.74).
Only the term k = n survives and it simplifies to log (sinQ” 9) The limit is then
log (sm —) We can find the values of ¢ and 0 that violate Eq. (7.63) by setting the left
hand side to be smaller than the right hand side.

(sin? )2

0 0
[loge — log (1 — &)] cos® 3 < log (Sin2 5) Se< 2 - (7.75)

cos2 0

1+ (sin® £)e” %

These states are plotted in Fig. 7.1.
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— 0.0
— 01
10) 1) [0) — 0.2
— 0.3
0.4
0.5

:

=) =)

Figure 7.1: Cross section of the x — z plane of the Bloch sphere. Left shows the
states o for which Eq. (7.63) is violated when p = |0)(0| (p = 0). All the boundaries
of the coloured region are excluded from the set. Right shows the bound for mixed
values of p. The dots represent the p for each value of p. Note that in the right
picture the cases p = 0 and p = % are calculated for values very close to 0 and %
but not exactly 0 and 1 since the bound is not continuous at % and at 0 it has a
very rapid change.

If weletp € (0, ) we can lower bound the right hand side. Note that

— (n Nk n—k -2k9 (nk)e
Z (k:)(l p)*p" " log (sm 5 cos® 5

k=0

- :0 <Z) (1 — p)kpr* (k log (sinQ” g) + (n— k) log (cos2" g))

0 0 0 0
=n(l —p)log (sm 5) + nplog (cos 5) = log (stn(l p) 5 cos*P 5)

(7.76)

In the limit this will be log (sin* =) £ cos? &). Eq. (7.63) will be violated if the left
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hand side is smaller:

0 7 0 0
—S(p) + [loge —log (1 —¢)] {(1 — p) cos® 7t psin? 5] < log (sinQ(l_p) 5 cos?? 5)
T
eXp{ (1-p) log(sin2 g)—l—p log<cos2 Q)—i—S(p) }

2
[(17p) cos? %er sin? g]

e<

[(l—p) cos2 g—&-p sin? g]

14 exp{ (1-p) log(sin2 g)+p10g(cos2 %)—i—S(p) } )
(7.77)

Fig. 7.1 shows the bound for different values of p. In the limit where p — 3 the bound
simplifies to
sin?

e ——F.
1+ sin’0

(7.78)
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Conclusion

In this thesis, we address two distinct topics in quantum information theory, both
unified by the use of states over time as a central conceptual tool. This notion, which
aims to characterise quantum properties when systems evolve or are traversed
across time—rather than across space as in standard quantum states—provides
a natural framework to describe couplings between states and channels and to
explore their informational and structural properties. Within this framework, we
develop a theory of quantum optimal transport and introduce a quantum chain
rule for the relative entropy in the single-letter regime.

Our results on quantum optimal transport provide the basic building blocks for
a physically motivated, channel-based theory of transport. We initially explored
a formulation based on joint quantum states as couplings, in analogy with the
classical case, but this approach proved unsatisfactory: joint states do not compose
naturally and fail to capture the dynamical structure of quantum processes. This
motivated our adoption of the “states over time” formalism, in which couplings are
defined bilinearly in both the input states and the channels. Within this framework,
many mathematical questions arise—particularly those concerning the definition
of a suitable distinguishability metric—which much of our analysis attempts, and
partially succeeds, to address. The main gap in our theory lies in the characterisation
of the dual of the set of states over time. A complete characterisation of this set
would provide necessary and sufficient conditions for the positivity of the cost
and for the fulfilment of the triangle inequality. Because of its importance, this
problem has been a central part of our work over the last few years. The fact that it
remains unsolved, as well as its similarity to known hard problems, suggests that
its resolution may involve significant computational or structural complexity, as
discussed in Section 5.3.
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Given that a full characterisation of all valid cost functions appears intractable,
we focus instead on a particular, physically meaningful family, namely those that are
invariant under unitary transformations. This symmetry singles out a unique cost
function within this class, allowing us to gain deeper insight into the structure and
limitations of our quantum optimal transport functional. In this unitary-invariant
setting, we are able to highlight genuinely quantum features and to further probe
the mathematical and conceptual boundaries of our theory. These results also raise
several open questions. As discussed in Section 3.5, the square root that appears
in the joint-state formulation of the cost is both arbitrary and undesirable. One
of our motivations for adopting the “states over time” framework was precisely
that the coupling becomes linear in both the state and channel inputs, avoiding
this asymmetry. Nonetheless, the closed formula we obtain for isospectral states in
the unitary-invariant regime surprisingly behaves again as the square of a distance.
This observation leads us to conjecture a deeper connection between quantum
transport and the emergence of such square-root structures.

A particularly remarkable feature of the unitarily invariant optimal transport
cost is its sensitivity to the behaviour of the channel outside the joint support of the
input states. This sharply contrasts with the classical case, where the cost depends
only on regions with nonzero input probability and is entirely unaffected by the
transport plan elsewhere. This nonlocal sensitivity is reminiscent of the quantum
Aharonov-Bohm effect [AB59], in which a magnetic field confined to a distant
region can still influence the interference pattern of a charged particle’s wave
function. In Section 6.4, we explore the limit of increasingly large ambient Hilbert
spaces and show that it is possible to define a renormalised cost that depends only
on the action of the channel over the joint support of the states. The mathematical
and physical properties of this renormalised quantity remain to be fully understood
and deserve further investigation.

We next extended the notion of unitarily invariant cost to a framework based
on an energy metric, corresponding to invariance under unitaries that commute
with a fixed Hamiltonian. Despite progress in formalising this class of costs, we
have not yet achieved a complete characterisation of the valid cost matrices within
it. Beyond the Hamiltonian-based cost, other quantum cost functions remain open
for exploration—for instance, a quantum generalisation of the Hamming distance,
which could find applications in quantum information theory.

Finally, we turn to a different line of results concerning quantum entropy
inequalities. We establish, to the best of our knowledge, the first single-letter chain
rule inequality for the quantum relative entropy, derived using the formalism of
states over time and quantum Bayes’ theorem. In our chain rule inequality, a residual
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ENTROPY

degree of freedom appears in the choice of measurement defining the ensemble
partitions. In principle, one could optimise over all measurements to obtain a tighter
bound, and it would be highly desirable to find an analytical procedure to determine
the optimal measurement as a function of the underlying states and channels.

We also investigate the limitations of the most natural quantum extension of the
classical chain rule, namely the use of rank-one orthogonal projectors. We identitfy
a sufficient condition under which this extension holds, related to the recoverability
of the corresponding ensemble, and provide a counterexample showing that the
condition is not generally necessary. This points to the existence of a sharper—
—ideally necessary and sufficient-—criterion yet to be found.

Beyond their foundational interest, these entropy inequalities could have practi-
cal implications in quantum cryptography, error correction, and channel estimation.
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SDPs in practice

In Section 5.2 we saw that our quantum optimal transport approach an be computed
with an SDP. SDPs appear as well in Section 3.3 and Section 4.4.2. In this appendix
we briefly comment on the practicality of these SDPs and how we computed them.

This appendix is divided in four parts, we first discuss the SDP related to our
main quantum optimal transport in Section 5.2 and we comment on our calculations
of this SDP, then we comment on the SDP in Section 4.4.2 and finally we briefly
discuss the relation between an SDP and its square root, due to the square root that
we see appear in Section 3.3.1.

A.1 SDP for the Jordan product QOT

We first recall the SDP associated to our definition of the quantum optimal transport
cost, Definition 5.4:

mJin Tr [(K * p)J]

TI'B J=1 (Al)
s.t. Tral[pJ]=0.
J™M >0
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In our experience, the condition J74 > (0 is hard to implement due to the partial
transpose and .J being on our variable. Due to the properties of 74, we can shift it
to the fixed objects and instead optimise over the Choi matrices, obtaining

. T
min Tr [(K  p)™C]
TI"BC =1

s.t. Tra [p'Cl =0
C>0

(A.2)

In terms of the scaling of this problem, SDPs scale efficiently. Note that the compu-
tation is performed in the tensor space, which scales as n?, where n is the dimension
of the Hilbert space. Using a personal computer, we could produce graphics' for up
to n = 7 for reasonable (a couple hours) time. n = 8 was attempted once and took
several days.

We present the code for this SDP. It relies on functions we defined for the Jordan
product (jordanP); a standard cost matrix, in case none is given (genCP); as well as
function for the partial transpose defined in by Murray in [Mur18]. The calculations
were performed using CVXPY [DB16] and the solver MOSEK [MOS24]. We also
used the QuTiP package [JNN12; JNN13] for manipulation of quantum objects. The
rest of the code, as well as figures produced can be found in [Hoo25].

import cvxpy as cp

import numpy as np

import qutip as qt

from cvxpy_Ptrace import (partial_trace,
np_partial_trace)

def solvePrimalTransport(rho, sigma, C=None):

#Buld rho and sigma as numpy arrays, and set the
<~ dimension
if type(rho)==type(qt.Qobj()):
rho = rho.full ()
d = len(rho)
if type(sigma)==type(qt.Qobj()):
sigma = sigma.full ()
if len(sigma) !=d:

That is, solve the problem around one hundred times to get enough resolution.
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raise Exception(’rho and sigma must have the
— same size’)

#Check/build the cost matrix:

if type(C)==type(None):
C=genCP(d, 2)

if type(C)==type(np.identity(d)):
C=qt.Qobj(C)
C.dims=[[d,d],[d,d]]

if type(C)==type(np.matrix(®)):
C=qt.Qobj(C)
C.dims=[[d,d],[d,d]]

#O0perate on the inputs

rho = qt.Qobj(np.kron(rho,np.identity(d)))
rho.dims = [[d,d],[d,d]]

C = jordanP(rho,C)

C = gt.partial_transpose(C,[1,0]).full()
rho = qt.partial_transpose(rho,[1,0])

rho rho. full

#Build the problem:
E_1 = cp.Variable((d+d,d+d), hermitian=True)

constraints = [partial_trace(E_1, [d,d], 1) == np.
— identity(d), partial_trace(rho @ E_1, [d,d],
— 0) == sigma, E_1>>0]

objective = cp.Minimize(cp.real(cp.trace(C @ E_1)))
prob = cp.Problem(objective, constraints)
cost = prob.solve(solver="MOSEK’)

#print(°Cost is °, cost)
#print ("E_1 is ’, E_1.value)

return cost, E_l.value
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A.2 SDPs as feasibility solvers

Eq. (4.38) presents an SDP to invert the Jordan product as presented in Theorem 4.6.
We recall this SDP:

min f(J)
(ik| J |50) = 5 (iklw|jl), Yi,jeB|pi+p;#0, Vk,{eB
i J
s.t. TrpJ =1
J >0

(A.3)

In the SDP, f is any linear function, since we are not interested in minimising a
specific function but just in finding a matrix that fulfils the given conditions (a
feasible solution). For numerical calculation purposes, we can rewrite this feasibility
problem by adding an extra real variable . This is useful because numerical solvers
require the feasible set to have a non-empty interior. In some cases (like when p is
faithful) the set of feasible Jamiotkowski matrices can have an empty interior and
adding the dummy variable = allows us to expand the feasible set. = is added as
follows:

min —x
(z,J)
2
(k] 71j6) = -~ ikl w|jt), ¥i.j € B|pi+p;#0, Yk LEB
( J
s.t. TrgJ =1
JT > 1

(A.4)

From this it is clear that if the output of the SDP is a non-negative = then the asso-
ciated matrix J will be a Jamiotkowski matrix. This changes to a larger feasibility
space guarantees that the SDP will be computable.

A.3 Square root SDP

We want to write the quantity we are interested in Section 3.3.1:

VC(p,o inf Tr[Kw] (A.5)

we(p,o)
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as an SDP. Note that we were originally interested in this because the variables of
the problem might change in some interesting way“. Our original SDP is:

min Tr [Kw]

ol = »

s.t. Tralw] =0,

w>0
and its dual:

max Tr [Ap] — Tr [Bo]

. JAe1-1@B<K (A7)
o AB>0

Based on the method to write an SDP for the square of an SDP shown in [VB96]
we modify the dual®* to find the square root of the original problem. The new dual
formulation we obtain is

max t
A1 -1 B<K
_ A.8
ot Tr[Ap] — Tr[Bo] t >0 (A.8)
t 1
A B>0

We next find the dual to this problem to recover the primal formulation for the

2They do not, but the exercise itself seems like useful knowledge.

3We are using a dual formulation that forces A, B to be psd. This is not necessary and we first
undo this step since it adds unnecessary variables to the final result. We will use both formulations
interchangeably depending on which one is more convenient.

*We can not, to my knowledge, modify the primal problem straight away.
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square root of our original problem. The resulting problem is:

min  Tr [Kw]+Tr[(8 (1)) X]

wob=rnl (s )
(N

Snf(E )

w,X >0

p

plw]=pTr

s.t. <

where X is a 2 X 2 positive semidefinite matrix.
These formulations have been tested numerically to yield the correct result.

A.3.1 Analytical solution
Pure state case

Similarly to the original problem, we can solve the case where either p or o is a
pure state. Then we know that w = z1,p ® 0. The problem becomes

min OZL’H + X2

> 1 +v?
Tt =y (A.10)

s.t.
Z11, %22 > 0 ’

beR
where C' = Tr [Kp ® o]. Alittle basic optimisation shows that the optimal solution
is
b=0

11 =

2/C (A.11)
VC
2

T2 =
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General mixed states

We can do something similar in the general case, which will show that solving the
new problem is equivalent to solving the original problem.

We see from the partial trace conditions that there is a bijective map between
Q2 and Qy4:

W = T11Wold-

thus we can write our problem as (now ignoring b, since it always trivially goes to
0)

min Tr [Kwold] T11 + To2
1
> — A.12
s.t. ez = 4. ( )

T11, To2 2 0
We can see that Tr [Kw,4| acts on the function to be minimised in a way such that
Tr [Kwoa) < Tr[Kw,y] = Tr [Kwea] w11 + @22 < Tr [KW!, ] 211 + 20, (A.13)

Therefore we want to take the minimum C' = Tr [Kw,,] possible, which is just
the solution to the original problem. Now that this quantity is fixed this becomes
equivalent to the pure state case we just discussed, thus:

1
N
VC (A.14)
=y

W = T11Wold-

We have seen that, in both cases, X is

1[e
=319 ol (A.15)
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