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ABSTRACT
The purpose of this study is to disentangle the effects of foreign direct investment (FDI) on economic growth. The core of this paper is the empirical analysis for the case of Ireland, one of the leading FDI recipients in the EU. We build an original database by merging several data sources for the period 2000-2015, and we develop a theoretical framework that we exploit to interpret our econometric results. Estimates identify that FDIs have a spatial self-contained positive impact on economic growth, while spillovers effects between regions do not seem to be effective.
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1. INTRODUCTION

Foreign direct investment (FDI) is a form of international investment that has been recently breaking through all around the world, especially during the last decade, which has been driven by globalization and the opening of world economies (Chirila-Donciu, 2013).

The present report intends to shed light on the impact of FDI on the economic performance of Ireland, as it is a small-sized European country (whose population size was about 4.75 million in 2016, according to the World Bank data) which has been a prominent example of this increasing trend of international investments.

The novelty of this contribution is mostly empirical. I build an original database by merging different data sources at regional level and firm-level, which enables me to include the spatial dimension of a phenomenon in the study. Moreover, in order to be effective in the conclusion, I focus just on one country (Ireland) that is one of the major EU recipients.

According to the World Bank data for 2016, Ireland is the sixth economy in the world by FDI net inflow\(^1\) in USD (after the U.S., U.K., China, Netherlands and Hong Kong) as well as of percentage of gross domestic product (GDP) (right after Hungary, Luxembourg, Hong Kong and Mozambique). Furthermore, according to this same source of data, Ireland is also the second economy in the world by FDI per capita, just behind Luxembourg. However, it does not only act as an important FDI receiver but also as an investor to the rest of the world, being the fifth country on the face of the earth by FDI net outflows\(^2\) in USD (after the U.S., Netherlands, China and Japan).\(^3\)

It is worth mentioning that Ireland grants very convenient fiscal and financial conditions to incoming firms, as I will discuss later.

---

\(^1\) FDI net inflows are defined as the value of inward direct investment made by non-resident investors in the reporting economy, including reinvested earnings and intra-company loans, net of repatriation of capital and repayment of loans (World Bank, Data help desk).

\(^2\) FDI net outflows are defined as the value of outward direct investment made by the residents of the reporting economy to external economies, including reinvested earnings and intra-company loans, net of receipts from the repatriation of capital and repayment of loans (World Bank, Data help desk).

\(^3\) Note that nowadays the developed countries not only account for the overwhelming proportion of outward FDI, but they are also the major recipients of FDI, just as Markusen (2002) – the father of FDI theory – assessed 16 years ago.
As you can observe in Figure 1, FDI is a pretty important economic issue for Ireland, as FDI inflow represented about 66% of the national GDP in 2015, while FDI outflow represented about 59% of the Irish GDP. For this reason, this report tries to investigate the effect that FDI has had on the economic growth of such a country.

My purpose is to answer the question on whether these massive investments in Ireland have translated into an improvement of its economy. This answer will not be straightforward because there exists an open academic debate on the effect of FDI on economic growth, as will be discussed in detail in the following section. Basically, the mainstream view supports FDI to stimulate economic performance because they believe that (specially in developing countries) it can stimulate technological change through the adoption of foreign technology and know-how besides technological spillovers. On the contrary, the opponents to this theory hold that FDI may bring about external vulnerability and dependence into receiving countries, a crowding out effect on domestic investment, destructive competition of foreign affiliates with domestic firms, and “market-stealing effects” as a result of poor absorptive capacities (Wan, 2010).

In order to give an accurate answer to the abovementioned research question, the present paper is divided as follows: Section 2 covers the theoretical background and analysis of current literature on the relationship between FDI and economic growth (which does not provide a clear answer on whether FDI positively affects economic growth, or not). Section 3 provides a brief outline of the situation of Ireland regarding FDI flows into the country (and their possible effects on the country’s output, besides), Section 4 relates the development of the theoretical framework I use as the basis to measure how different
variables\textsuperscript{4} affect the economic evolution of Ireland, Section 5 builds an econometric model using panel data covering the period 2000-2015, Section 6 provides the empirical results obtained when running the previous econometric model (which presents evidence that FDI has had a positive effect on Ireland’s economic output during the period 2000-2015), and Section 7 concludes.

2. FDI AND ECONOMIC GROWTH

Eurostat defines FDI as a category of international investment in which 'a resident entity in one economy seeks to obtain a lasting interest in an enterprise resident in another economy'. This lasting interest implies 'the existence of a long-term relationship between the direct investor and the enterprise, and an investor's significant influence on the management of the enterprise', and it is deemed to exist when 'a direct investor owns 10% or more of the ordinary shares or voting rights (for an incorporated enterprise) or the equivalent (for an unincorporated enterprise)' (2018: Glossary, FDI).

FDI can take several forms, including the opening of a subsidiary or associate company in a foreign country, acquiring a controlling interest in an existing foreign company, or by means of a merger or joint venture with a foreign company, and it can be divided into two main categories (Markusen, 2002):

- **Horizontal FDI**: When the investor establishes the same kind of business operations in a foreign country as in its home country (e.g. a bank based in Luxembourg opens up branch offices in Ireland) because it aims at increasing the market potential of the company through the penetration into markets different from the home one. This form of investment is also known as market seeking FDI.

- **Vertical FDI**: When the investment aims at splitting the production chain in order to relocate part of it in other markets so as to have access to local facilities, improving its competitiveness (e.g. a US manufacturing company acquires shares of an Irish company that supplies parts or raw materials required for the manufacturing company to make its products).

This kind of FDI may be defined as ‘resource seeking’; meaning that foreign investment is motivated by the availability of natural resources and the need to secure raw materials or other kind of advantages on the production side such as e.g. low unit labor costs.

\textsuperscript{4} This includes FDI, of course.
2.1 Literature Review

FDI is widely considered to play an important role in the economic development of host countries (Yu, Tu & Tan, 2011). There is a widespread belief that FDI boosts growth by increasing the capital stock and stimulating technological change through the adoption of foreign technologies.

It is also proven that they create technological spillovers through skill diffusion, employee training and the introduction of new processes and products by foreign firms (Zhu, 2010). As a consequence, FDI is viewed as a great tool for modernizing developing countries as well as to promote their economic development (Melnyk, Kubatko & Pysarenko, 2014). However, there also exists an alternative stream of economic thought which does not positively consider FDI. This view emphasizes on poor absorptive capacities, crowding out effect on domestic investment, external vulnerability and dependence, a possible deterioration of the balance of payments as profits are repatriated and “market stealing effects” (Wan, 2010).

2.1.1 The effects of FDI in the host country

The neo-classical theory and the new theory of economic growth are clear on this issue: FDI is an important factor contributing to the growth of economies (Mauro, 1995). There is a strong complementarity connection between financial inflows and economic growth through the conduit of capital formation, suggesting that external finance does positively contribute to economic growth (Mallick & Moore 2008).

For example, Kotrajaras (2010) states that ‘by applying the Solow-type standard neoclassical growth models […] FDI increases the capital stock and thus growth in a host economy by financing capital formation. Nonetheless, in neoclassical growth models with diminishing returns to capital, FDI has only a short-run growth effect as countries move towards a new steady state. Accordingly, the impact of FDI on growth is identical to that of domestic investment’ (2010: 13).

FDI may also be the main channel through which advanced technology is transferred to developing countries (Borensztein, De Gregorio & Lee, 1995). The OECD, for example, claims that ‘FDI triggers technology spillovers, assists human capital formation, contributes to international trade integration, helps create a more competitive business environment, and enhances enterprise development’ (2002: 5). Abebe, McMillan & Serafinelli (2018) also find out not only that foreign plants attract new economic activity to recipient districts in which FDI takes place but also that domestic firms learn from
foreign firms through hiring workers previously employed at foreign firms, observing foreign firms, and through a direct contact with foreign firms via customer and supplier relationships. In addition, FDI can bring positive employment effects and create new jobs. What is more, should it become a substitute for imports or it serves to export goods and services to other economies it would also bring positive effects to the current account balance of host countries.

In contrast, FDI may not necessarily lead to a sustainable and long-term development. FDI may suffer from lack of adaptation to local context and might be used as a tool to exploit a country's resources (UNCTAD, 2007; Gerlach & Liu, 2010) and then taking the profits back to the parent company, which alongside the firms’ subsidiaries import of inputs would have adverse effects on the balance of payments of the host country in the long run (Margeirsson, 2015). Moreover, it may also be the case that foreign firms drive indigenous competitors out of the market, creating a monopoly position (Wan, 2010).

For instance, Khaliq & Noy (2007) study the case of China and admit that even though at aggregate level FDI positively affects economic growth, FDI in the mining sector has a negative effect on economic growth.

2.2 What is Missing?
As discussed, we might observe inconclusive empirical findings.

On the one hand, FDI is (in fact) attracted to more competitive, less risky, growing and cultural-related economies (Antonakakis, & Tondl, 2015), which might create a reverse causality problem in many economic studies.

On the other hand, many researchers use cross-country growth regression specifications derived from the Solow growth model that involve the implicit assumption that each country is an isolated island (Dogan & Taspinar, 2013). The majority of the econometric models used in order to catch up FDI effects on economic growth assume a collection of non-interacting closed economies, which does not provide a fair view of the reality (Acemoglu, 2009). Knowledge accumulated in one country depends on knowledge accumulated in other countries (Erthur & Koch, 2007). Thus, under this perspective, one could argue that the estimators of these econometric models are likely to suffer from omitted-variable bias since many of these studies cannot capture the fact that countries interact.

In this context, taking into account externalities is crucial since they appear essential for understanding why several countries grow at similar rates despite differing FDI incoming
rates. For instance, Klenow & Clare (2005) construct a hybrid growth model which allows for international knowledge externalities and, when calibrated, the hybrid model shows that human capital and physical capital contribute to income differences both directly (as usual) and indirectly, by boosting resources devoted to technology adoption. Exploiting this model they estimate the hypothetical value of world GDP in the absence of international knowledge externalities. Their finding is that world GDP would be only 6% of its current level if countries did not share ideas.

Another point is that some authors - as Khaliq & Noy (2017) - have already found that some economic sectors may do not benefit from FDI inflows, or might even be harmed by FDI, at the same time as the whole country may benefit from it (on average). That is, FDI may have completely different effects on different industries, which adds a new problem to the methodology used in the vast majority of studies on the effects of foreign investment on economic growth, as they do not distinguish the data neither by regions nor industries.

For instance, Wan (2010) makes an extensive literature review on the relationship between FDI and economic growth and finds out that one of the main reasons for the literature to provide conflicting predictions concerning the growth effects of FDI is that existing studies have not been able to fully control country-specific effects and industry-specific effects. That is, existing econometric models do not go sufficiently into detail.

In conclusion, most of the econometric models measuring the effects of FDI in receiving countries’ economies may be biased because they are not able to:

1. Quantify the effects of FDI among different industries.⁵
2. Detect spatial externalities at any geographical level.
3. Identify the effects of FDI among different regions within the same country.

As most of the essential determinants of economic performance appear to reside within country regions (Porter, 2003), we might expect FDI not to have the same effects in any region of a given country. A few conditions such as the level of available qualified human capital (which might not be smoothly distributed within countries) can determine what the effects of FDI on economic performance are (Borensztein et al., 1995). Moreover, the economy needs time to embed FDI in their productive structure (Margeirsson, 2015), and this will depend on many

---

⁵ We find a very good example of how to measure (heterogeneous) FDI effects within a specific economic sector in the recently published paper by Abebe, McMillan & Serafinelli (2018).
variables like the technology gap between home FDI and the recipient economy (Chen, 1994). And, again, this technology gap may be bigger or smaller depending on the (host) region where the investment takes place.

For this reason, the following sections are devoted to sketch the building blocks of a theoretical model that takes into account all my previous comments (as one of the novelties of this study).

3. FDI IN IRELAND

Over the last decade, inward FDI have experienced a sharp increase, with the value of Ireland’s inward FDI stock rising a remarkable 638% between 2000 and 2015, according to UNCTAD data (as you can observe in Figure 2).

Figure 2. Ireland’s inward FDI stock in US dollars at current prices (in millions)

Ireland offers a very favorable tax climate and ease of doing business (World Bank Group, 2018) as well as strong institutions and investor-friendly regulations (World Economic Forum, 2017) which can be appealing to many foreign corporations (Hornberger, Battat & Kusek, 2011). Moreover, there is a great foundation in terms of education and available educated workforce (World Economic Forum, 2017), and the language is obviously an asset. In addition, Ireland is known for having a great spirit and energy around supporting business activity, business growth and business investment.
which makes it a unique and very attractive spot for significant large multinationals. This is why the majority of investing countries are developed economies,\(^6\) which is not surprising at all since there has always been a great deal of two-way FDI flows between pairs of developed countries (Markusen, 2002).

**Figure 3. Ireland’s inward FDI stock composition**

![Composition of FDI Total Stock by Year](image)

Source: Own elaboration based on UNCTAD data

Hence, how are all these investments affecting the country? According to the World Bank data for 2016, Ireland is the fifth economy in the world by GDP per capita in USD, right after Luxembourg, Switzerland, Macao (China) and Norway. Nonetheless, when considering gross national income (GNI)\(^7\) per capita, Ireland classifies tenth in the ranking of the world’s richest countries, right after not only the abovementioned countries but also Denmark, the U.S., Iceland, Sweden and Australia. In fact, there is a difference of 10,215 USD between the Irish GDP per capita (64,185 USD) and the Irish GNI per capita (53,970 USD), which acts as a primary indicator of the magnitude of FDI in such a country, as this difference between GDP and GNI values arise from a negative balance of income in the country.

\(^6\) See not only Figure 3 but also Appendix 2 for more details on the origin of inward FDI.

\(^7\) GNI is the total domestic and foreign output claimed by residents of a country, consisting of GDP, plus factor incomes earned by foreign residents, minus income earned in the domestic economy by non-residents.
Then, does this mean that FDI is being used as a tool to exploit Ireland’s resources (either human or capital) and then taking the profits back to the parent company, in line with the alternative stream of economic thought that has a negative view of FDI?

**Figure 4. Ireland’s GDP and FDI inflow association**

If we take a look at Figure 4, we can infer a positive association between FDI and economic growth (as measured in terms of GDP growth), which might indicate a positive effect of FDI on economic growth, in line with the predictions of neo-classical theory and the new theory of economic growth. However, this information is far from enough so as to determine whether FDI has had a positive effect (if any) on the economic evolution of Ireland, as we might be facing a spurious relationship, a reverse-causality problem or even a two-way relationship, as FDI can support growth but growth can attract FDI too (Simionescu, 2016; Iamsiraroj & Doucouliagos, 2015).

Whatever is the case, this issue requires an in-depth analysis, and this is precisely the work I perform in the following sections.

**4. THEORETICAL FRAMEWORK**

The scope of this section is to outline a theoretical framework in line with the evidence discussed in 3.2, with the intention to propose a setting close to the evidence at hand and
that allows for getting more conclusive results about measuring what have been the
effects of FDI on the economic growth of Ireland.
In this section I develop the theoretical model that is used as a benchmark to carry out an
empirical analysis in sections 5 and 6, where I try to identify how does FDI (as well as
other factors) affect economic growth.

4.1 Model Development
In the new trade theory, trade is expected to be proportional to country size and inversely
proportional to distance since individuals that make up firms engage in direct
communication with their clients and suppliers, and information spreads through these
direct interactions (Chaney, 2011). Therefore, based in the same idea of mobility of
factors and space dimension that is embedded into the modern new trade theory, we might
think that externalities emerging from the spillovers generated by foreign investment in
host regions have similar correlations with distance, enriching nearby regions proportionally to the distance at which they are located.
In order to measure all of the questions abovementioned, I am inspiring from the setting
developed by Dögan & Taspınar (2013). This setting is valuable because it uses an
extended Solow-type growth model which allows for spatial externalities; although its
major drawback is not making a difference between sectors (which, as discussed in
section 2.2, can be crucial).
Let me consider the following production function at sector(i)-region(r) level:

\[ Y_{ir}(t) = A_{ir}(t)K_{ir}(t)^{\alpha}L_{ir}(t)^{\beta} \]  

(1)
where \( Y_{ir}(t) \) is total output, \( K_{ir}(t) \) is the amount of physical capital, \( L_{ir}(t) \) is labor\(^8\) and
\( A_{ir}(t) \) is a parameter greater than zero that measures the availability of the current stock
of technology for industry \( i \) in region \( r \) at time \( t \),\(^9\) while \( \alpha \) and \( \beta \) are constants which we

---

\(^8\) The number of workers.

\(^9\) Ireland (country’s) total output is defined as the sum of output across all sectors and regions (i.e. \( \sum_i \sum_r Y_{ir} \)).
do not assume to lead to constant returns to scale (i.e. $\beta$ does not necessarily equal $1-\alpha$).

The stock of knowledge is expected to be composed by several factors and it is modelled in the following way:

$$A_{ir}(t) = \Omega(t)k_{ir}(t)^{\phi_1}h_{ir}(t)^{\phi_2}F_{ir}(t)^{\phi_3} \prod_{s\neq r} A_{is}^{\gamma_{wrs}(t)}$$

where $\Omega(t) = \Omega(0)e^{\mu t}$ is, as in the Solow model, some proportion of exogenously given technological progress identical in all regions within the country and $\mu$ is its constant rate of growth. $k_{ir}(t)$, $h_{ir}(t)$ and $F_{ir}(t)$ are respectively physical capital per worker, human capital per worker and the level of FDI in industry $i$ within region $r$ at time $t$, while parameters $\phi_1$, $\phi_2$ and $\phi_3$, with $\phi_1 \in [0, 1)$, $\phi_2 \in [0, 1)$ and $\phi_3 \in [0, 1)$, represent the degrees of externalities generated by these variables. The idea of spatial externalities is captured by the term $\prod_{s\neq r} A_{is}^{\gamma_{wrs}(t)}$, which reflects a geometrically weighted average of the stock of knowledge of the neighbors of region $r$ denoted by $s$. The parameter $\gamma$, with $\gamma \in [0, 1)$, describes the degree of interregional technological interdependence generated by spatial externalities and is assumed to be identical for all regions. Finally, $w_{rs}$, with $w_{rs} \in [0, 1)$ $\forall r \neq s$ and $w_{rs} = 0$ if $r = s$, represents the connectivity (namely spatial proximity) between region $r$ and its neighbor regions ($s \neq r$), and it is assumed to be non-stochastic and finite. Moreover $\sum_{s\neq r} w_{rs} = 1$ $\forall r = 1, \ldots, n$. Thus, the more a region $r$ is connected to its neighbor regions (i.e. $w_{rs} \to 1$) the more it benefits from spatial externalities.

According to Romer (1986), $k_{ir}(t)$ represents the aggregated capital of the economy since the investment of any firm helps increasing the stock of experience or knowledge of the rest. Such externalities can emerge from the so-called ‘learning by doing’ and ‘knowledge spillovers’ or ‘know-how’ described by Sala-i-Martin (2000).

In the same way, and as discussed in the previous section, the beneficial effects on growth of FDI come through higher efficiency rather than simply from higher capital accumulation (Borensztein et al., 1995). One may expect the increase in investment by a given company not only to increase its own production but also to boost the production

---

10 This is a theoretical value that is not measured in section 5.
11 The introduction of $F_{ir}(t)$ is relevant since FDI plays a role of a conduit for the transfer of knowledge-based assets to host countries (Dogan & Taspinar, 2013).
12 Either the capital invested by any firm or the capital invested because of a FDI operation.
of other firms which surround it. Investing companies will acquire new experience and knowledge, and this knowledge will also be used by other companies. According to Acemoglu ‘knowledge is a largely non-rival good: once a particular technology has been discovered, many firms can make use of this technology without preventing others using the same knowledge’ (2009: 430).

If we combine (1) and (2) we obtain:

\[
Y_{ir}(t) = K_{ir}(t)^{\alpha}L_{ir}(t)^{\beta}\Omega(t)k_{ir}(t)^{\phi_1}h_{ir}(t)^{\phi_2}F_{ir}(t)^{\phi_3}\prod_{s \neq r} A_{is}^{y_{irs}}(t) \tag{3}
\]

that is the equation on which I have based my empirical analysis, in section 5.

4.2 Advantages of the New Theoretical Setting

The advantages of this approach are clear; we solve the issues raised in 3.2:

- The model emphasizes FDI spillovers within country borders so that we are able to measure the effects of FDI among different regions and industries.
- The model is spatially augmented. As a result, we are able to capture spatial externalities at regional level.
- Another point is that the model emphasizes human and physical capital externalities within country borders.

This regression with FDI as an independent variable might be subject to endogeneity problems, though. For example, there may be omitted variables that simultaneously affect both economic performance and the inflow of FDI, which could generate a correlation between FDI and the error term, causing the estimated coefficients to be biased.

This endogeneity problem is usually avoided by applying instrumental variable techniques, but there are no ideal instruments available (Borensztein et al., 1995). In this particular case, the dependent variable is not economic growth \textit{per se}, but gross value added (GVA), and I try to solve any possible problem by using a cross-section panel data estimation which allows me to control for section-specific and time-invariant “fixed effects”. In addition, I consider including lagged variables if necessary (which can help to control for endogeneity bias), as Nair-Reichert & Weinhold (2000) recommend. Ensuring that the variances of the error terms are unrelated to the explanatory variables has also been considered.
5. EMPIRICAL ANALYSIS

The economic performance of Ireland is measured using the total firms’ output for each sector, within each region, and for each calendar year. I employ the data for GVA\(^{13}\) by NUTS\(^{14}\) and classified by NACE\(^{15}\) (NACE Rev.2)\(^{16}\) for the period 2000-2015, which is provided by Eurostat.

5.1 Data and Variables

In order to bring equation (3) into data, I log-linearize it and I proxy the different variables with the available information. The dependent variable of the econometric model is the natural logarithm of GVA per industry \((i)\), region \((r)\) and time \((t)\), defined as \(\log y_{irt}\). Data are organized as a panel and the final model-equation to be estimated is the following:

\[
\log y_{irt} = \beta_0 + \beta_1 \log K_{irt} + \beta_2 \log L_{irt} + \beta_3 \log A_{irt} + \zeta_t + \eta_r + \tau_t + \varepsilon_{irt} \tag{4}
\]

where \(\zeta_t\), \(\eta_r\) and \(\tau_t\) are respectively industry, region and time fixed-effects, while \(\varepsilon_{irt}\) is the error term of the regression model.

Equation (4) is an approximation of theoretical equation (1) developed in the previous section but, in this case, the equation is taken in logarithm.

Then, following the same reasoning discussed section 4, the correspondent log-linearization of (3) that can be also obtained as an augmented version of (4) becomes:

---

\(^{13}\) It is defined as output (at basic prices) minus intermediate consumption (at purchaser prices). The sum of GVA over all industries or sectors plus taxes on products minus subsidies on products gives GDP (Eurostat, 2017b).

\(^{14}\) The Classification of Territorial Units for Statistics (NUTS) is a geocode standard for referencing the subdivisions of countries for statistical purposes. NUTS 2 (namely NUTS II) refers to regions belonging to the second level (Eurostat, 2016a). In Ireland, there are only two regions at NUTS 2 level: ‘Border, Midlands and Western’ region and ‘Southern and Eastern’ region. See Figure A1 and Figure A2 in the Appendix section for more details on this issue.

\(^{15}\) The Statistical classification of economic activities in the European Community, abbreviated as NACE, is the classification of economic activities in the European Union (EU). NACE is a four-digit classification providing the framework for collecting and presenting a large range of statistical data (Eurostat, 2016b). See Figure A3 in the Appendix section for more details on this issue.

\(^{16}\) NACE Rev. 2, a revised classification, was adopted at the end of 2006 and, in 2007, its implementation began. The first reference year for NACE Rev. 2 compatible statistics is 2008, after which NACE Rev. 2 will be consistently applied to all relevant statistical domains (Eurostat, 2016b).
\[
\log y_{irt} = \beta_0 + \beta_1 \log L_{irt} + \beta_2 \log K_{irt} + \beta_3 \log k_{irt} + \beta_4 \log h_{irt} + \beta_5 \log F_{irt} + W \cdot \log F_{ist} + \gamma_i + \eta_r + \epsilon_{irt}
\]  \hspace{1cm} (5)

where \(k_{irt}, h_{irt}\) and \(F_{irt}\) are respectively physical capital per worker, human capital per worker and FDI inflows (measured as the number of FDI operations) for industry \(i\) in region \(r\) at time \(t\). \(F_{ist}\) stands for the number of FDI operations in industry \(i\) within neighbor region \(s\) at time \(t\), while \(W\) is the \((n \times n)\) spatial neighbors Markov matrix consisting of the weights. Inside this matrix, \(w_{rs}\) denotes each \((r, s)\)th element belonging to \(W\). The \((r, s)\) elements of this matrix tell us the extent (degree) to which region \(r\) is a neighbor of region \(s\). However, in this particular case, \(W\) is simply an adjacency or proximity matrix that can be simply approximated with a dummy.\(^{17}\) Thus, we take its diagonal elements to be zero, (i.e. region \(r\) is not a neighbor of itself), while we take a value of one if region \(r\) and region \(s\) are neighbors. As a result:

\[
\log y_{irt} = \beta_0 + \beta_1 \log L_{irt} + \beta_2 \log K_{irt} + \beta_3 \log k_{irt} + \beta_4 \log h_{irt} + \beta_5 \log F_{irt} + \beta_6 d_{rs} \cdot \log F_{ist} + \gamma_i + \eta_r + \tau_t + \epsilon_{irt}
\]  \hspace{1cm} (6)

where \(d_{rs}\) is a dummy variable indicating border-proximity, which in the particular case of Ireland turns to be a constant equal to one since there are only two regions according to the NUTS 2 classification of the data employed in this report. Therefore, (6) becomes:

\[
\log y_{irt} = \beta_0 + \beta_1 \log L_{irt} + \beta_2 \log K_{irt} + \beta_3 \log k_{irt} + \beta_4 \log h_{irt} + \beta_5 \log F_{irt} + \beta_6 F_{ist} + \gamma_i + \eta_r + \tau_t + \epsilon_{irt}
\]  \hspace{1cm} (7)

and \(F_{ist}\) can be obtained by simply creating a new variable in the data set.\(^{18}\)

### 5.1.1 Physical capital

Physical capital \((K)\) is approximated with gross fixed capital formation (GFCF), which consists of resident producers’ investments (deducting disposals) in fixed assets during a

---

\(^{17}\) Otherwise, more complex forms including distances would lead to the adoption of spatial econometric models.

\(^{18}\) That is, the variable \(F_{ist}\) (FDI operations in neighbor region) was not created with Gretl (the econometric software used in this project) but with Excel (the spreadsheet program used in this project to tabulate the raw data). This variable was introduced into input data by simply adding another column into the input table in Excel. The number of FDI operations in region 2 were written down in a new column for region 1 (under the name of \(FDIneighbor\)), and vice versa.
given period. It also includes certain additions to the value of non-produced assets realized by producers or institutional units (Eurostat, 2017a).

On the other hand, the $k$ indicator is calculated as an index indicating the availability of GFCF per worker. That is, $k_{irt} = \frac{GFCF_{irt}}{workers_{irt}} = \frac{K_{irt}}{workers_{irt}}$.

All this data is retrieved from Eurostat.

5.1.2 Labor

In the theoretical model, we consider that all the active population work for the same number of hours each year. However, evidence emphasizes that it is not always like that. Then, in order to take into account these differences, the variable $L$ is approximated with the total number of hours worked per year in each industry within one region or another, specifically ‘Employment (thousand hours worked) by NUTS 2 regions’, which is also provided by Eurostat.

5.1.3 Human capital

My initial intention was to estimate this variable ($h$) as an index of employed people with tertiary education per unit of work. Nevertheless, this kind of data (the number of people with tertiary education) does not exist as classified by NUTS 2 and NACE at the same time. For this reason, I just take total employment by educational attainment level and NUTS 2 regions (provided by Eurostat) as a proxy.

I only include human capital at regional level, without discriminating by industry. The way I build this variable is the following: I take the total number of workers with tertiary education within one region and, then, I normalize it over the total number of workers within that region (i.e. I calculate the percentage of employed people with tertiary education for each region). After that, I use this value as a common indicator for all the industries within the same region.

5.1.4 FDI

There is no specific data for FDI divided by years and classified by NUTS 2 and NACE. Therefore, my approach used to estimate this variable has been the following one: From Amadeus database,\textsuperscript{19} I got a set of data of different Irish companies with an ultimate

\textsuperscript{19} This database provides disaggregated firm-level data on around 21 million companies across Europe.
owner or at least one shareholder located in any foreign country owning 10% (or more) of the firm. Once I had all these companies at hand, in order to identify in which year investment took place, I filtered data according to their ‘date of incorporation’ and I got 4,014 different FDI operations.

In this particular case, 587 out of these observations 4,014 provided an empty ‘NUTS classification’, while other 199 companies had the ‘NACE section’ in blank. The first issue was fixed successfully assigning the NUTS classification by hand, either referring to the company-address zip code or the legal name of the company in question. However, the second issue had to be solved in a very different way, as this happened because these firms are (in most cases) either multiproduct or their investments take place in the finance sector (capital entry) but their final activity refers to another sector. Looking closely at the data, I realized that several of these companies were “holdings”, which meant that (then) it went in the direction of my second explanation. For this reason, I applied the previous working hypothesis and assigned 178 of these firms to the “finance sector”. Then, the remaining 21 companies were classified in other sectors, as it seemed somehow clear that their activity was focused on other sectors. Once all the data at hand was processed I started filling in the number of operations that took place in each year for each industry and each region in a very basic way. I gathered all the information about all the companies in the same Excel table and, then, I applied the necessary filters (year, region and industry) to be able to count the number of FDI operations and writing them down, one by one.

5.1.5 FDI spatial externalities
As we discussed in section 4, externalities may take place not only within but also across regions. This variable \( F_{lat} \) is aimed at measuring the latest – spatial -externalities across regions.

5.2 Econometric Approach
In this paper, I use panel data so as to be able to observe the behavior of different entities across time. This data structure allows me to control for non-measurable variables (through fixed-effects) such as industrial or regional factors (e.g. fiscal subsidies granted

\[20 \text{ In such a case, the name of the company was checked in the Irish company and Irish director information search device SoloCheck.}\]
by local governments), or differences in business practices across regions or industries, or variables that change over time but not across regions or industries. My intention is to account for individual heterogeneity because it is actually present in my data, as you can observe in Figure 5:

**Figure 5. The heterogeneity problem**

Figure 5 displays the association between the natural logarithm of GVA and the natural logarithm of FDI operations in different industries (the “B-E”, “G-I”, “K” and “M-N” industries, according to the NACE classification depicted in Figure A3, in Appendix 1. That is, the “industrial sector”, the “wholesale and retail trade sector”, the “financial sector”, and the “research, professional services and scientific activities sector”). In this scatterplot, we can detect two components of heterogeneity: one is the presence of clusters of observations and the second is the dispersion of observations inside each cluster. The former issue is controlled by using a fixed effects (FE) model such as the one introduced in equation (7), and the latter by correcting estimations to be robust. Furthermore, FE are also useful to control some unobserved variables (at region and industry level, such as local institutions or some features that differentiate one industry from another) that do not change over time but they may generate changes in the dependent variable.
5.2.1 Least squares dummy variable (LSDV)

A way to implement a FE model by using binary variables for each industry and region as well as for each time period is the least squares dummy variable (LSDV) estimation strategy. By adding the dummy for each industry, region and time-period we control for the unobserved heterogeneity and get the pure effect of the dependent variables of interest, inasmuch as each dummy is absorbing the effects particular to each industry, region and time period. This is equivalent to introducing a region-specific (and industry-specific, and time-specific) intercept into the model.

We can either include a dummy for all the cross-sections but one, and keep the intercept term, or estimate the model with a full set of specific dummies and no intercept – as in Wawro (2008).

This general approach of including unit-specific dummies, known as LSDV, is the approach used in this paper. Moreover, in order to avoid making mistakes in the form of heteroscedasticity and/or autocorrelation, I use the OLS estimator (which is unbiased for the parameters of a well-specified model) with robust estimates of the standard errors, so that the contrasts are valid, as previously discussed.

6. EMPIRICAL RESULTS

In Table 1, I present the descriptive statistics of our variables of choice. If we focus on the FDI and GVA variables, we see that they vary considerably. When observing their minimum and maximum values, we see they range from €206.11 million to €85,415 million and from 0 to 328 operations, respectively. The minimum value of GVA corresponds to the agricultural sector in the “Border, Midland and Western” region in 2009 (a year in which the Western economies were severally punished by the Great Recession), while the maximum value of GVA corresponds to the industrial sector in the “Southern and Eastern” region in 2015 (the last year of the period measured in this paper, in which Ireland achieved an annual 25.56% GDP growth, according to World Bank data). The minimum value of FDI may be associated to many industries, regions and years because (as hinted by the low median and the high skewness value) there are many observations (109) where the value of FDI operations is zero\(^{21}\). The maximum value of

\(^{21}\) Note that having so many zero values can cause a problem when applying logarithms, as these observations give us a value equal to infinity and are automatically dropped from the sample. This is why section 6.2.1 is devoted exclusively to explain how I have addressed this issue.
FDI operations corresponds to the financial sector, in the “Southern and Eastern” region in the last year of available data, too.

### Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Std. Dev.</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>GVA (mn)</td>
<td>7,661</td>
<td>4,338.5</td>
<td>206.11</td>
<td>85,415</td>
<td>9,159.5</td>
<td>2.9012</td>
</tr>
<tr>
<td>GFCF (mn)</td>
<td>1,977</td>
<td>860.18</td>
<td>−32.25</td>
<td>19,977</td>
<td>2,898.3</td>
<td>2.8261</td>
</tr>
<tr>
<td>L (000)</td>
<td>174,481</td>
<td>124,173</td>
<td>1,729.3</td>
<td>742,760</td>
<td>178,488</td>
<td>1.5712</td>
</tr>
<tr>
<td>Workers (000)</td>
<td>95.64</td>
<td>63.70</td>
<td>1.20</td>
<td>427.94</td>
<td>102.08</td>
<td>1.6943</td>
</tr>
<tr>
<td>FDI (units)</td>
<td>12.328</td>
<td>1</td>
<td>0</td>
<td>328</td>
<td>36.913</td>
<td>5.1537</td>
</tr>
</tbody>
</table>

Source: Own elaboration based on Gretl output

As previously discussed, my empirical analysis is implemented by means of LSDV model, using panel data to analyze the period between 2000-2015 for which I have availability of data regarding GVA, GFCF, L, Workers, and FDI operations within each industry and region of Ireland. That model takes the form presented in equation (7).

Table 2 depicts the results obtained when running different regression models. The first one (Regression I) represents equation (7) and its complete estimation outputs are presented in Figure A8, in Appendix 3. As shown in Table 2, the overall goodness of fit of the model is quite high. Nonetheless, as detected in Figure A9, in Appendix 3, the variable log\(k_{irr}\) must be omitted from the model in order to avoid a multicollinearity problem that makes hard the identification of the individual impact of each of the independent variables of the model (Verbeek, 2004; Wooldridge, 2009). Consequently, I need to run a second regression free of this multicollinearity problem: Regression II, that is also presented in Table 2.

At this point, in order to proceed with the estimation of the correct model and its interpretations, I have to take into account the possible presence of autocorrelated errors. As you can observe in Figure A12 and Figure A13 in Appendix 3, I do not find any presence of autocorrelation in Regression II.

In case I found autocorrelated errors in the regression specification, the OLS estimator would become inefficient since the formulas used to compute the standard errors would be no longer correct and confidence intervals and hypothesis tests using them would be wrong (Verbeek, 2004) – This is exactly what happens when I run Regression III, which I will explain later.
Eventually, I need to control for the presence of heteroscedasticity. In this case, the estimates have already been generated using the "robust" correction for standard errors. In addition, as one can realize in Figure A18, when running the White’s test for heteroscedasticity I get an LM test statistic equal to 26.9649, with a p-value of 0.798944, which does not allow me to reject the null hypothesis of no heteroscedasticity.

In conclusion, the tests of significance that assume the modelling errors are uncorrelated and uniform (i.e. that their variances do not vary with the effects being modelled) are not invalidated for Regression II. Therefore, I can assure my OLS estimator is still the best linear unbiased estimator (BLUE).

### Table 2. Estimation regression (LSDV): variables of interest

<table>
<thead>
<tr>
<th>Model dependent variable: $\log y_{irt}$</th>
<th>Regression I</th>
<th>Regression II</th>
<th>Regression III</th>
<th>Regression IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>2.19371</td>
<td>-0.210105</td>
<td>-3.19426***</td>
<td>-2.67927***</td>
</tr>
<tr>
<td>(0.3075)</td>
<td>(0.8863)</td>
<td>(0.0044)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>$\log L_{irt}$</td>
<td>0.267352</td>
<td>0.601869***</td>
<td>0.837897***</td>
<td>0.715183***</td>
</tr>
<tr>
<td>(0.2469)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>$\log K_{irt}$</td>
<td>0.510340**</td>
<td>0.145679***</td>
<td>0.165531***</td>
<td>0.230738***</td>
</tr>
<tr>
<td>(0.0158)</td>
<td>(0.0015)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>$\log k_{irt}$</td>
<td>-0.362502*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(0.0914)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\log h_{irt}$</td>
<td>0.559619***</td>
<td>0.606022***</td>
<td>0.496775***</td>
<td>0.356006***</td>
</tr>
<tr>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>$\log F_{irt}$</td>
<td>0.0668724**</td>
<td>0.0794279***</td>
<td>0.0776975**</td>
<td>0.0542321**</td>
</tr>
<tr>
<td>(0.0102)</td>
<td>(0.0042)</td>
<td>(0.0190)</td>
<td>(0.0109)</td>
<td></td>
</tr>
<tr>
<td>$\log F_{ist}$</td>
<td>-0.0509687**</td>
<td>-0.0546232**</td>
<td>-</td>
<td>-0.00328138</td>
</tr>
<tr>
<td>(0.0494)</td>
<td>(0.0471)</td>
<td></td>
<td>(0.8847)</td>
<td></td>
</tr>
<tr>
<td>$\log F_{ist-1}$</td>
<td>-</td>
<td>-</td>
<td>0.0360310*</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0857)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>138</td>
<td>138</td>
<td>124</td>
<td>318</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.982145</td>
<td>0.981704</td>
<td>0.978095</td>
<td>0.970451</td>
</tr>
<tr>
<td>F-test</td>
<td>188.6568</td>
<td>100.2851</td>
<td>60.40540</td>
<td>103.0734</td>
</tr>
</tbody>
</table>

Source: Own elaboration based on Gretl output
6.1 Goodness-of-fit of the Estimations

Now that I established that Regression II is not biased, I can interpret its results. To measure the goodness of fit of a model, we usually use the coefficient of determination (R-squared). In this particular case, its value is 0.981704, which implies that around 98% of the variation in log GVA can be explained by the variables included in the linear regression model.

Another measure on the overall goodness of fit of the model is the test for the joint insignificance of the slope coefficients. In this case the null hypothesis is $H_0: \beta_1 = \beta_2 = \ldots = \beta_{29} = 0$ while the alternative hypothesis is $H_A: \beta_1 \neq 0, and/or \beta_2 \neq 0, \ldots, \beta_{28} \neq 0, and/or \beta_{29} \neq 0$. This is carried out with an F-test giving a test statistic equal to 188.6568, with a p-value of (0.000). This means that, at any conventional level of significance, there is evidence to reject the null hypothesis of joint insignificance of the slope coefficients. In other words, all of the repressors together have some statistical role in explaining the dependent variable.

Furthermore, all the independent variables (including all the cross-sectional dummy variables) but the constant and the time dummy variables are individually statistically significant at a 10% significance level, as you can see in Figure A10, in Appendix 3. This result implies that each sector is differentiated by its own peculiarity constant over time (in terms of technology or form of organization of production, for example) that is statistically relevant and needs to be taken into consideration.

In addition, we should note that even though the time dummies are not individually significant, when I run a test for the joint significance of time dummies to see if the dummies for all years are equal to 0 and then no time fixed effects are needed, I have to reject this null hypothesis with an F-value of 2.62565 and a p-value of 0.0259396. That is, time fixed-effects are significant at a 5% significant level, as shown in Figure A18.

Finally, in this same figure we see that the Pesaran’s test for cross sectional independence gives a z-value of -1.574449 with a p-value of 0.115374. This result does not allow me to reject the null hypothesis that there is no cross-sectional dependence in the model – i.e. the residuals are not correlated– while in Figure A19 we see that the F-test for the joint significance of differing group means (used to verify that the FE model is not more recommendable than the OLS model) gives an F-value of 1.29286 with a p-value of 0.208529. This last result does (also) not allow me to reject the null hypothesis that the pooled OLS model is adequate, against the fixed effects alternative, at any conventional level of significance.
6.1.1 Interpretation of the coefficients

Looking at the estimates of the coefficients, we can appreciate they are in line with the expected outcomes discussed in the theoretical setting. Overall, all factors of production display a positive association with the dependent variable, with the exclusion of the stock of FDI in the neighbor regions. All the coefficients except $\beta_6$ (for $\log F_{ist-1}$) display their expected positive signs.

The negative sign of $\beta_6$ means that from a spatial perspective there are no spillover effects. All the FDI spillover effects are rather self-contained in a single spatial unit.

One can conclude that (in my sample), *ceteris paribus*, an additional percentage point of total working hours in the industry of a given region increases the GVA of that industry within that specific region, on average, by approximately 0.602%. Further, an additional percentage point of GFCF increases GVA by approximately 0.146%, while an increase of one percentage point in the proportion of employed people with tertiary education increases GVA by approximately 0.606%. Also, an increase of one percentage point in the number of FDI operations in the industry of a given region increases the GVA of that industry within that specific region by approximately 0.0794%. Finally, an increase of one percentage point in the number of FDI operations in the same industry and region decreases the GVA of that industry within the neighbor region by approximately 0.0546%.

Referring to the role of FDI on regional growth, my analysis delivers an interesting finding: the growth of a region exclusively relies on the incoming FDI of the same territory. The same is negatively influenced by the FDI of the neighboring regions, which implies that only the FDI operations of a region influence its growth while those of the neighboring zones do not promote, and rather limit or dampen, its economic performance. Thus, the FDI effect is limited to one locality and, when referring to FDI operations, spatial externalities across Irish regional territory seem not existing at least in the short term.

A possible explanation for these results can refer to the potential FDI competition across regions. That is, when there is a FDI operation in one region, this territory may attract the resources from its neighbor region, “stealing” its assets and, therefore, reducing its potential GVA growth.
6.2 Alternative Model Specifications

As identified in Table 2, Regression III estimates the same model but, in this case, the FDI in the neighbor region is lagged by one time period. The idea behind it is to check whether negative neighbor FDI effects found in Regression II arise because they are measured in the same year as the other variables. In this respect one may argue that spatial externalities could take some time to translate into positive spillover effects in neighbor regions.

When running this last specification of the model, $\beta_6$ becomes positive, indicating that – under *ceteris paribus* conditions – when considering a specific industry within a specific region, an increase of 1% in the number of FDI operations in the analogous industry of a neighbor region increases the GVA of that industry within the firstly mentioned region by approximately 0.036%.

Nonetheless, as you can observe in Figure A15 in Appendix 3, Regression III suffers from positively autocorrelated errors, which implies that the estimation method of this regression is no longer efficient. Therefore, I still prefer to rely on the previous regression model (Regression II).

6.2.1 Robustness check

Another issue that arises when considering Regression II is that the model only employs 138 out of the 320 observations provided by the sample data. This happens because, when using logs, all the values equal to zero imply a log value equal to infinity and, therefore, Gretl eliminates these observations.

Furthermore, this problem becomes more stringent when measuring the FDI operations made in neighbor regions, as all the zero values appear twice in the sample, eliminating several observations that otherwise would be included in the sample if not testing for spatial externalities.

Therefore, in Table 2 I implement an additional estimation (Regression IV), which accounts for that problem with zero values. This regression specification exploits a sample data in which I add a unit-value to all “0” observation values. Then, applying the logarithm transformation, all these observations – now taking value $\log(1) = 0$ – will
appear back into the sample, allowing me to retrieve the full 318 observations. For this reason, Regression IV is a further robustness check. As one can appreciate in Table 2, in general, all the estimated coefficients of interest for Regression IV take very similar values to those in Regression II. The coefficient measuring the effect of FDI operations in the receiving region shows a positive value (0.0542321) that falls within the 95% confidence interval obtained in Regression II ([0.028378,0.130478]), when using only 138 observations. In contrast, the coefficient that measures the effect of FDI operations in neighbor countries ($\beta_6$) loses its statistical significance, which is a further signal that FDIs have only a spatial self-contained positive impact on economic growth since spillovers effects between regions do not seem to be effective. Consequently, I assess that my core regression (Regression II) is valid and my estimated coefficients are reliable, because they are supported by different robustness checks.

7. CONCLUSIONS

The effect of FDI on economic growth has been studied for several years and by several authors. However, the empirical literature has been a bit inconclusive to provide clear evidence for the positive impact of FDI on economic growth.

In this study, I reviewed both strand of literature. The former focus on the contributions that have empirically supported the idea that FDI stimulates economic growth through different technological spillovers – such as Abebe et al. (2018), Borensztein et al. (1995), Dögan & Taspinar (2013), Kotrajaras (2013), Mallick & Moore (2008), Markusen (2002), Mauro (1995), Melnyk et al. (2014), Yu et al. (2011) or Zhu (2010). The latter includes studies that have empirically supported the idea that FDI may bring external vulnerability and dependence into receiving countries, jointly with a crowding out effect of domestic investment, destructive competition between foreign affiliates and domestic firms, and “market-stealing effects” as a result of poor absorptive capacities – such as Gerlach & Liu (2010), Khaliq & Noy (2007), Margeirsson (2015), or Wan (2010). However, despite efforts made to measure the effect of FDI on economic growth, I discussed that several models used in the current literature are biased because they are

---

22 There are two missing observations corresponding to the construction industry in 2011 (in both regions) due to GFCF negative values.
not able to well identify heterogeneity problems in FDI compositions, or any spatial externality neither at the national nor the regional level. With the intention to shed some light on this issue, I developed a novel theoretical mathematical model that took into account all my previous critiques. When testing this model by using an original database created by merging different regional-level and firm-level data, my study presents empirical evidence that (within country borders) each sector and region is differentiated by its own peculiarity that is statistically relevant and must be taken into consideration. Otherwise, we would obtain biased results when running any regression model. Moreover, I find empirical evidence that FDI has a positive effect on the output of host countries, in line with the mainstream economic theory. The estimation results based on the LSDV model and the data for Ireland during the period 2000-2015 indicate that one percentage point increase in the number of FDI operations increases the country’s output approximately by 0.03 to 0.13 percent, with a 95% confidence level. However, from a spatial perspective, I fail to find positive spillover effects between regions within country borders. All the FDI spillover effects are rather self-contained in a single spatial unit. Thus, my analysis delivers the results that the growth of a region depends on the number of FDI operations within that same territory, while those of the neighboring regions do not promote, and rather dampen, its economic growth (at least in the year in which the FDI operation takes place).

Nevertheless, there are some limitations in this study that should not be overlooked. At first, because of no availability of data classified by NUTS 2 and NACE 3 at the same time, the variable measuring human capital in my econometric model is defined just as the percentage of employed people with tertiary education for each region, as a proxy for all the industries located in the same regions. Exploration for more detailed data in this respect would be valuable. Another limitation is that 5% of the observations in my sample do not provide a clear industry classification of FDI operations, as they had to be reclassified under some specific assumptions about data. In order to overcome this problem, I manually fixed the missing information adopting an ad-hoc working hypothesis. Once more, it could be interesting to check the validity of the strategy I adopted.

---

23 199 out of 4,014 observations.
Furthermore, there exists further potential development of this study that deserve to be taken into consideration. First, we would get more precise results if we worked with even more disaggregated data (e.g. at firm-level). Secondly, when data is available, we ought to work with longer time intervals so as to obtain more robust results. Finally, in this study I was not able to find FDI spatial externalities across regions in the short term, but there is space for new studies to measure FDI spillover effects in the longer term.

In conclusion, my results provide evidence that the high level of inward FDI in Ireland positively influences the country's output, but there is a lot of potential for further studies on this topic. For instance, we could introduce fiscal conditions into the research as to check whether FDI impulses growth limited to one region because of fiscal subsidies granted by local governments, which fuel the creation of local networks of suppliers limited to one region. We could also study what is causing the presence of the clusters of observations found in section 5.2. Are they the result of different local institutions’ policies and/or different governing political parties (for example)? Having this information at hand would allow us to have a deeper understanding of the topic, as well as it would eliminate the necessity to include region fixed-effects in our econometric models.
APPENDIX

APPENDIX 1: DATA CLASSIFICATION

Figure A1. NUTS 2 regions of Ireland  
Figure A2. Ireland’s counties

<table>
<thead>
<tr>
<th>Figure A3. NACE classification of economic activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>B - E</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>G - I</td>
</tr>
<tr>
<td>J</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>L</td>
</tr>
<tr>
<td>M - N</td>
</tr>
<tr>
<td>O - Q</td>
</tr>
<tr>
<td>R - S</td>
</tr>
</tbody>
</table>

Source: Own elaboration based on Eurostat data
APPENDIX 2: IRELAND’S INWARD FDI, COUNTRY OF ORIGIN

Figure A4. Ireland’s inward FDI stock from developed countries origin in 2003

Source: Own elaboration based on UNCTAD data

Figure A5. Ireland’s inward FDI stock from developed countries origin in 2007

Source: Own elaboration based on UNCTAD data

Figure A6. Ireland’s inward FDI stock from developed countries origin in 2012

Source: Own elaboration based on UNCTAD data
Figure A7. Ireland’s stock of inward FDI by immediate investor in 2016

Source: CSO Ireland

APPENDIX 3: GRETL SCREENSHOTS

Figure A8. Regression I

Source: Gretl output
Figure A9. Regression I – Collinearity

Variance Inflation Factors
Minimum possible value = 1.0
Values > 10.0 may indicate a collinearity problem

<table>
<thead>
<tr>
<th>Variable</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_hoursinhours</td>
<td>439.579</td>
</tr>
<tr>
<td>L_GFMillioneuro</td>
<td>473.285</td>
</tr>
<tr>
<td>L_workers</td>
<td>680.825</td>
</tr>
<tr>
<td>L_Location</td>
<td>2.350</td>
</tr>
<tr>
<td>L_FDist</td>
<td>8.655</td>
</tr>
<tr>
<td>L_FIns</td>
<td>6.806</td>
</tr>
<tr>
<td>D_Industry_2</td>
<td>25.160</td>
</tr>
<tr>
<td>D_Industry_3</td>
<td>6.760</td>
</tr>
<tr>
<td>D_Industry_4</td>
<td>32.615</td>
</tr>
<tr>
<td>D_Industry_5</td>
<td>18.197</td>
</tr>
<tr>
<td>D_Industry_6</td>
<td>19.775</td>
</tr>
<tr>
<td>D_Industry_7</td>
<td>39.397</td>
</tr>
<tr>
<td>D_Industry_8</td>
<td>30.774</td>
</tr>
<tr>
<td>D_Industry_9</td>
<td>10.456</td>
</tr>
<tr>
<td>D_Industry_10</td>
<td>6.839</td>
</tr>
<tr>
<td>D_region_2</td>
<td>12.971</td>
</tr>
<tr>
<td>dt_2</td>
<td>1.693</td>
</tr>
<tr>
<td>dt_3</td>
<td>3.653</td>
</tr>
<tr>
<td>dt_4</td>
<td>2.084</td>
</tr>
<tr>
<td>dt_5</td>
<td>5.257</td>
</tr>
<tr>
<td>dt_6</td>
<td>1.767</td>
</tr>
<tr>
<td>dt_7</td>
<td>2.619</td>
</tr>
<tr>
<td>dt_8</td>
<td>1.950</td>
</tr>
<tr>
<td>dt_9</td>
<td>4.874</td>
</tr>
<tr>
<td>dt_10</td>
<td>2.872</td>
</tr>
<tr>
<td>dt_11</td>
<td>4.888</td>
</tr>
<tr>
<td>dt_12</td>
<td>1.648</td>
</tr>
<tr>
<td>dt_13</td>
<td>4.076</td>
</tr>
<tr>
<td>dt_14</td>
<td>2.087</td>
</tr>
<tr>
<td>dt_15</td>
<td>5.860</td>
</tr>
</tbody>
</table>

VIF(i) = 1/(1 - R(i)^2), where R(i) is the multiple correlation coefficient between variable i and the other independent variables

Source: Gretl output

Figure A10. Regression II

Test on Model 2:
Null hypothesis: the regression parameter is zero for L_workers
Test statistic: Robust F(1, 19) = 3.10231, p-value 0.003362
Omitting variables improved 1 of 3 information criteria.

Model 3: Pooled DLS, using 138 observations
Included 20 cross-sectional units
Time-series length: minimum 4, maximum 9
Dependent variable: L_GFMillioneuro
Robust (MAC) standard errors

<table>
<thead>
<tr>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>-0.218185</td>
<td>1.45866</td>
<td>-0.1449</td>
</tr>
<tr>
<td>L_hoursinhours</td>
<td>0.010869</td>
<td>0.116829</td>
<td>5.187</td>
</tr>
<tr>
<td>L_GFMillioneuro</td>
<td>0.345797</td>
<td>0.0393388</td>
<td>3.783</td>
</tr>
<tr>
<td>L_workers</td>
<td>0.058422</td>
<td>0.0869623</td>
<td>6.662</td>
</tr>
<tr>
<td>D_region_2</td>
<td>0.214986</td>
<td>0.0297247</td>
<td>-2.123</td>
</tr>
<tr>
<td>D_Industry_2</td>
<td>1.242568</td>
<td>0.134399</td>
<td>11.17</td>
</tr>
<tr>
<td>D_Industry_3</td>
<td>1.242388</td>
<td>0.0789035</td>
<td>17.67</td>
</tr>
<tr>
<td>D_Industry_4</td>
<td>0.921493</td>
<td>0.157959</td>
<td>5.018</td>
</tr>
<tr>
<td>D_Industry_5</td>
<td>1.38515</td>
<td>0.163755</td>
<td>7.978</td>
</tr>
<tr>
<td>D_Industry_6</td>
<td>1.40977</td>
<td>0.184262</td>
<td>8.085</td>
</tr>
<tr>
<td>D_Industry_7</td>
<td>2.62464</td>
<td>0.340778</td>
<td>7.623</td>
</tr>
<tr>
<td>D_Industry_8</td>
<td>0.662345</td>
<td>0.125333</td>
<td>8.552</td>
</tr>
<tr>
<td>D_Industry_9</td>
<td>1.32168</td>
<td>0.115942</td>
<td>21.32</td>
</tr>
<tr>
<td>D_Industry_10</td>
<td>0.305582</td>
<td>0.126858</td>
<td>2.371</td>
</tr>
<tr>
<td>dt_2</td>
<td>-0.012895</td>
<td>0.0526636</td>
<td>-0.3471</td>
</tr>
<tr>
<td>dt_3</td>
<td>-0.026808</td>
<td>0.177028</td>
<td>-0.1514</td>
</tr>
<tr>
<td>dt_4</td>
<td>-0.030459</td>
<td>0.0640421</td>
<td>1.278</td>
</tr>
<tr>
<td>dt_5</td>
<td>-0.030826</td>
<td>0.129527</td>
<td>-0.7954</td>
</tr>
<tr>
<td>dt_6</td>
<td>-0.026286</td>
<td>0.0564866</td>
<td>0.9994</td>
</tr>
<tr>
<td>dt_7</td>
<td>-0.055715</td>
<td>0.134765</td>
<td>-0.4094</td>
</tr>
<tr>
<td>dt_8</td>
<td>0.107543</td>
<td>0.0746499</td>
<td>1.441</td>
</tr>
<tr>
<td>dt_9</td>
<td>-0.127846</td>
<td>0.103078</td>
<td>-1.2097</td>
</tr>
<tr>
<td>dt_10</td>
<td>0.846710</td>
<td>0.0651871</td>
<td>7.058</td>
</tr>
<tr>
<td>dt_11</td>
<td>-0.041815</td>
<td>0.147464</td>
<td>-0.2833</td>
</tr>
<tr>
<td>dt_12</td>
<td>0.029962</td>
<td>0.090707</td>
<td>0.2327</td>
</tr>
<tr>
<td>dt_13</td>
<td>-0.083138</td>
<td>0.139226</td>
<td>-0.6323</td>
</tr>
<tr>
<td>dt_14</td>
<td>0.0804129</td>
<td>0.054109</td>
<td>1.476</td>
</tr>
<tr>
<td>dt_15</td>
<td>0.152220</td>
<td>0.136085</td>
<td>1.112</td>
</tr>
</tbody>
</table>

Mean dependent var 0.620281 S.D. dependent var 1.532919
Sum squared resid 3.217153 S.E. of regression 0.175293
R-squared 0.901784 Adjusted R-squared 0.876791
F(29, 19) 180.2851 P-value(F) 1.58e-15
Log-Likelihood 63.24079 Akaike criterion -70.60148
Schwarz criterion 26.73621 Hannan-Quinn -31.39449
Log 0.2097235 Durbin-Watson 1.082424

Excluding the constant, p-value was highest for variable 47 (dt_11)

Source: Gretl output
Figure A11. Regression II – Collinearity

![VIF Table](source: Gretl output)

Figure A12. Regression II – First order autocorrelation: AR(1)

![AR(1) Table](source: Gretl output)

Figure A13. Regression II – The nature of autocorrelation: ‘time’ vs. ‘saved errors’

![Autocorrelation Graph](source: Gretl output)
Figure A14. Regression III

![Figure A14. Regression III](image1)

Source: Gretl output

Figure A15. Regression III – First order autocorrelation: AR(1)

![Figure A15. Regression III – First order autocorrelation: AR(1)](image2)

Source: Gretl output
Figure A16. Regression IV

<table>
<thead>
<tr>
<th>Model 16: Pooled OLS, using 318 observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included 20 cross-sectional units</td>
</tr>
<tr>
<td>Time-series length: minimum 15, maximum 16</td>
</tr>
<tr>
<td>Dependent variable: l_GVAmillioneuro</td>
</tr>
<tr>
<td>Robust (MAC) standard errors</td>
</tr>
<tr>
<td>Omitted due to exact collinearity: dt_16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>-2.67027</td>
<td>0.58560</td>
<td>-5.299</td>
</tr>
<tr>
<td>l_Hoursinhour - 0.71518</td>
<td>0.0495105</td>
<td>14.45</td>
<td>1.07e-11 ***</td>
</tr>
<tr>
<td>l_GFCFrillioneuro</td>
<td>0.230738</td>
<td>0.019894</td>
<td>11.50</td>
</tr>
<tr>
<td>l_MverageL</td>
<td>0.350006</td>
<td>0.050669</td>
<td>6.405</td>
</tr>
<tr>
<td>l_IDirrobust</td>
<td>0.0562321</td>
<td>0.0102122</td>
<td>5.423</td>
</tr>
<tr>
<td>l_FDineighborbo</td>
<td>-0.00328138</td>
<td>0.0232204</td>
<td>-0.1470</td>
</tr>
<tr>
<td>DIndustry_2</td>
<td>1.85795</td>
<td>0.102861</td>
<td>11.41</td>
</tr>
<tr>
<td>DIndustry_3</td>
<td>1.36547</td>
<td>0.0877683</td>
<td>15.56</td>
</tr>
<tr>
<td>DIndustry_4</td>
<td>1.03129</td>
<td>0.156289</td>
<td>6.599</td>
</tr>
<tr>
<td>DIndustry_5</td>
<td>1.08079</td>
<td>0.101285</td>
<td>15.96</td>
</tr>
<tr>
<td>DIndustry_6</td>
<td>2.12115</td>
<td>0.166639</td>
<td>12.73</td>
</tr>
<tr>
<td>DIndustry_7</td>
<td>3.02573</td>
<td>0.176479</td>
<td>17.17</td>
</tr>
<tr>
<td>DIndustry_8</td>
<td>1.29298</td>
<td>0.102170</td>
<td>7.114</td>
</tr>
<tr>
<td>DIndustry_9</td>
<td>1.35179</td>
<td>0.102211</td>
<td>13.23</td>
</tr>
<tr>
<td>DIndustry_10</td>
<td>1.84166</td>
<td>0.117809</td>
<td>8.336</td>
</tr>
<tr>
<td>DRegion_2</td>
<td>0.136774</td>
<td>0.040023</td>
<td>2.849</td>
</tr>
<tr>
<td>dt_2</td>
<td>0.00695919</td>
<td>0.0367076</td>
<td>0.1896</td>
</tr>
<tr>
<td>dt_3</td>
<td>0.184045</td>
<td>0.100004</td>
<td>1.847</td>
</tr>
<tr>
<td>dt_4</td>
<td>0.00050702</td>
<td>0.0481627</td>
<td>0.08329</td>
</tr>
<tr>
<td>dt_5</td>
<td>0.00265429</td>
<td>0.0973432</td>
<td>0.82727</td>
</tr>
<tr>
<td>dt_6</td>
<td>0.00062651</td>
<td>0.0482756</td>
<td>1.994</td>
</tr>
<tr>
<td>dt_7</td>
<td>0.168388</td>
<td>0.0857888</td>
<td>1.963</td>
</tr>
<tr>
<td>dt_8</td>
<td>0.0712866</td>
<td>0.0242058</td>
<td>1.142</td>
</tr>
<tr>
<td>dt_9</td>
<td>0.08554302</td>
<td>0.109458</td>
<td>0.85684</td>
</tr>
<tr>
<td>dt_10</td>
<td>0.0138050</td>
<td>0.0552269</td>
<td>0.2580</td>
</tr>
<tr>
<td>dt_11</td>
<td>0.154299</td>
<td>0.0880995</td>
<td>1.751</td>
</tr>
<tr>
<td>dt_12</td>
<td>0.0158665</td>
<td>0.0533538</td>
<td>0.2824</td>
</tr>
<tr>
<td>dt_13</td>
<td>-0.0207065</td>
<td>0.101335</td>
<td>-0.2048</td>
</tr>
<tr>
<td>dt_14</td>
<td>0.0178050</td>
<td>0.0447576</td>
<td>0.4399</td>
</tr>
<tr>
<td>dt_15</td>
<td>0.187862</td>
<td>0.112232</td>
<td>1.674</td>
</tr>
</tbody>
</table>

Mean dependent var 8.281263 S.D. dependent var 1.239290

Mean squared resid 14.38631 S.E. of regression 0.223501
R-squared 0.978451 Adjusted R-squared 0.964745
F(29, 130) 183.9734 P-value(1) 1.16e-15
Log-likelihood 41.00563 Akaike criterion -22.01126
Schwarz criterion 98.05828 Hannan-Quinn 23.06635
rho 0.161048 Durbin-Watson 1.776414

Excluding the constant, p-value was highest for variable 41 (dt_5)

Source: Gretl output

Figure A17. Regression IV – First order autocorrelation: AR(1)

<table>
<thead>
<tr>
<th>Model 17: Pooled OLS, using 296 observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included 20 cross-sectional units</td>
</tr>
<tr>
<td>Time-series length: minimum 13, maximum 15</td>
</tr>
<tr>
<td>Dependent variable: what_regIV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>9.08473e-05</td>
<td>0.0118188</td>
<td>0.007956</td>
</tr>
<tr>
<td>what_regIV_lag1</td>
<td>0.8160561</td>
<td>0.0545986</td>
<td>0.2942</td>
</tr>
</tbody>
</table>

Mean dependent var 0.000073 S.D. dependent var 0.202869

Mean squared resid 12.13738 S.E. of regression 0.203184
R-squared 0.886294 Adjusted R-squared -0.003186
F(1, 294) 8.886488 P-value(1) -0.768898
Log-likelihood 52.71645 Akaike criterion -101.4329
Schwarz criterion -94.85217 Hannan-Quinn -98.47780
rho -0.005730 Durbin-Watson 1.935419

Source: Gretl output
Figure A18. Regression II – Tests

Test for omission of variables –
Null hypothesis: parameters are zero for the variables
DRegion_2
Test statistic: $F(1, 19) = 3.65568$
with p-value = $P(F(1, 19) > 3.65568) = 0.0710781$

Test for omission of variables –
Null hypothesis: parameters are zero for the variables
dt_2
dt_3
dt_4
dt_5
dt_6
dt_7
dt_8
dt_9
dt_10
dt_11
dt_12
dt_13
dt_14
dt_15
Test statistic: $F(14, 19) = 2.62565$
with p-value = $P(F(14, 19) > 2.62565) = 0.0259396$

White's test for heteroskedasticity –
Null hypothesis: heteroskedasticity not present
Test statistic: $LM = 26.0649$
with p-value = $P(Chi-square(34) > 26.0649) = 0.790944$

Distribution free Wald test for heteroskedasticity –
Null hypothesis: the units have a common error variance
Asymptotic test statistic: $Chi-square(28) = 70.411$
with p-value = $1.56842e-07$

Pesaran CD test for cross-sectional dependence –
Null hypothesis: No cross-sectional dependence
Asymptotic test statistic: $z = -1.57449$
with p-value = $0.115374$

Source: Gretl output

Figure A19. Regression II – F Test

Residual variance: $2.52127/(138 - 49) = 0.0283289$

Joint significance of differing group means:
$F(19, 89) = 1.29266$ with p-value $0.208529$
(A low p-value counts against the null hypothesis that the pooled OLS model is adequate, in favor of the fixed effects alternative.)

Source: Gretl output

Figure A20. Regression II – Confidence ellipse

Source: Gretl output
Figure A20. Regression IV – Tests

Source: Gretl output

Figure A21. Regression IV – F Test

Source: Gretl output

Figure A20. Regression IV – Confidence ellipse

Source: Gretl output
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