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Zusammenfassung

Diese Arbeit befasst sich mit der maschinellen Ubersetzung in der Sprachkombination
Deutsch-Spanisch. Es handelt sich um eine theoretisch-praktische Arbeit, deren Ziel es ist,
herauszufinden, welcher der im Internet verfiigharen Ubersetzungsprogramme die
niitzlichsten Ubersetzungen anbietet. Diese sollen die Arbeit eines professionellen
Ubersetzers in einer Zeit beschleunigen, in der die technologische Forschung zahlreiche
Fortschritte in Linguistik und Ubersetzung gemacht hat und die Menge der erzeugten Daten
zunimmt. In diesem Beitrag werden die Geschichte, die Funktionsweise und die
verschiedenen Arten der maschinellen Ubersetzung untersucht: vier verschiedene Texte
werden mit drei verschiedenen Ubersetzungsprogrammen iibersetzt und analysiert, wobei

der funktionale Ansatz der Ubersetzung zugrunde gelegt wird.
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LM: lengua meta
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TA: traduccién automatica
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1. Introduccion

1.1. Eleccion del tema
La traduccion es una de las profesiones mas antiguas que existen y desde hace siglos,
la humanidad suena con sobrepasar las fronteras de los idiomas y poder comunicarse
sin necesidad de hablar la misma lengua. Debido a la progresion hacia la globalizacion
que se esta produciendo en las Gltimas décadas, la traduccion se ha vuelto cada vez
mas necesaria, ya que podemos estar en contacto con cualquier lengua o cultura al

instante.

Como profesional en practicas del mundo de los servicios lingiiisticos, trabajo con
traduccion automatica en mi dia a dia, y gracias a esta experiencia he podido observar
como las tecnologias del lenguaje se vuelven cada vez mas sofisticadas y generan un
interés creciente en la sociedad. Este es el motivo que me ha animado a hacer un

trabajo de campo sobre la traduccion automatica que combina teoria y practica.

La demanda creciente de servicios lingiiisticos es proporcional al avance tecnolégico.
A medida que el volumen de datos se ha incrementado, el papel de los traductores se
ha visto modificado, y se ha creado la necesidad de disponer de herramientas que
faciliten el procesamiento de la enorme cantidad de datos que se producen
diariamente en todos los sectores: financiero, tecnolégico, cientifico, etc. El perfil del
traductor ya no es el mismo que el de hace 50 o 100 afios. Actualmente es tan
importante dominar a la perfeccién un idioma extranjero como saber manejar las
herramientas informaticas y adaptarse a un contexto con un enorme volumen de
datos: por ello, es necesario establecer una serie de medidas para optimizar el proceso

de traduccion, y la traduccion automatica ofrece posibilidades muy interesantes.

1.2. Objetivos del trabajo
El objetivo principal de este trabajo es ver como diferentes programas de traduccién
automatica funcionan para la combinacion lingiiistica aleman-espafiol y determinar
de qué manera las traducciones que ofrecen son mas o menos ttiles para un traductor

profesional.

El objetivo secundario es determinar los parametros ideales, derivados de la
investigacion de los diferentes traductores automéaticos que existen, que deben ser
considerados a la hora de escoger un programa de traduccion automatica en una
situaciéon laboral. Es por ese motivo que es importante también determinar la

tipologia y funcidn de los textos elegidos para llevar a cabo este trabajo.

Para lograr estos objetivos se plantean algunas preguntas que al final del trabajo
deben ser respondidas:

- ¢Como funcionan los motores de traduccion automatica?
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- ¢Qué criterios hay que tener en cuenta a la hora de elegir un tipo de traducciéon

automatica?
- ¢Qué funcioén tiene la traduccién automatica?

- ¢Qué motor de traduccién automatica ofrece mejores resultados en la
combinacién lingiiistica aleméan-espafiol?
- ¢Para qué tipo de texto funciona mejor la traduccién automatica del aleman al

espaiol?

1.3. Metodologia y estructura del trabajo
Para lograr los objetivos y responder a las preguntas planteadas, se seleccionan 3
motores de traducciéon automaética disponibles de forma gratuita en Internet y, con
cada uno de ellos, se traducen 4 textos diferentes. Los resultados son analizados
mediante unos criterios de evaluacion, y a partir de este analisis se llega a las

conclusiones finales.

Este trabajo se divide en dos grandes bloques: un bloque teérico y un bloque
préctico. En el bloque tedrico, se define qué es la traducciéon automatica y se explican
los principales sistemas en los cuales se basa, asi como los métodos mas conocidos y
usados actualmente, un resumen sobre la historia de la traduccidén automatica desde
los primeros métodos y teorias propuestas a finales de la Edad Media hasta la
actualidad. También se presentan los tipos de texto que van a ser traducidos y los
criterios de su eleccion. En la parte practica, se presentan los resultados obtenidos
mediante los distintos motores de traducciéon que se han utilizado y se hace un
analisis de ellos. A partir de este analisis se muestran las conclusiones y se

responden a las preguntas formuladas en los objetivos.

El trabajo est4 estructurado en 8 capitulos. El primero consta de una introduccion al
tema y la presentacion de los objetivos y 1a metodologia del trabajo; en el segundo
capitulo se habla de la traduccién automaética: su historia, su definicion y
clasificacion y los motores de traduccién automatica elegidos para llevar a cabo las
traducciones de este trabajo; el tercer capitulo est4 dedicado a los textos elegidos
para ser traducidos y los criterios que se han tenido en cuenta para su seleccion, asi
como también una descripcién de su tipologia y funcién. El cuarto capitulo consiste
en el método de evaluacion y los criterios que se tendran en cuenta. En el quinto
capitulo se muestran los resultados de la traduccion automatica de los textos
elegidos en forma de tablas, donde son analizados segtn los criterios elegidos. En el
sexto capitulo se exponen las conclusiones: se responde a las preguntas planteadas
en los objetivos del trabajo mediante los resultados del analisis de las traducciones.

Los capitulos séptimo y octavo contienen la bibliografia y los anexos.
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2. La traduccion automatica

2.1. Historia
La investigacion en el campo del lenguaje y de la traduccion es un hecho del que
existen evidencias ya en el siglo XVII, cuando se empez6 a forjar un movimiento a
favor de una “lengua universal” basada en principios l6gicos y que permitiera la
comunicacion a nivel mundial sin ambigiiedades. A mediados de ese siglo se
empezaron a publicar ejemplos de diccionarios mecanicos, constituidos a partir de
codigos numéricos. Este concepto ya lo habian mencionado filésofos como Descartes
anteriormente, pero se habian quedado en meras teorias. El 1668, John Wilkins
publicaba un articulo presentando un tipo de traducci6on automaética llamado
interlingua. Este método consiste en la conversion de un texto en representaciones de
“significado” comunes a varias lenguas (interlingua) primero y, después, la conversion
de estas representaciones a la lengua meta. Durante los siglos posteriores, se continu6
investigando en la automatizacion de la traduccion, y en el siglo XX se patentaron dos
métodos distintos: un dispositivo de almacenaje en papel en el cual se indicaba el
equivalente de una palabra en otra lengua, y el otro, un método de traduccién que
constaba de tres fases y que actualmente se conoce como transferencia. Este tltimo
era un sistema presentado por un cientifico de origen ruso, Petr Smirnov-Troyanski,
y fue el mas significativo y visionario ya que se adelanté mucho a la época. El método
constaba de una primera fase en la cual un editor experto en la lengua de origen
analizaba la “logica” de las palabras y las reducia a formas basicas y funciones
sintacticas; durante la segunda fase, una maquina transformaba las secuencias formas
béasicas y funciones en secuencias equivalentes en la lengua meta; por Gltimo, un
editor experto en la lengua meta se encargaba de convertir el producto resultante de

las primeras fases en las formas naturales de la lengua en cuestion.

Unos anos mas tarde, después de la invencion de los ordenadores, dos investigadores
propusieron por primera vez la idea de usar los ordenadores para traducir. Fue uno
de esos cientificos, Warren Weaver, quien en 1949 presento oficialmente la TA y varios
métodos para llevarla a cabo, como por ejemplo la utilizacion de técnicas
criptograficas de la segunda guerra mundial. Esto lo describi6 en un memorandum,
que esta considerado el documento mas influyente en la historia temprana de la
traduccion automatica (Cesar 2018). En 1951 se nombro6 al primer investigador en TA,
Yenoshua Bar-Hillel y, al afio siguiente se organizo el primer simposio sobre el tema,
en el cual se discuti6 cudl seria la orientacién principal de las futuras investigaciones.
Se plantearon propuestas sobre la sintaxis, la construccion de sistemas de
sublenguajes y se reconoci6 la necesidad de la intervenciéon humana en el proceso

mediante una pre- y postediciéon (Hutchins 1995)
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En 1954 tuvo lugar la primera demostraciéon puablica de un programa de TA: se
tradujeron 49 frases del ruso al inglés usando un vocabulario de 250 palabras y 6
reglas gramaticales. El interés que gener6 el proyecto provoco que se financiaran un
sinfin de investigaciones sobre el tema en los Estados Unidos y en otros paises como
la antigua Uni6n Soviética (Hutchins 1995).

Durante la década de los 60, la investigacion se mantuvo muy activa y los grupos de
investigacion adoptaron diferentes enfoques, y es importante mencionar que influy6
considerablemente también en la lingiiistica computacional y la inteligencia artificial.
Sin embargo, la complejidad de los problemas lingiiisticos se hizo cada vez mas
notable. En 1966 se public6 un informe del comité ALPAC (Automatic Language
Processing Advisory Committee) que tuvo un gran impacto en la investigacion de las
décadas posteriores: en €I, se concluia que la TA era mas lenta, menos precisa y mas
cara que la traduccion humana y que no resultaba rentable la investigacion en ese
ambito. Asi mismo, si que recomendaba centrarse mas en desarrollar herramientas
informaéticas para los traductores que pudieran serles ttiles y apoyar la investigacion
en lingliistica computacional. Este informe, polémico y ampliamente criticado por
muchos sectores, caus6 una reducciéon enorme en las ayudas financieras para los
proyectos ya iniciados hasta el punto de casi eliminar la investigacion de TA durante

muchos anos.

En los afios 70, la investigacion se realizo fuera de los Estados Unidos. En Canada tuvo
una mayor importancia dada su condiciéon de pais bilingiie, ya que la demanda de
traduccion inglés-francés aumentaba progresivamente. Fue en Montreal donde se
cre6 un sistema que se hizo muy conocido, llamado Météo, que traducia los partes
meteorologicos. Mas tarde, en 1976, la Comisién de las Comunidades Europeas
implement? el sistema de traduccion Systran, creado por el investigador Peter Toma,
para realizar traducciones ruso-inglés. Se trataba de un sistema de traduccion basado
en reglas que disponia de unas reglas sintacticas y gramaticas y diccionarios, que
permitian trabajar las frases palabra por palabra. A partir de este momento se
empezaron a desarrollar otros programas para pares de lenguas de la Comunidad
Europea, y se inici6 un gran proyecto multilingiie, basado en los ultimos avances en
TA y lingiiistica computacional. Este proyecto recibi6 el nombre de Eurotra y su
concepcion se debe en gran medida a la investigacion de los afos 60 que tuvo lugar
en Grenoble y Saarbriicken, donde se crearon sistemas de interlingua que en aquel
momento no fueron satisfactorios, pero sirvieron de base para proyectos posteriores.
Asi, a partir de ese momento se cambi6 el enfoque de la investigacién en TA y
empezaron a crearse programas basados en el sistema de transferencia, como por

ejemplo los programas Ariane, SUSY o METAL.

Durante la década siguiente el panorama volvié a cambiar, y surgieron nuevas

estrategias basadas en el concepto de interlingua que se sumaron al diseno de



Claudia Riba (2019): Estudio comparativo de programas de traduccion automética para el par de 42
lenguas aleman-espafiol

sistemas basados en la transferencia. Una investigacion que resulta particularmente
interesante fue llevada a cabo por la comunidad cientifica dedicada a la investigacion
sobre la Inteligencia Artificial, y concluy6 que la traduccion implica, necesariamente,
la “comprension del contenido de los textos y, por consiguiente, debe hacer referencia
al mundo real” (W. John Hutchins 1995). Esta idea supone que la traducciéon debe

hacerse a través de representaciones basadas en elementos extralingiiisticos.

Empezaron a surgir las denominadas empresas proveedoras de servicios lingiiisticos,
como por ejemplo la conocida empresa alemana TRADOS GmbH (1984), que mas
tarde se convirtié en una proveedora de productos de traduccion al comercializar sus
propios sistemas de traduccion asistida. Pero la primera aplicacion comercial en TA
fue el Translation Support System desarrollado por la empresa ALPS en Estados
Unidos, que desarrollé un procesador de textos multilingiie y un sistema de gestion
de terminologia con acceso a segmentos previamente traducidos (Garcia 2005).

En los afos 90, el sueno de poder comunicarse al momento entre hablantes de
distintas lenguas al que el mundo de la ciencia ficciéon y especialmente Douglas Adams
en su libro «Guia del autoestopista intergalactico» (1979) recurrian con frecuencia,
parecia cada vez mas alcanzable. En este libro aparece un dispositivo llamado El Pez
de Babel (Babel Fish), que es un traductor universal (Krumm y Dwertmann 2019). De
hecho, en 1997 las plataformas AltaVista y Yahoo! (que mas tarde pasaron a ser Bing
Translator) desarrollaron una péagina web con el nombre Babel Fish que traducia
textos a un solo clic gracias al programa Systran (Krumm y Dwertmann 2019).

Durante esta década se produjeron avances en el reconocimiento y sintesis de la voz
y, ademas, los programas de TA aparecieron por primera vez en los canales

comerciales (Garcia 2005).

Fue también la década del desarrollo masivo de las herramientas de traducciéon
asistida mas conocidas hoy en dia, con programas como Multiterm (1990) o
Workbench (1992), ambos lanzados por Trados. En ese momento el sistema operativo
Windows estaba ganando mucha importancia y muchas empresas desarrolladoras de
software la tenian en el punto de mira. Habia una gran competencia en el mercado: la
empresa IBM también empez6 a comercializar una herramienta de traduccién
llamada Translation Manager, GlobalWare lanz6 su programa de localizacion XL8,
SDL Internationals comercializo SDLX, etc. El gran titin en ese momento era
Eurolang Optimizer, lanzado en 1994, que supuso una inversion de 100 millones de
dolares (Garcia 2005).

La empresa Microsoft lanz6 en el afio 2000 la primera version de su sistema de
traduccién automaética, basado inicialmente en formas légicas y la aplicaciéon de
correccion desarrollada para Word. Después, en 2007, lanz6 la pagina web de

traduccion Bing Translator. Mas tarde, el servicio se ampli6 para incluir sus productos



Claudia Riba (2019): Estudio comparativo de programas de traduccion automatica para el par de 43
lenguas aleman-espafiol

en una API localizada en la nube, disponible tanto para clientes como empresas

usuarias (Garcia 2005).

En las dltimas décadas el intercambio de informacién y el trabajo en equipo han
pasado a desarrollarse a escala global gracias a Internet, y con ello, el mundo de las
tecnologias de la traduccion se ha revolucionado: ahora es posible formar equipos de
traductores de todo el mundo para colaborar en un mismo proyecto. Con este nuevo
panorama, los desarrolladores de programas han tenido que adaptarse a las
necesidades derivadas de la globalizacion y ofrecer bases de datos robustas, la
posibilidad de procesar distintos formatos, servidores capaces de soportar bases de

datos compartidas en la red, etc. (Garcia 2005).

El dltimo descubrimiento en esta materia fue el sistema de traduccién neuronal que,
a pesar de haber tenido intentos fallidos, fue presentado por Google en 2016 (Krumm
y Dwertmann 2019) y tuvo una gran repercusion mediatica. Desde entonces, este
sistema se ha ido introduciendo poco a poco en el mercado y han aparecido varias
empresas de servicios lingliisticos que presentan este sistema de traducciéon, como por

ejemplo la alemana DeepL en 2017 (Parra 2015).

2.2. Definicion y funcion de la TA

Después de hacer un recorrido por la historia de la traduccién automaética, es
pertinente dar una definicion clara de qué es exactamente la traducciéon automatica
actualmente y, lo que es mas importante, hacer una distincion entre la traduccion
automatica de la profesional, asi como de la traduccion asistida (TAO). La traducciéon
automatica es la produccion de un texto escrito en una lengua meta (LM) a partir de
un texto escrito en una lengua de origen (LO), mediante un ordenador (Tannuri y
Fluminense 2010). A pesar de que esta traduccion puede ser usada como un producto
profesional, no es lo mismo una traduccion automatica que una traduccion
profesional, es decir, llevada a cabo por un profesional. Asi mismo, también hay que
distinguir la traduccién automaéatica de la TAO: aunque ambas se sirven de
ordenadores, en la traduccion automatica todo el proceso de traduccion tiene lugar
sin la intervencion humana. En cambio, la TAO es llevada a cabo por un profesional
con la ayuda de herramientas tecnologicas de traducciéon en un ordenador.

Conocer les caracteristicas del programa o motor: de traduccion, saber como funciona
para anticiparse a los errores y, al mismo tiempo, conocer la naturaleza de les lenguas

con las que se trabaja es fundamental.

1 En el ambito de la traduccién automatica, se habla de un motor para referirse al sistema

que utiliza el programa de traduccién. De esta forma, se utiliza la palabra motor como

sindénimo de programa.
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La TA responde a diferentes funciones, y es preciso establecer para qué funcion se
utiliza en este trabajo. Forcada (Forcada 2010) habla de dos funciones principales de
la TA. La asimilacion, en la cual la traducciéon automatica se usa cuando la LO es
desconocida y, por tanto, se quiere entender el texto original. Cuando si que se
comprende la LO y lo que se quiere es producir un texto en LM para ser publicado o
usado para fines profesionales, la traduccién automatica se usa como un paso
intermedio y tiene la funcién de diseminacién. Es en esta segunda funcién que se basa
este trabajo, puesto que el objetivo es determinar qué motor de TA funciona mejor
para la traducciéon del aleman-espafol, para que lo puedan usar traductores
profesionales como complemento en su trabajo y, por lo tanto, es necesario que

conozcan el idioma de partida.

De la funci6on de diseminacion se deduce, por tanto, que el texto que ofrece la
traduccidon automatica no puede ser el texto final, sino que necesita una postedicion
de un profesional, en este caso un traductor que entienda las dos lenguas con las que

esta trabajando.

2.3. La TA de aleman-espanol
Para la combinacion lingiiistica aleman-espafiol, la TA presenta algunas dificultades
debidas a varios motivos. En primer lugar, se trata de dos lenguas que no comparten
una raiz, por lo tanto, estan muy alejadas y eso dificulta el proceso de traduccion.
Las oraciones se construyen en un orden distinto y la estructura gramatical también
es distinta, y para el programa de traduccion resulta dificil reproducir el texto en la
lengua meta sin copiar el orden sintactico del texto original. Otro motivo que podria
hacer que la traduccién aleméan-espafiol no sea de buena calidad, segin (Ruiz
Olmedo 2018), es el tamano del corpus en esa combinacion lingiiistica. Asi como el
inglés o el francés si que son lenguas que se traducen al espaiiol con frecuencia, con
el aleman no existe una historia larga de traduccién al espafiol. Esto hace que el
corpus para la combinacién aleméan-espafiol sea pequeiio y, por tanto, disminuya la
calidad de la TA.

Segun un estudio de (Zayas 2013), la ensenanza del aleméan en la educacion infantil,
primaria y secundaria en Espafia es muy baja en comparacion con el inglés y el
francés, siendo el inglés el idioma extranjero que mas se ensefia con diferencia.
Aungque la situacion actual haya mejorado y cambiado respecto a décadas anteriores,
la realidad es que nos encontramos en Espaiia con relativamente pocas personas que

tengan conocimientos de la lengua alemana.

2.4. Situacion de la TA en Espana
Un estudio llevado a cabo por ProjecTA (Torres-Hostench, Presas y Cid-Leal 2016)

publicado en 2016 realiz6 una encuesta a diferentes empresas de servicios
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lingtliisticos en Espafa para ver con qué frecuencia utilizan la traducciéon automatica
en sus proyectos. El resultado fue que casi la mitad de ellas utilizan la TA, y que el
sistema preferido por la mayoria es el estadistico. Sin embargo, un 45% la utilizan
solamente en menos del 10% de sus proyectos. Tal y como apunta el estudio, las
empresas que mas utilizan la TA son de tamafo mediano y con una larga trayectoria,
esto quiere decir que tienen una mayor capacidad econémica y, por tanto, pueden
permitirse una mayor inversion tecnoldgica e implantar sistemas de TA propios para

mejorar su productividad.

2.5. Sistemas de TA
Hoy en dia podemos decir que la traduccién automatica se clasifica en tres sistemas:
la traduccion basada en reglas, la traduccién por corpus y los sistemas hibridos, que

son una combinacion de los dos primeros que surgié méas recientemente.

Dentro de cada sistema hay diferentes métodos, y en este apartado he hecho una

seleccion de los més conocidos para ofrecer una idea general de su funcionamiento.

Hablaré de la traduccion basada en reglas (TABR), la traduccion estadistica (TAE), la
traduccion basada en ejemplos (TABE), la traduccion hibrida y la traduccion neuronal
(TAN) (Challenges 2018).

2.5.1. Traduccion basada en reglas
Es el mas antiguo de todos. Este enfoque utiliza informacion lingiiistica y funciona
por pares de lenguas. Necesita reglas gramaticales de la lengua de origen y la de
partida y también diccionarios bilingiies y reglas de transferencia. Cualquier regla que
no esté incluida en esas gramaéticas, no sera reconocida y, por lo tanto, las estructuras
lingiiisticas que se forman con esas reglas no podran ser traducidas. Por este motivo
que se considera muy poco rentable, ya que requiere una gran inversiéon de tiempo y
recursos (Lopuszanska y Masc 2019). Sin embargo, no necesita una gran cantidad de

datos como por ejemplo el sistema estadistico o neuronal (Parra 2015).
Hay tres métodos distintos que se basan en el sistema de reglas:

Traduccion directa: fue presentado pablicamente en 1954 por Leon Dostert y Paul
Garvin con un ordenador IBM (Prieto 2012). Este método consta de grandes
diccionarios y unas reglas sintacticas minimas, eso quiere decir que hace traducciones
palabra por palabra practicamente. Dadas las limitaciones tecnoldgicas y la escasa
investigacion en lingiiistica computacional de la época, este sistema fue muy criticado
en el informe APLAC de 1966, en el cual se sugeria que la investigacion en TA debia
abandonarse (ver Capitulo 1). Sin embargo, han sido muchas las empresas que han
optado por mejorar y seguir usando este método.

Interlingua: este concepto fue creado y publicado por John Wilkins en 1668. El

proceso de traduccion tiene dos partes: primero, el texto se convierte a un lenguaje
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universal, la interlingua, que contiene representaciones de significado. Después, éstas
se convierten a la lengua meta. Este sistema tiene la ventaja de que no necesita un
conocimiento bilingiie para afiadir un idioma nuevo (Forcada 2010),sin embargo esta
restringido a tareas de traduccién limitadas, ya que es imposible crear una interlingua
universal con todas las reglas que requiere y, al final, las representaciones acaban
siendo representaciones del texto mas que del significado en general (Lopuszanska y
Masc 2019).

Transferencia: es el mas habitual de los tres (Tannuri y Fluminense 2010).Aparecio
por primera vez en 1933 de la mano de Peter Smirnov Troyanski (Prieto 2012), y
consta de tres etapas: andlisis, transferencia y generacion. En la primera etapa, el
texto en la lengua de origen se analiza mediante un conjunto de reglas lingiiisticas y
produce unas representaciones abstractas intermedias, que proporcionan
informacion acerca de la categoria gramatical y el orden sintéactico, para después
poder aplicarlas a la lengua meta (Tannuri y Fluminense 2010). En la segunda etapa,
estas estructuras son transferidas a una nueva representacion intermedia, esta vez de
la lengua meta. En esta etapa se utilizan diccionarios bilinglies para transferir el
vocabulario y reglas sinticticas para transferir la estructura. En la altima etapa, se

genera una traduccion a partir de la representacion de la lengua meta (Croes 2019).

2.5.2. Traduccion por corpus
Este sistema utiliza conjuntos de textos (corpus) bilingiies paralelos y alineados frase
por frase (Tannuri y Fluminense 2010), y consiste en analizar textos con sus

respectivas traducciones.

Este enfoque fue desarrollado durante la década de los 9o, aplicando técnicas
similares a las de reconocimiento del habla y se basé en métodos de aproximacién
estadistica sobre muestras de textos (Parra 2015).

Segin Diaz Prieto (Prieto 2012), el hecho de que las traducciones con métodos
estadisticos ofrezcan mejores resultados se debe a la rapida evolucion y al
abaratamiento del hardware y a la aparicion de Internet, que proporcionaba un mayor

numero de textos en formato digital.

Los sistemas que cuentan con corpus son la traduccion estadistica, la traduccion

basada en ejemplos y la traduccion neuronal.
Traduccion estadistica

Este sistema que sali6 en los afios 90 (Paez 2019) requiere un corpus monolingiie de
la lengua meta lo mas amplio posible y otro corpus de textos bilingiies alineados.
Ademas, necesitan mediciones de probabilidad (Alvarez Alvarez 2018). Constan de
tres componentes principales: un modelo de lenguaje, un modelo de traducciéon y un
decodificador. El modelo de lenguaje calcula la probabilidad de que una frase en la
LM sea correcta; ademas, le proporciona fluidez a la traduccion y se entrena con un
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gran corpus monolingiie de la LM. El modelo de traduccion establece la
correspondencia entre la LO y la LM y se entrena con un corpus alineado frase por
frase. Durante la fase de entrenamiento el sistema calcula la probabilidad de una
traduccion a partir de las traducciones presentes en el corpus bilingiie. Finalmente, el
decodificador es el responsable de buscar la traduccién mas probable en cada caso
(Parra 2015).

Segin (Krumm y Dwertmann 2019), el principal problema de la traduccion estadistica
radica en la combinacion lingiiistica, especialmente en aquellas lenguas en que el
orden sintactico o la estructura gramatical son muy diferentes. También puede
resultar problemético el entrenamiento del motor con textos de un d&mbito muy
especifico, ya que entonces la traduccidon se volvera especifica para este ambito.
Aunque si el objetivo es entrenar un motor exclusivamente para eso, entonces

funciona muy bien.
Traduccion basada en ejemplos

Fue presentado por primera vez en 1984 (Nagao 1984)y fue descrita como una
traduccion por analogia. La idea de este sistema es reutilizar expresiones o frases que

ya han sido traducidas anteriormente (Tannuri y Fluminense 2010).

Tiene tres etapas: Correspondencia, alineaciéon y recombinacion (Tannuri y
Fluminense 2010). En la correspondencia, la frase original es segmentada, y los trozos
son reconocidos en el lado correspondiente a los ejemplos en lengua de origen del
corpus bilingiie. En la alineacion, los segmentos correspondientes a la lengua meta
son reconocidos y con ellos se construyen unidades de traduccion. En la

recombinacion, estas unidades se combinan para formar la frase traducida.
Traduccion neuronal

Es el sistema mas reciente y su uso se ha ido extendiendo cada vez mas, a pesar de que
las empresas de servicios lingiiisticos se mostraban, al principio, un poco reacias a su
uso (Parra 2015). Los primeros articulos publicados sobre sistemas de traduccion
neuronal aparecieron en 2014 (Moorkens 2018). Como el sistema estadistico, el
sistema neuronal requiere grandes corpus paralelos para mejorar su rendimiento,
incluso mas que los sistemas estadisticos. Este sistema, como su nombre indica, imita
el funcionamiento de las neuronas en el cerebro. Tal y como dice (Parra 2015), los
componentes del lenguaje conectan con informacion subyacente y, al asociarse, crean
las traducciones. Es un sistema de autoaprendizaje: a partir de cantidades muy
grandes de textos paralelos, que ademas de tener informacion lingiiistica, tienen otro
tipo de informaci6n, la “maquina” aprende a traducir. Las palabras se representan
como vectores y funciona con el método de deep learning, que consiste en algoritmos
que aprenden de forma automatica sus errores y se autocorrigen con la recopilaciéon y

almacenamiento de datos (P4ez 2019).
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Este modelo tiene dos etapas: en la primera, se modela la palabra que va a ser
traducida en funcion de su contexto y sus posibles traducciones, y en la segunda etapa
se traduce este modelo de palabra dentro del contexto de la oraciéon en LM (Ruiz
Olmedo 2018).
«Este tipo de motores ofrece mejores traducciones por tres
motivos: en primer lugar, tiene en cuenta la frase completa y no
solo las palabras individualmente; en segundo lugar, maneja el
lenguaje a través del reconocimiento de patrones similares a los

del cerebro y, en tercer lugar, aprende las especificaciones de cada
idioma, como el caso del género» (Olmedo Ruiz 2018:39).

Este sistema tiene también algunas limitaciones, como la baja velocidad de
entrenamiento con textos, el tratamiento ineficiente de las palabras sueltas y el hecho
de que a veces no se traducen todas las palabras de la frase original (Krumm y
Dwertmann 2019).

2.5.3. Sistemas de traduccion hibridos
Combinan métodos basados en reglas y métodos basados en corpus. El resultado es
un sistema robusto que complementa las ventajas ambos sistemas, como por ejemplo
SYSTRAN («éQué es la traduccion automaética? | SYSTRAN» s. f.), que combina reglas
y traduccidn estadistica. El sistema basado en reglas proporciona una calidad estable
y previsible, siempre que no sea dentro de un 4mbito concreto, mientras que la

estadistica es mas fluida y la calidad aumenta cuando el corpus es muy grande.

Se pueden crear sistemas hibridos combinando diferentes sistemas de traduccion y
tienen otras aplicaciones a parte de la traducciéon automaética: también pueden usarse
para la transcripcion de discursos o para la traduccion asistida por ordenador (Costa-
Jussa y Fonollosa 2015).

2.6. Programas de traduccion seleccionados
La eleccion de los motores de traduccién para este trabajo parte del sistema de
traduccion subyacente en cada uno de ellos y, obviamente, de las combinaciones
lingiiisticas que ofrecen. Puesto que, dependiendo del sistema de traduccion, el
resultado puede ser muy diferente, me ha parecido importante utilizar distintos
motores de traduccion de los explicados en el capitulo anterior. De esta forma, se
podran ver las diferencias entre los resultados que ofrece cada uno y se puede ver
cual funciona mejor para la combinacion lingiiistica elegida y el tipo de texto
seleccionado, que son los objetivos de los que parte este trabajo.

Los motores de traduccion automatica seleccionados para este trabajo son los de:
Deepl, Babylon y Google estadistico. Debido a que la mayoria de plataformas de
traduccidn online gratuitas han cambiado su sistema de traduccion original al sistema

neuronal (Babelfish, que anteriormente utilizaba SYSTRAN, Bing Translator, Google,
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etc.), he optado por usar tres sistemas diferentes accesibles: el neuronal, el estadistico
y el basado en reglas. Como no se puede saber con exactitud el tamafio del corpus de
cada sistema, no es relevante para este trabajo usar dos programas que tienen el

mismo sistema de traducciéon basada en corpus, como por ejemplo el neuronal.

2.6.1. DeeplL
DeepL («DeepL Translator» s. f.) es una empresa alemana fundada en 2017 que ofrece
servicios de traduccion automatica tanto en version gratuita como en version
Premium y cuenta, ademads, con una gran base de datos de traducciones llamada
Linguee. Tiene una pagina web donde puedes introducir hasta 8000 caracteres.
Dispone también de aplicaciones de escritorio tanto para Mac como para Windows.
Su motor funciona con traduccion neuronal. El traductor de Google también funciona
desde 2016 con un motor de TAN, sin embargo, me he inclinado mas por Deepl
porque, a pesar de ser una empresa muy reciente, cuenta ya con un gran
reconocimiento y he podido comprobar por experiencia los buenos resultados que da
para frases cortas. Ademas, tiene una caracteristica extra que lo hace més interesante:
Deepl ofrece una traduccion modelo, sin embargo, al hacer clic sobre cada palabra del
texto meta, ofrece palabras alternativas que, al seleccionarlas, cambian la traduccién
entera. Es decir, tiene multiples traducciones posibles y ofrece sinbnimos que a

menudo se adaptan al contexto, es decir, al tipo de texto.

Uno de los motivos por los cuales sus traducciones son tan precisas es porque
solamente incorporan a su base de datos las traducciones validadas por personas
(Ruiz Olmedo 2018).

2.6.2. Babylon
Babylon («Translate by Babylon - Free Online Translation» s.f.) es una empresa
proveedora de servicios lingiiisticos con un motor de traduccién basado en reglas.
Esta empresa fue creada en 1997 y actualmente comercializa su motor, disponible
tanto para Windows como para Mac, pero también tiene una plataforma online de

traduccion gratuita, en la que ademaés se pueden consultar diccionarios y tesauros.

2.6.3. Google estadistico
Antes de 2007, el traductor de Google funcionaba con el motor SYSTRAN, un sistema
hibrido que combina reglas y estadisticas. A partir de 2007, utilizaba el sistema
estadistico que, segin Wikipedia, no traducia de forma directa, sino que utilizaba el
inglés como lengua puente o interlingua para traducir de la LO a la LM. Esto daba

lugar a numerosos errores de traduccion

Google cuenta desde 2016 con un motor TAN; sin embargo, es posible acceder a las
traducciones que proporcionaba el sistema estadistico con una sencilla férmula y una

hoja de calculo de Google, segin (Ruiz Olmedo 2018). La féormula es la siguiente:
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GOOGLETRANSLATE(columnname; “source text abbreviation”;“target text
abbreviation™).
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3. Textos utilizados: tipologia y funcion

3.1. Criterios de eleccion
Para evaluar con mas precision los distintos motores de TA he tenido en cuenta que
no todos los textos son iguales y, por lo tanto, no se traducen igual. Hay muchos
factores que influencian en la traduccion de un texto, y su tipologia es un factor que
hay que tener muy presente. Por ese motivo, el primer criterio de eleccion de los textos
ha sido la tipologia. Existen diferentes clasificaciones de los textos, que varian segiin
la teoria lingiiistica. Hace muchos afios que se estudian los componentes que
caracterizan a los textos y los distinguen. En traductologia se dice que uno de los
factores importantes que influyen directamente en la traduccion es la naturaleza del
TO. Durante los afios 1970-1980 se hicieron miultiples estudios en tipologia lingiiistica
sobre el analisis del TO y del TM que llevaron al nacimiento de nuevos enfoques, como
el enfoque funcionalista y el enfoque comunicativo. Este movimiento tuvo especial
relevancia en Alemania, y una de las autoras mas conocidas fue Katharina Reiss, quien
introdujo el concepto de equivalencia/adecuacion textual y una tipologia de los textos
que sirviera de ayuda al traductor para direccionar el texto correctamente. Su teoria
tiene como objetivo sistematizar el andlisis de la traduccibn mediante la
categorizacion de las tres funciones del lenguaje del lingiiista y psicélogo Karl Biicher

(Munday 2016). Estas funciones son:

- Informativa: representacion de objetos y hechos desde un punto de vista mas

0 menos neutral

- Expresiva: transmite la actitud del emisor del mensaje, sus sentimientos,

opiniones e ideas

- Apelativa: pretende captar la atencion del receptor del mensaje y causarle un

efecto determinado

Reiss las relacion6 con las distintas “dimensiones” del lenguaje y las estructuras
comunicativas o tipos textuales. De esta forma, defini6 los siguientes tipos textuales
(Munday 2016):

-informativo: comunicacion de los hechos. La dimension del lenguaje empleada para
transmitir la informacion es referencial, y el objeto de comunicacion es el contenido

en si mismo.

-expresivo: el autor utiliza la dimension estética del lenguaje para hacer una
composicion creativa.

-operativo: inducir, persuadir, convencer al lector. Es la funcion de este tipo de textos,
y se lleva a cabo mediante un lenguaje dialogico.

-textos en soporte audiovisual: textos, peliculas, anuncios de radio o television que

complementan las tres funciones anteriores con imagenes, musica, etc.
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Para cada uno de estos tipos defini6 también variedades (Textsorte), o lo que

conocemos como géneros textuales.

Reiss sugeria traducir cada tipo de texto con un método especifico. A continuacion, se
muestra una tabla resumen de los distintos tipos textuales, las funciones del lenguaje

y el método de traduccion preferente para cada uno (excepto para los textos

audiovisuales):
Text type: Informative Expressive Operative
Language Informative Expressive Appellative
function: (representing (expressing (making an
objects and facts) sender's attitude) appeal to text
receiver)
Language Logical Aesthetic Dialogic
dimension:
Text focus: Content-focused Form-focused Appellative-
focused
TT should . . . Transmit Transmit aesthetic Elicit desired
referential content form response
Translation 'Plain prose’, ‘Identifying’ ‘Adaptive’,
method: explicitation as method, adopt equivalent effect
required perspective of ST

Figura 1: Tipos textuales y clases de textos segun Reiss (Munday 2012)

A pesar de que, en realidad, los textos siempre tienen elementos de méas de un tipo y
por lo tanto, mas de una funcién, la funcién predominante del TO debe ser
transmitida correctamente en el TM y se considera un factor determinante de la

calidad de la traduccién.

Aunque la teoria de Reiss ha sido criticada en algunos aspectos, lo cierto es que es la

que mas resonancia ha tenido en los estudios de traduccion (Garcia Izquierdo 2000).

3.2. Textos seleccionados
A continuacion, se presentan los fragmentos elegidos en base a la clasificacion de
Reiss. Se han escogido textos de lenguaje especializado y textos de 1éxico general. En
la imagen se muestra la clasificacion de Reiss de los textos segtin su tipologia y el

género o clase y donde se situarian los textos elegidos para este trabajo en la piramide.

poem | Texto 2 .
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Texto 1: discurso de Angela Merkel

Se trata del discurso que dio Angela Merkel a la ciudadania alemana respecto al
coronavirus (Merkel 2020). En él, la canciller hace un llamamiento al pueblo aleméan
para que se tomen en serio la situaciéon y colaboren todos para reducir el nimero de
contagios. Es un texto con una funcion principal claramente apelativa: quiere que la
gente le haga caso, y en menor medida también pretende informar a la poblacion
sobre las medidas que ha tomado el gobierno. En este caso, la funciéon del TM deberia
ser también apelativa.

Texto 2: narracion

El fFigura 2: Tipos de textos y sus variedades (adaptacion de Chesterman) (Munday 2012)

Currywurst (Timm 1993). Se trata de un texto expresivo escrito de vez en dialecto de
Hamburgo, por lo que podria presentar problemas de comprensién para el motor de
TA. Esté escrito en primera persona, en un registro informal y a veces marcadamente
oral. El texto tiene una funciéon expresiva, y el género al que pertenece es el que en

espaiol equivale a la novela corta (Doerr 2005).
Texto 3: la replicacion del ADN

Se trata de un texto de caracter cientifico («Die Replikation der DNA» 2020), por lo
tanto, usa un lenguaje especializado. Es la descripcion de un proceso (Doerr 2005).
Este tipo de textos son de los pocos que tienen una tinica funcién, y es la de informar.
Suelen tener un estilo mas simple que otros tipos de textos, pero utilizan una
terminologia concreta. El reto para la TA en estos textos es usar la terminologia
adecuada.

Texto 4: descripcion del mar del Norte

Se trata de un texto de lenguaje no especializado, aunque contiene terminologia
geografica y geologica. Se clasifica como texto informativo porque pretende describir
un objeto de una forma neutray es el tipico texto que se podria encontrar en libros de
texto de geografia de primaria o secundaria. De hecho, la fuente de donde se ha
extraido es Wikipedia, en su version alemana («Nordsee — Wikipedia» s. f.). Las
oraciones tienen una estructura sintactica simple, el registro es formal pero neutro y

el lenguaje, a pesar de algunos términos, no es complejo.
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4. Evaluacionde la TA

Una vez seleccionados los textos y los motores de TA, toca definir como van a
evaluarse las traducciones. Existen varios métodos pero, partiendo de la teoria
funcionalista de clasificacion textual y el enfoque funcionalista de la traducciéon, me
he decantado por usar un sistema de Quality Assessment llamado MQM

(«Multidimensional Quality Metrics Definition» s. f.).

Un factor importante a tener en cuenta a la hora de evaluar una traduccién es, por
supuesto, el de los errores de traduccion. Hurtado (Garcia Izquierdo 2000) describe
muy bien la naturaleza de lo que ella llama, més que errores, inadecuaciones de

traduccion. Las inadecuaciones de traduccion se deben a:

- La comprension del TO: esta categoria incluye aspectos como la omisién o la
adicion de informacion, la no traduccion de algtin elemento por falta de
comprension del motor de TA, la traduccion de elementos que deben dejarse
sin traducir, contrasentidos, falsos sentidos o sin sentidos, referencias

extralingiiisticas mal relacionadas...

- Problemas de reexpresion en la LM: incluye la ortografia, puntuacion,
problemas de gramaticalidad, de 1éxico, y aspectos textuales como la

cohesion y la coherencia del texto.

- Problemas pragmaéticos derivados del encargo, de la finalidad de la
traduccidn, el método elegido, las convenciones de género o el publico al que

va dirigida la traduccion.

A pesar de que esta clasificacion hace referencia a los errores de traduccion
humanos, voy a tenerla en cuenta a la hora de seleccionar los diferentes aspectos que

me permitiran evaluar las traducciones de los motores de TA con el método MQM.

Este método ofrece un conjunto de criterios descriptivos y calificativos para evaluar
la calidad de un texto traducido, asi como también de un texto original. Se basa en la
identificacion de caracteristicas textuales, pero sin definir un tinico sistema métrico,
sino que adopta el enfoque funcionalista, es decir, la calidad se define en funcion de
si un texto cumple con su finalidad comunicativa. Esto significa que proporciona un
amplio abanico de mediciones relacionadas entre si, y dependiendo del tipo de texto,
unas seran mas adecuadas que otras. A pesar de que al evaluar la calidad de una
traduccién mediante un profesional siempre hay cierto grado de subjetividad

inherente al proceso, este método utiliza criterios lo més objetivos posibles.

Hay 10 categorias que se dividen en apartados y subapartados formados por items.
Por ejemplo, para la localizacion de un texto web o de software interesa la categoria
Internationalisation y Locale, pero no para un texto periodistico o narrativo. Por este
motivo, solo se tendran en cuenta 4 categorias: adecuacion, fluidez, terminologia y

estilo.
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Este sistema presenta dos formas diferentes de evaluacion: un método analitico
basado en mediciones exactas, en asignar penalizaciones y obtener una puntuacion
final de la traduccidén, y un método holistico, basado en los mismos criterios que el
analitico pero sin utilizar una medicién tan precisa, sino que evalda la calidad
mediante preguntas especificas para cada item (por ejemplo, la ambigiiedad) y las
respuestas son calificativas (por ejemplo: si/no o muy en desacuerdo/ en
desacuerdo/de acuerdo/muy de acuerdo). Para este trabajo se ha optado por un
método holistico por dos motivos: primero, porque no pretendo obtener un analisis
muy preciso de cada traduccion, sino responder al objetivo de este trabajo, que es
saber qué motor de TA proporciona una opcion mas util para después posteditarla lo
mas minimo y facilitar el trabajo diario de un traductor; segundo, porque una
evaluacion analitica conlleva mucho tiempo, y teniendo en cuenta la calidad
bajisima de algunas traducciones el proceso de asignar una puntuacion se vuelve

mas complicado.

En la siguiente tablaz se muestran todos los aspectos que se tendran en cuenta para

evaluar las traducciones:

Categorias Items

Adecuacion No traducido

Omision/Adicion

Contrasentidos

Inadecuaciones de sentido

Elemento que no debe traducirse

Referencias culturales mal

solucionadas

Fluidez Ambigiiedad

Coherencia

Cohesién

Gramaticalidad

Ortografia

Terminologia

Estilo Registro

Idiomatizaciéon

2 Para ver las traducciones analizadas en funcion de estos criterios, ver el apartado 8.2. Esta

inspirado en la idea de (Paez 2019) de asociar un color o una forma de resaltado distinto para

cada criterio y marcarlo directamente en los textos.
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La adecuacién abarca las inadecuaciones por falta de comprensioén del texto, la
fluidez hace referencia a los errores de reexpresion en la LM y el registro podria dar
informacion sobre posibles errores pragmaticos. Para tener una idea bien clara de lo

que significa cada aspecto, vamos a definirlos:
No traducido: hay palabras en LO en el texto.

Omision/Adicion: se refiere a informacion que se ha omitido o que no estaba

presente en el TO y se ha anadido.
Contrasentido: la traduccién dice lo contrario que el texto original.

Inadecuaciones de sentido: esta categoria no se encuentra como tal en los MQM. La
he creado para acercar el concepto de inadecuaciones de Hurtado ( ver p.24) y
englobar los distintos errores de sentido que en los criterios MQM estan divididos en
varias categorias distintas como falsos sentidos, sin sentidos, falsos amigos, etc. Lo
he hecho de esta manera para facilitar visualmente los resultados de evaluacion en
las tablas y graficos que se mostraran en el capitulo siguiente, pero en los resultados
describiré con mas detalle la naturaleza de estas inadecuaciones cuando sea

pertinente.

Elemento que no debe traducirse: Hace referencia a nombres propios o elementos
que es preciso dejar en la LO o la lengua en la que estan escritos, en caso de que no
sea la LO.

Referencias culturales mal solucionadas: se refiere a elementos que son propios de la
cultura de la LO y que no pueden transmitirse de la misma forma a la LM porque no
forman parte del mundo del ptblico meta y por lo tanto o no son comprensibles o

estan fuera de contexto y no causan el mismo efecto en el ptublico que el original.
Ambigiiedad: la traduccién introduce ambigiiedad que no se da en el original.
Coherencia: hace referencia al sentido logico del texto.

Cohesion: los elementos que enlazan el texto como conectores, marcadores
discursivos, uso de tiempos verbales para establecer una correlacion temporal logica,

referencias gramaticales y 1éxicas, etc.

Gramaticalidad: es quizés el apartado mas complejo. Se valorara el grado de
gramaticalidad de una construccion, que, segin (Real Academia Espanola y
Asociacion de Academias de la Lengua Espafiola 2016), hace referencia a la medida
en que la construccion se ajusta o no al sistema gramatical de la lengua en un
momento determinado. Sin embargo, también se incluiran en este apartado los
errores de reexpresion que dificulten la lectura hasta el punto de hacerla
ininteligible, por ejemplo, construcciones que ni siquiera forman una oracién,
concatenaciones de elementos sintacticos, etc. En general, se tendra en cuenta si el

texto contiene errores sintacticos, morfolégicos, morfosintacticos, de puntuacion...
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Ortografia: tiene en cuenta las convenciones ortograficas de la lengua para los

distintos tipos de texto.

Terminologia: el uso de los términos adecuados en funcion del contexto y del &mbito

de especializacion. Esta categoria resulta mas util para analizar los textos 3y 4.
Registro: el registro utilizado en funcion del tipo de texto.

Correccion idiomatica: En este apartado se valora también el grado de aceptabilidad
de las oraciones consideradas gramaticales, asi como el grado de naturalidad del
lenguaje utilizado, teniendo en cuenta que se trata de traducciones automaéticas y no

se puede ser tan exigente.

Como se ha mencionado, no se puntuaran estos aspectos, sino que se valoraran con
una escala cualitativa. Es decir que, por ejemplo, para valorar la ortografia, se

planteara la siguiente pregunta:
¢Como valoras el grado de correccion ortografica?

a) 0: Muy insuficiente. Contiene demasiados errores graves que hacen que el

texto sea inservible.

b) 1: Insuficiente. Contiene bastantes errores (mas de 6) y algunos graves de

esta indole.

c) 2: Aprobado. Contiene errores, la mayoria leves o alguno grave, pero en
general es aceptable.

d) 3: Bien. Contiene pocos errores leves de esta indole

e) 4: Muy bien. Contiene de 0-1 errores muy leves.
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5. Resultados

Una vez hecha la evaluacion de todas las traducciones, es el momento de comentar
los resultados mas en detalle. Se comentaran los errores mas graves o mas
significativos encontrados en los textos. Los comentarios tendran dos enfoques: en

primer lugar, los textos, y después, los motores de TA por separado.

5.1. Resultados por texto

5.1.1. Texto 1: discurso

Categorias Items DEEPL GOOGLE BABYLON

No traducido

Omision/Adicion

Contrasentidos

Adecuacion Inadecuaciones sentido
Elemento que no debe
traducirse

Referencias culturales
mal solucionadas
Ambigiiedad

Coherencia

Fluidez Cohesién

Gramaticalidad
Ortografia
Terminologia Terminologia

Registro

N WS P WA~ b A WA P~ DS
N WA NOWRS~ b A N B B~ Pb

Estilo - —
Idiomatizacion

N BB DNOWERE B b A NN W AW

Empezaremos valorando cada categoria, empezando por las categorias relacionadas
con el grado de adecuacion de las traducciones:

ADECUACION

No traducido Omisién/Adicién Contrasentidos Inadecuaciones Elemento que no  Referencias
sentido debe traducirse culturales mal
solucionadas

O B, N W B~ U

B DEEPL m GOOGLE BABYLON

Grdfico 1: Resultados de adecuacion del texto 1
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No traducido: en esta categoria ni Google ni DeepL han cometido errores dejando
palabras en aleman; sin embargo, Babylon ha dejado 2 (Bundeskanzlerin, Kita).

Ninguno de los motores ha omitido o afiadido informacién, por eso han obtenido

todos la maxima puntuacién.

Contrasentidos: Babylon ha cometido un contrasentido grave ya que es muy
evidente, aunque se puede corregir facilmente. En el daltimo parrafo, dice: «Por ello,

permitanme decir que no es serio. También se toman en serio».

Inadecuaciones de sentido: en esta categoria nos encontramos con errores de
diferente naturaleza y gravedad. Empezando por los errores que los tres motores
han cometido, tenemos la traduccion de Kollegen por colegas. Se trata de un calco,
pero en espafiol un colega se limita al &mbito familiar, no al &mbito laboral. Otro
calco que también han cometido DeepL y Babylon pero no Google es dramatisch por
dramaticamente, que en espanol hace mas referencia al mundo teatral que a la
intensidad o rapidez de una situacion, que seria el caso que se da en el texto. Lo
mismo exactamente ha pasado con la palabra camino, que es una traduccion
demasiado literal de Weg. Por tltimo, Babylon ha hecho una traduccion sin sentido
de la frase: «bei der es so sehr auf unser gemeinsames solidarisches Handeln
ankommt», introduciendo el verbo preocuparse. Se ha clasificado como
inadecuacion de sentido porque se trata de un error de comprension del texto
original que da lugar a una traduccion sin sentido (ademas de los errores

gramaticales que conlleva).

En ningin caso habia elementos que no debian traducirse o referencias culturales
que pudieran causar problemas, por eso se ha dado la maxima puntuacion a los tres

motores en esas categorias.

FLUIDEZ
5
4
3
2
1
0
Ambigliedad Coherencia Cohesion Gramaticalidad Ortografia

= DEEPL GOOGLE BABYLON

Grdfico 2: Resultados de fluidez del texto 1

Pasamos ahora al grado de fluidez. No ha habido casos que introdujeran
ambigiliedad en las traducciones que no estuvieran presentes en el original.

Coherencia: a DeepL se le ha dado la maxima puntuacion porque el texto puede

entenderse perfectamente, aun cuando presenta algiin problema de expresiéon poco
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natural. Google y Babylon han suspendido porque el texto presenta demasiados

errores gramaticales que dificultan enormemente la comprension.

Cohesién: en este apartado los tres motores aprueban, DeepL tiene mejor nota y
Google y Babylon han cometido errores relacionados con los tiempos verbales que
rompen la progresion logica del discurso. Sin embargo, la cohesidon no es su

problema mas grave.

Gramaticalidad: DeepL obtiene un bien y ha cometido dos errores leves,
relacionados con la conjugacion verbal de justificar y con la expresion de un
concepto abstracto como idea de en plural (ideas de), que probablemente se debe a
la traduccion literal del alemén; a pesar de eso, se trata de un error gramatical
porque la lengua espanola prefiere el singular en estos casos. Y esto se demuestra
con el hecho de que ni Google ni Babylon, por ejemplo, han cometido este error. En
cuanto a esos dos motores, han cometido otros errores realmente graves como la
construccion de oraciones que carecen de sujeto o predicado o que, de lo contrario,
tienen mas de un verbo en la oracion principal, o les falta un complemento directo
en verbos que exigen un complemento directo. Por ese motivo han obtenido un 0 en

esta categoria.

En cuanto a la ortografia, no se han dado errores muy graves: todos los motores han
cometido un error de extranjerismo conocido como anglicismo ortotipografico
(Martinez de Sousa 2012) al poner una coma en vez de dos puntos al final de la
primera linea que indica a quién va dirigido el texto. Es un error muy comuin que
incluso muchas personas cometen constantemente. Google y Babylon, por su parte,
escriben Gobierno Federal en minusculas y Google utiliza un guién para marcar una
pausa entre ideas y recalcar la oracién siguiente como aclaracion a la oracion
anterior en el primer parrafo (se trata también de un anglicismo); en espatol, el
guion se utiliza para otros fines, y deberia utilizarse a su vez la coma o los dos

puntos.

TERMINOLOGIA

W DEEPL GOOGLE BABYLON

Grdfico 3: Resultados de terminologia del texto 1
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En cuanto a terminologia, se ha dado la maxima puntuacion a los tres motores,
aunque Google y Babylon han traducido mal el término Deutsche Einheit, pero se
trata de un error leve de lenguaje no especializado que para un traductor de aleméan
es muy facil de corregir.

ESTILO

2
1 .
0
Registro Idiomatizacion

W DEEPL GOOGLE BABYLON

Grdfico 4: Resultados de estilo del texto 1

Pasamos a comentar el estilo del texto: en cuanto al registro, este discurso va
dirigido a un publico y es emitido por la gobernante de un pais. Por ese motivo, debe
estar dirigido en tercera persona y utilizar un lenguaje neutro, pero no familiar. En
este caso, DeepL y Google han fallado a la hora de dirigirse al pablico en segunda
persona en el caso de DeepLy, en el caso de Google, de forma impersonal, como si se
tratara de una receta, traduciendo «nehmen Sie es auch ernst» por ‘tomar en serio’.
El grado de correccion idiomatica y naturalidad se ha valorado como intermedio en
los tres motores, pero, como se vera en el resto de textos, en el caso de Google y
Babylon habia tantos errores de otros tipos que no han dado mas lugar a
formulaciones poco naturales en comparaciéon con DeepL, sino completamente
incorrectas a nivel gramatical y sin sentido. Y es por ese motivo que se les ha dado
una puntuacién intermedia, porque esta categoria en sus casos no se puede valorar
bien. DeepL, en cambio, si que se puede valorar y el resultado es que presenta
algunas expresiones muy pegadas en aleman que hacen que el texto resulte un poco
extrafio al leerlo, aunque no sea incorrecto. Estas dos tltimas categorias nos dicen,
ademas, que la funcién textual apelativa del original, que en ese caso debia ser
también la funcion de la traduccién, no queda tan bien expresada porque el receptor
del mensaje en ese tipo de textos debe darse por aludido y dos de los motores han

fallado en ese aspecto al utilizar un registro inadecuado.

5.1.2. Texto 2: narracion

Categorias ftems DEEPL GOOGLE BABYLON
No traducido

Adecuacion . . .
Omisién/Adicion 4 4
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Contrasentidos 4 4 4
Inadecuaciones sentido 1 0 0
Elemepto que no debe 4 4
traducirse
Kot s T :
Ambigiiedad 4 4 4
Coherencia 2 0 0
Fluidez Cohesion 3 1 1
Gramaticalidad 3 0 0
Ortografia 3 2 2
Terminologia 3 3 3
Estilo Re.gistro. _ 4 4 4
Idiomatizacién 1 1 1
ADECUACION
5
4
3
2
1
, []

No traducido Omisién/Adicion Contrasentidos Inadecuaciones Elemento que no  Referencias
sentido debe traducirse culturales mal
solucionadas

B DEEPL m GOOGLE BABYLON

Grdafico 5: Resultados de adecuacion del texto 2

No traducido: Google y Babylon han dejado palabras en aleman y, en el caso de este
altimo, han sido tantas que el texto no se podia entender.

No ha habido omisién ni adicién de informacién mas que alguna palabra repetida,

pero eso no se ha tenido en cuenta. Tampoco se han dado contrasentidos.

Inadecuaciones de sentido: esta categoria ha obtenido puntuaciones bajisimas en los
tres motores, y eso puede ser porque uno de los personajes habla en dialecto de
Hamburgo, cosa que se refleja en la escritura de algunas palabras, y los motores han
tenido problemas para entenderlo. Aun asi, ese no debe ser el iinico motivo, puesto
que en frases escritas en lengua estandar también se han dado ese tipo de errores.
Por ejemplo, DeepL traduce Viertel (‘barrio’) por cuarto, «in Scheiben
hineinschneiden» (literalmente, ‘cortar a rodajas y echar en algtn sitio’) por «cort6

una rebanada de salchicha».

En este texto tampoco habia elementos que no debieran traducirse, ni referencias
culturales probleméticas ni ambigiiedades.
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FLUIDEZ
5
4
3
2
1
0
Ambigliedad Cohesién Coherencia Gramaticalidad Ortografia

W DEEPL GOOGLE BABYLON

Grdfico 6: Resultados de fluidez del texto 2

En cuanto a la coherencia, ni Google ni Babylon son en absoluto comprensibles, y
DeepL, a pesar de que se puede entender el sentido general, tiene algunos tramos sin

sentido debido a estas inadecuaciones de sentido y a algin error de cohesion.

Cohesidn: esta categoria ha presentado una de las puntuaciones mas bajas en Google
y Babylon y algunos errores en DeepL, ya que las frases no tenian ninguna conexion
entre si, y en muchos casos ha habido errores de referencia a nivel gramatical: no
habia anaforas porque los pronombres utilizados eran incorrectos, como por
ejemplo la frase: «No, al menos no uno bueno», escrita a continuacion de una frase

donde el complemento directo es femenino.

Gramaticalidad: DeepL ha cometido pocos errores y muy leves; en cambio, Google y
Babylon vuelven a fracasar estrepitosamente con frases imposibles de entender y

demasiados errores.

Ortografia: llama la atencién un error compartido en los tres motores: la falta de la
raya en todo el texto para marcar la intervencién de los dos personajes y las
aclaraciones intermedias del narrador (que es uno de los dos personajes). Los
errores en este caso son, en general, de puntuacién. Se ha dado peor puntuaciéon a
Google y Babylon porque, ademés, han omitido en varias ocasiones el simbolo de
exclamacién o interrogacion al principio de la frase. Aun asi, los tres motores

aprueban en esta categoria.
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Grafico 7: Resultados de terminologia del texto 2

En cuanto a terminologia, este texto no es especializado, pero si contiene algunos
términos del ambito de la gastronomia y algtin término médico. Los tres motores
tienen la misma puntuacién y han cometido algunos errores al traducir esos
términos, como por ejemplo pepinos en vez de pepinillos, petréleo en vez de aceite,
alicates de madera en vez de pinzas de madera o aziicar de la vejez en vez de
diabetes de adulto, entre algin otro caso.
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Grafico 8: Resultados de estilo del texto 2

Estilo: en esta categoria los resultados son iguales en los tres motores tanto para el
registro como el grado de naturalidad y correccion idiomética: eso se debe a que, en
ese texto, el registro utilizado es un registro informal y el texto tiene un tono
bastante oral, cosa que no ha sido problema para los motores. Sin embargo, en
cuanto a la naturalidad, ninguno de los tres resulta suficientemente natural y en
Google y Babylon no habia posibilidad de evaluar bien esta categoria debido al gran

namero de errores de otras categorias.

Este texto demuestra claramente la importancia de la tipologia textual y la dificultad

que tienen en particular los textos expresivos. En las traducciones se pierde
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completamente la funcidn expresiva y la representacion estilistica del mundo desde

el punto de vista del autor. Las tres traducciones son mecénicas y carecen de

naturalidad. Parece que los tres traductores han tenido problemas para entender el

texto y seguir el hilo de la historia. DeepL ha traducido todo el texto y ha sabido

construir oraciones completas, pero, por ejemplo, en esta frase se puede ver la poca

naturalidad de la traduccién en una accion simple como es sacar unos pepinillos de

un frasco con unas pinzas:

«Sie nahm die Holzzange und griff damit eine der selbst eingelegten
Gurken aus dem Glasl Die haste schon als Kind gern gemocht» (Timm

1993)

«Tomo los alicates de madera y los usé para recoger uno de sus propios

pepinos del frascol A ella le gustaban desde que era una nifia» (traduccion
de Deepl)

Este caso sirve de ejemplo para ver errores de cohesion (en amarillo), donde el

pronombre es incorrecto y causa errores de comprension y de relacion con la frase

anterior y la posterior, de falsos sentidos (en azul), donde no se expresa el sentido de

macerar (einlegen) y de ortografia a la hora de marcar la intervenciéon de un

personaje (en verde).

5.1.3.

Texto 3: texto cientifico
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Los resultados obtenidos en ese texto son interesantes, porque demuestran la
diferencia entre los textos no especializados y los especializados, asi como también
entre las funciones textuales. Al tratarse de un texto informativo especializado,
concretamente en la descripciéon de un proceso, este texto utiliza un lenguaje y una
estructura sintactica mas sencilla que los textos expresivos o apelativos como los

discursos politicos, pero la terminologia es mucho mas compleja.

Esto se puede ver en los resultados en general: en casi todas las categorias han
obtenido mejores resultados que los textos anteriores. Empezamos comentando los

resultados relacionados con el grado de adecuacion.

ADECUACION

No traducido Omisién/Adicion Contrasentidos Inadecuaciones Elemento que no  Referencias
sentido debe traducirse culturales mal
solucionadas
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Grdfico 9: Resultados de adecuacion del texto 3

No traducido: Tanto Google como Babylon han dejado sin traducir palabras, siendo
este ultimo el que peor puntuacion ha obtenido, y es que ha dejado més de 10
palabras sin traducir. De eso se puede deducir que los motores han tenido méas

dificultad para entender algunos términos, debido a la especializacion del texto.

No se han dado casos de omisién o adicion de informacion ni contrasentidos, por

eso los tres motores tienen la maxima puntuacion.

Inadecuaciones de sentido: en este apartado varias de las inadecuaciones han sido
debidas a una traduccion demasiado literal del aleman, la cual cosa ha dado lugar al
uso incorrecto de preposiciones en algunas oraciones. Por ejemplo, todos los
motores han traducido unter ATP Verbrauch literalmente como ‘bajo consumo de
ATP’; el verdadero significado de la frase es que consume el ATP para llevar a cabo
una accion, y la preposicion bajo no se utiliza para designar un medio, sino que seria
mas adecuada mediante. También es el caso de la frase 5" nach 3°, donde la
preposicion nach no se refiere a temporalidad sino a direccionalidad y ha sido
traducida por 5’ después de 3’; este error podria haberlo cometido también un
traductor humano no familiarizado con el &mbito de la genética y la biologia
molecular. Como ejemplos de falso sentido tenemos la traduccién de eigentlichen
Replikation por replicacién real, porque usa un adjetivo en vez del adverbio

realmente y el sentido no es el mismo, y la traduccion de Bildung por educacion en
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vez de formacion, que es lo que quiere decir realmente. Aunque el error mas grave y
Ilamativo se encuentra inmediatamente en el titulo del texto Ablauf der Replikation,
que Google y Babylon han traducido falsamente por Caducidad de la replicacion y
Fecha de expiracién de la replicacion, respectivamente.

En el texto no habia problemas relativos a la cultura o elementos no traducibles.
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Grdfico 10: Resultados de fluidez del texto 3

En el apartado relacionado con la fluidez los resultados son notables a simple vista, a

excepcion de las categorias coherencia y gramaticalidad en Google y Babylon.

Empezando por la ambigiiedad, ahi se ha visto que DeepL presentaba cierta
ambigiiedad en las frases: «La primasa sintetiza los llamados primers en los
extremos de los 3', que son necesarios para el comienzo de la replicacién real y
sirven como punto de partida» y «Finalmente, la enzima ligasa une la hebra formada
discontinuamente por enlaces de éster”. En la primera, no queda claro qué es
necesario para la replicacion, si los primers o los extremos 3’, y en la segunda no se
sabe si los enlaces de éster son los que se han formado discontinuamente en la hebra
o si es la enzima que une la hebra mediante enlaces de éster (siendo la segunda
opcion la verdadera). Como en una descripcién de un proceso cientifico es muy
importante que las ideas se presenten de forma muy clara y no haya ambigiiedades,
se ha dado peor puntuacién a DeepL, porque en Google y Babylon no se han

encontrado, dentro de las oraciones correctas en espaiiol, errores de esta indole.

Coherencia: el texto de DeepL es perfectamente coherente, mientras que el de
Google no lo suficiente y el de Babylon es ininteligible.

Cohesion: en este caso los tres motores no presentan errores graves de este tipo,
seguramente porque la estructura de las oraciones es mas sencilla, y por eso todos

han aprobado esta categoria.

Gramaticalidad: la gramatica sigue siendo el problema principal de Google y
Babylon. Aun asi, se puede observar que, a menudo, los errores gramaticales estan

presentes en las oraciones que contienen elementos sin traducir como, por ejemplo:
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«De esta manera piezas synthethisierte individuales de ADN, surgen
denominados fragmentos de Okazaki entre los cebadores» (traduccidn de
Google).

En este caso es un problema de orden sintactico, porque el motor ha traducido en el
mismo orden que el original y, ademas, se ha dejado una palabra sin traducir, lo cual

complica atin mas la reexpresion en espanol en el orden correcto.

Por parte de DeepL, los errores eran minimos, relacionados mas bien con el uso
inadecuado de un articulo o preposicidon que no afectan a la comprension del texto ni
a la estructura sintictica basica.

Ortografia: los tres motores aprueban en esta categoria, siendo DeepL el mas

correcto y Babylon el peor. Se trata principalmente de errores de puntuacion.

TERMINOLOGIA
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Grdfico 11: Resultados de terminologia del texto 3

En cuanto a la terminologia, es preciso destacar que, en el &mbito cientifico,
abundan los anglicismos y muchos términos no se sustituyen por una alternativa
espafiola, sino que se adoptan o se adaptan como préstamos. Tampoco hay un
consenso o un organismo que se encargue de regular toda la terminologia, es por eso
que, para determinar qué término es mas adecuado en espafiol, me he basado en
glosarios de biologia celular de la Universidad Nacional Autébnoma de México
(«Portal Académico: Glosario de Biologia» 2020) y el SEBBM (Sociedad Espanola
de Bioquimica y Biologia Molecular) («Glosario-vocabulario bioquimica y biologia
molecular BioROM» 2010) y en un libro académico traducido del inglés al espafiol
que es un referente en biologia celular: Biologia molecular de la célula (Alberts et al.

2010).

Un caso que merece especial atencion es el de Primer (primer en inglés), que segin
el centro de investigacidon terminologica catalan TERMCAT tiene dos acepciones en
espaiol: cebador e iniciador («Cercaterm | TERMCAT» s. f.). Sin embargo, el
término iniciador es menos usado en el contexto concreto de la replicacion del ADN,
porque puede dar lugar a ambigiiedad. Iniciador también puede referirse al lugar
concreto en la cadena de ADN donde empieza la replicacion, y no a los fragmentos

de RNA que asisten en el proceso de replicacion, que es exactamente el concepto
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pertinente en ese caso. Por eso, y con el respaldo de los glosarios de biologia antes
mencionados, me he decantado por el término cebador, aunque propiamente no se
podria tachar como error, ya que es posible que el diccionario o corpus que contiene
el motor de TA no esté actualizado y, ademas, un motor de TA no distingue qué
término es mas adecuado, sino que analiza el contexto y su glosario interno y
encuentra la palabra que mas coincide. Parece mas bien un error humano al

introducir ese término y no otro en el glosario del motor.

En este sentido es Google el motor que ha proporcionado una terminologia mas

adecuada y, ademas, uniforme en todo el texto.

Por tltimo, queda comentar el estilo de las traducciones y la funcion textual que

cumplen.
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Grdfico 12: Resultados de estilo del texto 3

En cuanto al registro, es muy correcto en las tres traducciones porque no es un texto
que requiera un registro ni muy formal ni familiar y no va expresamente dirigido a
un publico, sino que es neutral. La naturalidad y correcciéon idiomaética se han
valorado como aprobado en Google y Babylon porque la pésima calidad gramatical y
el gran nimero de palabras en aleman no han permitido encontrar errores de este
tipo en el texto. En DeepL, en cambio, se ha encontrado en alguna oracion un uso
poco natural del orden de los elementos sintacticos, que seguramente se debe a que
el motor se ha pegado mucho a la estructura sintactica del aleman. Aun asi, el texto

se puede leer perfectamente y cumple correctamente con su funcion informativa.

5.1.4. Texto 4: descripcion de un objeto

Categorias Items DEEPL GOOGLE BABYLON
No traducido 4 4 1
Omisién/Adicién 4 4 3
Adecuacion Contrasentidos 4 4 4
Inadecuaciones
sentido 3 2 2
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Elemento que no debe 4 4

traducirse

Referencias culturales 3 3

mal solucionadas

Ambigiiedad 4 4

Coherencia 4 1
Fluidez Cohesién 4 3

Gramaticalidad 4 0

Ortografia 3 2
Terminologia 4 3

. Registro 4 4

Estilo 'g —

Idiomatizacion 2 2
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En este texto, los resultados de los tres motores estan més escalonados. La mayor
puntuacion en todas las categorias la tiene DeepL, Google se sitiia en un punto
medio, mas cercano a DeepL en algunas categorias y més cercano a Babylon en

otras. Babylon obtiene peores calificaciones. Empezaremos viendo los resultados de

adecuacioén.
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Grafico 13: Resultados de adecuacién del texto 4

No traducido: como en el resto de textos, Babylon deja muchas palabras sin traducir;
Google en este caso no ha dejado ninguna, igual que DeepL, por eso se les ha dado la
maxima puntuacion.

Omisién/Adicion: ni DeepL ni Google han presentado errores de este tipo, pero
Babylon ha omitido el término canal de la Mancha en la segunda frase del segundo
parrafo. Aunque este error no ha sido el inico causante de la incomprension de la

oracion, si que ha influido.
No ha habido problemas de contrasentidos en ninguna traduccion.

Si que ha habido, como en los textos anteriores, multiples problemas de
inadecuaciones de sentido. La traduccion demasiado literal del verbo flieffen por
fluir se ha repetido en DeepL y Google. Babylon ha traducido Land por pais en vez
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de tierra, dando lugar a un falso sentido. Se ha traducido también falsamente
comercio en vez de ruta comercial (del aleman Handelsweg) y reducir en vez de
extraer (del aleméan abbauen, que tiene multiples significados para los cuales en
espaiiol se usan distintos verbos), entre otros. DeepL solo ha cometido dos errores
de sentido, por eso se le ha valorado como bien, y Google y Babylon han cometido un

numero similar de errores, por eso tienen la misma puntuacion.
No se han dado casos de elementos intraducibles.

Referencias culturales mal solucionadas: los tres motores han cometido el mismo
“error”; han traducido el fragmento (ademas, en todos los casos erroneamente)
entre paréntesis: «(veraltet Westmeer, Deutsches Meer)». En aleman, el mar del
Norte (Nordsee) tenia otras denominaciones antiguamente. Pero esto en un texto
espafol no tiene ninguna relevancia para el lector, porque se trata de un concepto
universal y, como tal, cada cultura tiene su forma de nombrarlo. No interesa saber
como se llamaba antiguamente en aleman el mar del Norte, si acaso, interesaria
saber como se llamaba en espaiol si es que habia otro nombre, pero introducir un
concepto que no esta en el original para acercarlo a la cultura meta no es el objetivo

en este tipo de texto, cuya tnica funcién es informar.
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Grdafico 14: Resultados de fluidez del texto 4

Pasamos a comentar el grado de fluidez. Ninguno de los motores ha introducido
ambigiliedad en el texto. En cuanto a la coherencia, s6lo DeepL saca la maxima
puntuacion, Google suspende con demasiadas frases sin sentido e incomprensibles y
Babylon fracasa otra vez, por el mismo motivo que Google sumado al gran ntimero

de palabras en aleman.

Cohesién: en este caso los tres motores lo han hecho bien, DeepL obtiene la maxima
puntuacion y le siguen los otros dos, porque los errores que han cometido son
debidos a la mala construccion sintactica méas que a la falta de elementos de
cohesion. De hecho, practicamente solo ha habido errores de referencia a elementos

(anafora), por ejemplo:
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«El Mar del Norte [...] es un mar marginal del Océano Atlantico. Ella es una
plataforma marina y se encuentra en el noroeste de Europa» (traduccién
de Google)

«el Mar del Norte [...] es un Randmeer del Océano Atlantico. Usted es un
Schelfmeer y se encuentra en el noroeste de Europa» (traduccion de
Babylon)

Solo en una ocasion faltaba claramente un conector entre dos oraciones separadas

por una coma en la traducciéon de Babylon:

«Pesca comercial, las poblaciones de peces del mar disminuye en las
Ultimas décadas» (traduccion de Babylon)

Gramaticalidad: DeepL no ha cometido errores gramaticales, sin embargo, Google y
Babylon siguen siendo un desastre. Esta vez, Google obtiene su puntuaciéon mas alta
respecto los demas textos, porque aparte de una frase completamente ininteligible,
en el resto del texto los errores gramaticales si que permitian entender la oracion y
relacionarla con el resto del texto: en algunos casos, faltaba un verbo o el verbo
estaba mal conjugado. En el caso de Babylon, hay demasiados errores como para

entender el texto. Solamente el tltimo parrafo parece tener un poco més de sentido.

En cuanto a la ortografia hay pocos errores, que consisten principalmente en el mal
uso de las mayusculas en topénimos como mar del Norte o Europa central o al

inicio de frase (Martinez de Sousa 2012).

TERMINOLOGIA
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Grdfico 15: Resultados de terminologia del texto 4

La terminologia utilizada varia en algunos términos un poco entre motores, pero en
general es uniforme (no se trata de terminologia muy compleja, sino de conceptos

universales, como el nombre de océanos y mares y algin término oceanografico).
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Grafico 16: Resultados de estilo del texto 4

Por dltimo, queda comentar el estilo de las traducciones: el registro utilizado es
adecuado en general, sin embargo, Babylon utiliza algunas palabras que se
consideran de un registro mas elevado como indibuliforme o decenio, que no son
incorrectas, pero no son adecuadas para un texto informativo no especializado y de
caracter divulgativo. Por eso se le ha dado una nota méas baja que a los otros dos. En
cuanto a la naturalidad, se ha seguido la misma regla que para los textos anteriores
en el caso de Google y Babylon, y a DeepL se le ha puntuado con un aprobado
porque sigue pegandose bastante al aleman en determinadas ocasiones y eso resulta
poco natural en espaiol. En el caso de DeepL, la funcion informativa se mantiene y
en el caso de Google y Babylon no se podria decir lo mismo ya que los textos no se

entienden.

5.2. Resultados por motor
A continuacién, se muestran los resultados de cada motor en los distintos textos
para tener una vision mas clara y resumida de sus puntos fuertes y sus puntos
débiles. Los colores diferentes de las barras del grafico corresponden a los distintos
textos.
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Grdfico 17: Resultados totales de DeepL
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Deepl demuestra tener bastante robustez, ya que en general obtiene calificaciones
entre 3-4 (es decir, bien-muy bien) en los cuatro textos. Las puntuaciones més bajas
pertenecen al texto narrativo (marcado en naranja) en las categorias de
inadecuaciones de sentido e idiomatizacion. Los mejores textos son el texto sobre el
Mar del norte, marcado en amarillo en el grafico, donde solamente la idiomatizacion
tiene un 2 como puntuacion mas baja, y el texto cientifico (marcado en gris), que no
baja del 3. Se puede considerar como empate porque en las categorias que, segiin mi
criterio, he juzgado mas importantes (inadecuaciones, coherencia, cohesion y

gramaticalidad), han obtenido la misma puntuacion.

El texto apelativo (el discurso, marcado en azul) se sitia en la tercera posicion,
siguiendo muy de cerca a los dos anteriores, aunque en gramaticalidad y registro

obtiene peor puntuacion.
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Grdfico 18: Resultados totales de Google

Google presenta diferencias en cuanto a las categorias: las que tienen mejor
puntuacion son las referentes a contrasentidos, elementos que no deben traducirse,
ambigiiedades y registro. Sin embargo, hay categorias donde alguno de los textos ha
obtenido un 0, es decir que son muy insuficientes. Las puntuaciones tampoco son
uniformes dentro del mismo texto, pues hay categorias donde funciona muy bien y
otras donde fracasa estrepitosamente. Las puntuaciones méas bajas se dan en las
categorias coherencia y gramaticalidad.

En lo referente a la ortografia, Google comete muchos errores de puntuacion que
dificultan el enlazamiento de ideas. A pesar de que las puntuaciones en todos los

textos estan aprobadas, los errores no son los mismos ni de la misma importancia.
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M. BASADO EN REGLAS (BABYLON)

4.5
4
3.5
3
2.5
2
1.5
1
0.5 I
0
° ~t>°‘° Qéjv ) & b’bb L b@b @ Q‘S’b QO &
6\)(' t.)\(' (’\\.\ (1\0 &Q Q/Q(I .~\>Q/ ‘Q/Q Q/L) N O%/b O\O Q/%L) ,b('J\O
RO - R N N CHC I S SN GRS S
o .0 < R & @ & (@) & R\
N (0\% & X & Ve 'S A O
o S QQ/ O \6

m DISCURSO NARRACION CIENTIFICO DESCRIPCION

Grafico 19: Resultados totales de Babylon

Babylon se parece un poco a Google en cuanto a resultados: no son uniformes ni
entre textos ni entre categorias. El problema més llamativo de Babylon es que deja
bastantes (o muchas) palabras sin traducir. Esto agrava el problema de la poca
gramaticalidad del motor, que ya de por si es baja, pero si encima hay palabras en
otro idioma, es peor. A su vez, también se dan muchisimas inadecuaciones de
sentido, seguramente causadas por la incomprension del TO, que como
consecuencia también contribuyen a errores de cohesion y coherencia e incluso a

errores gramaticales.

De hecho, si nos fijamos en los resultados de cohesion, no estan nada mal, con lo
cual el argumento anterior queda justificado. El texto no se entiende porque esta mal

escrito, tiene palabras en alemén y dice cosas sin sentido.

Solo hay dos categorias donde los cuatro textos tienen la mayor puntuacion:
ambigiiedades y elementos que no deben traducirse. Pero esto no es indicativo de
que el motor no cometa estos fallos, sino mas bien se debe a que los textos contenian
muy pocos elementos que no debian traducirse y, ademas, Babylon deja con
frecuencia muchas palabras sin traducir. Tampoco es probable que se produzcan
ambigiiedades ya que las oraciones, o estan raramente bien formadas, o carecen de
elementos sintacticos basicos como verbo o sujeto y por lo tanto se categorizan como

errores gramaticales directamente.

5.3. Conclusiones sobre los resultados
En términos generales, DeepL es el traductor que obtiene en todas las categorias las
mejores calificaciones. Gracias a la utilizacion de distintas tipologias textuales, se
puede ver qué importancia tienen en la calidad de una traduccion. DeepL funciona
bastante bien en todos los textos analizados, siendo el peor el texto narrativo y el
mejor el texto cientifico. La TAN es responsable de la buena fluidez en los textos, tal
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y como se ha visto en el capitulo 2 2.5.2 y como citan varios autores (L.opuszanska y
Masc 2019). Ademas, DeepL dispone de un buen corpus, revisado por profesionales,
y esto se nota en la terminologia que utiliza en todos los textos, que es casi siempre
acertada.

Google y Babylon ofrecen resultados mucho peores. Es sabido que el motor
estadistico tiene problemas en la traduccion de términos que no conoce y a menudo,
los deja sin traducir. Esto también se ha observado, y de hecho mucho mas, con
Babylon, que utiliza un motor TABR. Siendo este ultimo el motor més sencillo que
existe y de los primeros en desarrollarse, tiene sentido que las traducciones sean de

una calidad muy inferior.

Los aspectos textuales como la coherencia y la cohesion también forman parte de las
gramaticas del discurso y, de hecho, la morfologia y la sintaxis (que son los aspectos
a los que generalmente se hace referencia cuando se habla de gramética) son la base
sobre la que se sostienen (Real Academia Espainola y Asociacion de Academias de la
Lengua Espafiola 2016). Por eso, cuando falla la gramatica en una o més oraciones,
la cohesion se ve perjudicada y consecuentemente la coherencia. Babylon tiene
enormes problemas de gramaticalidad, y esto ha dificultado mucho la evaluaciéon en
si misma de los textos, porque en muchas ocasiones habia tantos errores que era
dificil descifrar su naturaleza. Los textos que ofrece Babylon son basicamente
inservibles: todos y cada uno de ellos. En cuanto a Google, tampoco sirven, y no se
aleja demasiado de Babylon. A veces, ahi donde Babylon falla, Google falla un poco
menos o no falla, pero si que lo hace en otra frase. El balance es, en cualquier caso,
bastante equilibrado. La tinica diferencia es que Google no deja tantas palabras sin

traducir como Babylon.
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6. Conclusiones

Cuando empecé este trabajo, mis conocimientos de traduccion automatica eran
bastante generales. Conocia dos sistemas diferentes, el estadistico y el neuronal,
porque llevaba unos meses de précticas en una empresa de servicios lingiiisticos
donde se trabaja con estos dos sistemas. Sin embargo, no conocia los deméas
sistemas ni sabia cobmo funciona realmente la traduccion automatica. Tampoco sabia

nada de su historia.

Antes de empezar con el anélisis de las traducciones mi hipoétesis era que DeepL iba
a ser el que mejores resultados sacaria, pero no pensaba que Google y Babylon
serian tan inservibles. Esto me ha ayudado a ver claramente la diferencia entre los
distintos sistemas de TA existentes y en la importancia de la tipologia textual, ya que

dentro de cada motor los resultados entre textos también son muy diferentes.

Cuando me planteé los objetivos, no di demasiada importancia al método de
evaluacidon porque pensé que no encontraria muchos problemas. Sin embargo,
durante el proceso de analisis de los resultados he encontrado grandes dificultades
para categorizar correctamente los errores, sobre todo en Google y Babylon. Al ver la
bajisima calidad de las traducciones, me di cuenta de que los criterios de puntuacion
que habia fijado en un principio no reflejaban correctamente los resultados que
estaba viendo, y tuve que ajustarlos para que la cantidad de errores gramaticales no
hiciera sombra a otras categorias donde los resultados eran mejores. Esto es porque,
en un principio, decidi que si habia méas de 6 errores de una categoria la puntuacion
seria de 0, es decir, muy insuficiente. Al ver que, tanto en gramaticalidad como
inadecuaciones de sentido habia tantos errores, tuve que aumentar el nimero de
errores tolerados para que estas categorias siguieran estando suspendidas, pero
otras donde habia varios errores leves o insignificantes no quedaran
menospreciadas. Por lo tanto, el método MQM resulta demasiado exhaustivo para
traducciones con tan mala calidad como las de Google y Babylon.

Dicho esto, en la introduccion se planteaban unos objetivos para este trabajo: ha
llegado el momento de responder a las preguntas que sirvieron de base a estos

objetivos.
¢Como funcionan los motores de traduccion automatica?

Hay dos grandes bloques de motores (sistemas) de TA: los sistemas basados en reglas
y los basados en corpus. Los basados en reglas constan de diccionarios monolingiies
y bilinglies y reglas gramaticales. Son de los primeros que se crearon y hay tres tipos
diferentes: la traduccion directa, la interlingua y la transferencia. En los afios 90
surgieron los sistemas basados en corpus, que utilizan conjuntos de textos bilingiies
paralelos y alineados frase por frase. Dentro de este bloque estdn los sistemas
estadisticos, que utilizan métodos de probabilidad para determinar qué palabra es la
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mas adecuada en un contexto determinado, los sistemas basados en ejemplos y los
sistemas neuronales. Estos tltimos han sido toda una revolucién muy reciente y
utilizan técnicas de inteligencia artificial, imitando a un cerebro humano y
relacionando las palabras entre si a base de practica. Los sistemas basados en corpus
se pueden «entrenar”, es decir, se puede mejorar la calidad de las traducciones si se
les introducen textos alineados revisados por profesionales y de un ambito especifico

para aumentar la calidad terminoldgica.

¢Qué criterios hay que tener en cuenta a la hora de elegir un tipo de
traduccion automatica y para qué tipo de texto funciona mejor la
combinacion aleman-espaiiol?

Tal y como se ha podido ver en este trabajo, a la hora de elegir un tipo de traduccion
automatica hay que tener en cuenta dos aspectos: la robustez del sistema de
traduccion y el tipo de texto que se quiere traducir. Como se ha visto, la TAN resulta
mas estable que el resto porque tiene una base gramatical muy sélida y, gracias a los
grandes corpus, dispone de una extensa terminologia y se desenvuelve bien tanto en
textos especializados como generales. La TAE y la TABR son inestables porque su base
gramatical es muy débil: en el primer caso porque el mismo sistema no sabe resolver
bien los problemas de expresion en una lengua, y en el segundo porque los sistemas
basados solamente en reglas gramaticales y diccionarios son muy limitados y no
siempre contienen todas las reglas ni las posibles excepciones, etc.

En los sistemas basados en corpus, la calidad de este es fundamental, ya que
determinara la calidad de la traduccion en general, y mas concretamente la calidad
terminologica. Cuanto méas entrenado esté el motor, mejor, pero es importante
también destacar que el ambito de especializacion y el tipo de texto son
fundamentales: un motor entrenado inicamente con textos de automovilismo

ofrecera mejores resultados en este &mbito que en cualquier otro.

En el caso de DeepL y Google, que funcionan ambos con corpus, sabemos que DeepL.
s6lo utiliza corpus verificados por profesionales y trabaja conjuntamente con la base
de datos de Linguee y Google se entrena a partir de los propios textos que los
usuarios introducen. Por lo tanto, esto explicaria, aparte de la diferencia en el
sistema de traduccion, por qué las traducciones de DeepL son mejores. Sin embargo,
es verdad que los motores de TAE como Google bien entrenados pueden ofrecer

resultados aceptables y tener una buena terminologia.

Aun asi, el hecho que DeepL ofrezca distintas opciones de traduccién para cada
palabra lo hace mucho mas flexible y permite a la persona decidir qué palabra es
mas adecuada segun el contexto (suponiendo que la persona conozca ambos
idiomas).

En cuanto a la tipologia textual, los textos informativos son los que presentan menos

problemas de traduccion y los narrativos los que peores resultados muestran. Los
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discursos estan en un punto medio porque tienen la ventaja de que el lenguaje que
usan es sencillo porque tiene que ser comprensible para el pablico general, pero tienen
el inconveniente de que a menudo usan expresiones mas complejas para dar un toque

estilistico que llame la atencion y no aburra.
¢Qué funcion tiene la traduccion automatica?

La funcion de la TA depende de para qué se quiere utilizar. En el caso de este trabajo,
se pretende usar como apoyo para un traductor profesional con mucho conocimiento
de la LO y la LM. Por lo tanto, el motor de traduccién automética tiene que
proporcionar una traduccién que sirva como «borrador”, para que después el
profesional la revise siguiendo unos criterios de postedicion («Pautas para la
postedicion de la traduccién automética» 2013) y pueda ofrecer un servicio mas

rapido a sus clientes sin renunciar a la calidad.

¢Qué motor de traduccion automatica ofrece mejores resultados y es mas
util para la combinacion lingiiistica aleman-espaiiol?

En las traducciones que ofrece Deepl,, la diferencia entre los resultados de los
distintos textos radica en su naturaleza: tanto el cientifico como la descripcion son
textos informativos y como tal, se componen de oraciones mucho més simples y no
hay un publico directo como en el discurso al que apelar, ni una necesidad estilistica
como en una narracion. Por eso resultan mucho mas naturales. En cambio, el
discurso, pese a ser inteligible, estar cohesionado y presentar solamente algtin error
gramatical, no resulta tan natural. Ademas, como el texto va dirigido un puablico
explicitamente, es mas dificil para el motor captar el tono, saber a quién va dirigido:
es decir, al motor le falta el contexto y el conocimiento del mundo que un traductor

humano tiene.

También se han producido més inadecuaciones de sentido como resultado de la
mayor complejidad oracional del discurso. Un discurso no puede ser llano, no puede
pronunciarse como un texto descriptivo, porque no llamaria la atencién. Entonces,
pese a que el lenguaje es simple porque debe ser entendido por todo el mundo, el
coémo se dice es mas complicado que el qué se dice.

Por tltimo, el texto narrativo es muy rigido y en algunos tramos carece de sentido. El
motor no capta el sentido narrativo, es decir, esta forma de contar las cosas de una

manera mas estética, y de enlazar las ideas para que resulten interesantes.

Hay bastantes errores de sentido, debidos principalmente al desconocimiento del
dialecto que habla uno de los personajes. A pesar de que ha traducido todo el texto,
ha confundido la persona gramatical en varias ocasiones, y esto ha hecho que el

texto pierda cohesidn, y en consecuencia pierda coherencia.

En las traducciones de Google, la baja coherencia y gramaticalidad llaman la
atencion y son el problema bésico de este motor. Los resultados en los distintos
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textos no se alejan mucho, y parece que tiene mas facilidad para textos no
especializados y que utilizan un lenguaje comtin como en el discurso y textos
informativos y sencillos como la descripcion. En cuanto a la ortografia, comete
bastantes errores de puntuacion en todos los textos. Asi, vemos que en el discurso
hay 4 errores claros de puntuacion, mientras que en la narracioén el principal error
ha sido el de no usar la raya para marcar las interacciones de los personajes, sin
embargo, este tinico error lo he considerado igual de grave que varios errores
distintos porque se repite en todo el texto y dificulta la diferenciaciéon entre
intervencion del personaje y aclaracion del narrador, y por ende, la comprensiéon

(aunque la ortografia no sea el factor mas importante que conlleve incomprension).

Las traducciones de Babylon son todas completamente inservibles y seria mas
rapido traducir manualmente. En primer lugar, porque deja muchas palabras en
alemén, en segundo lugar, porque las oraciones donde no hay palabras sin traducir
tienen muchos problemas gramaticales y ortograficos y, en tercer lugar, porque su
conocimiento del aleman también es muy limitado y presenta muchas

inadecuaciones de sentido.

Los resultados muestran que DeepL es muy diferente a Google y Babylon: no tiene
problemas de incomprension sino algunos problemas de sentido y de reexpresion en
LM. Aun asi, comete pocos errores gramaticales y sus problemas de reexpresion son
mas bien debidos a la naturaleza del motor de TA, que nunca puede sonar igual de

natural que una persona.

Google y Babylon en realidad son muy parecidos, excepto por lo que se ha
comentado antes de las palabras sin traducir. Y esto se puede ver en el texto
apelativo, que es donde Babylon ha dejado menos palabras sin traducir: el resultado
de ambos traductores es muy parecido, tanto la puntuacion obtenida como el texto
en general. Las expresiones son similares y el vocabulario también; incluso en

algunos casos, Babylon se entiende mejor.

Repasando el concepto de utilidad, se entiende que la TA debe proporcionar un
resultado “en bruto” de buena calidad, para después pasar por las manos de un
profesional experto en la materia (preferiblemente un traductor), que hara una
postedicion. Independientemente de la calidad final deseada, la traduccién debe
cumplir con unos minimos y hay que seguir unos criterios de postedicion que
variaran en funcion del proposito de la traduccion («Pautas para la postedicion de la

traduccion automaética» 2013).

Una vez tenido en cuenta todo esto y después de resumir los resultados de cada
motor en cada texto, puedo afirmar que DeepL ha resultado ser, en todos los casos
analizados, el traductor mas util. Se pueden utilizar los textos que produce,
cambiando algunos errores puntuales, y facilita la tarea traductora en momentos de

mucho trabajo. En este trabajo solamente se ha analizado la version gratuita, que
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permite traducir hasta 5000 caracteres, asi que no sabemos como funciona una
version en la que se puedan traducir millones de palabras. En cualquier caso, para
una traduccion relativamente corta y urgente, puede servir para obtener una visiéon
general y, después, modificarla para que la traduccion cumpla su funciéon

correctamente y pueda ser leida como un texto original.

Los resultados de este trabajo indican que los errores mas comunes y especificos de
los motores analizados en la combinacion lingiiistica aleman-espafiol se deben a la
falta de comprension del aleman y a los problemas de reexpresion en espaiiol. Ahora
bien, por qué la TA tiene estos puntos débiles es una pegunta sin respuesta todavia,
que ademas no puede ser respondida si no se analiza el proceso de traduccion de los
motores, cosa que no era el objetivo de este trabajo. Una posible hipotesis que
responda a esta pregunta podria ser la baja calidad de los corpus bilingiies y,
ademas, el tamano reducido de ese corpus, ya que el aleman no es una lengua que se

hable tanto como el inglés o el espafiol, y de la cual no hay tanta traduccion.

Gracias a la TAN, la TA esta mucho maés cerca de la traduccion humana que nunca,
pero todavia queda una barrera que sera dificil de romper. En traduccion literaria, al
menos, esta claro que esté lejos de sonar natural. A pesar de esto, la TAN abre una

nueva perspectiva en el ambito de la traduccion.
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8. Anexos

8.1. Textos originales
Texto 1: discurso
Liebe Mitbiirgerinnen, liebe Mitbiirger,
Das Coronavirus veridndert zurzeit das Leben in unserem Land dramatisch. Unsere
Vorstellung von Normalitit, von 6ffentlichem Leben, von sozialen Miteinander - all
das wird auf die Probe gestellt wie nie zuvor.

Millionen von Thnen kénnen nicht zur Arbeit, Thre Kinder konnen nicht zur Schule
oder in die Kita, Theater und Kinos und Geschifte sind geschlossen, und, was
vielleicht das Schwerste ist: uns allen fehlen die Begegnungen, die sonst
selbstverstiandlich sind. Natiirlich ist jeder von uns in solch einer Situation voller
Fragen und voller Sorgen, wie es weitergeht.

Ich wende mich heute auf diesem ungewohnlichen Weg an Sie, weil ich Thnen sagen
will, was mich als Bundeskanzlerin und alle meine Kollegen in der Bundesregierung
in dieser Situation leitet. Das gehort zu einer offenen Demokratie: dass wir die
politischen Entscheidungen auch transparent machen und erlautern. Dass wir unser
Handeln moglichst gut begriinden und kommunizieren, damit es nachvollziehbar
wird.

Ich glaube fest daran, dass wir diese Aufgabe bestehen, wenn wirklich alle

Biirgerinnen und Biirger sie als Thre Aufgabe begreifen.

Deswegen lassen Sie mich sagen: Es ist ernst. Nehmen Sie es auch ernst. Seit der
Deutschen Einheit, nein, seit dem Zweiten Weltkrieg gab es keine Herausforderung
an unser Land mehr, bei der es so sehr auf unser gemeinsames solidarisches

Handeln ankommt.
Texto 2: narracion

Hier geht nix mehr, sagte Frau Briicker, wihrend sie das Sieb mit den Pommes frites
aus dem siedenden Ol nahm, und sie erzihlte, wer inzwischen alles aus dem Viertel
weggezogen und wer gestorben sei. Namen, die mir nichts sagten, hatten
Schlaganfille, Giirtelrosen, Alterszucker bekommen oder lagen jetzt auf dem
Ohlsdorfer Friedhof. Frau Briicker wohnte noch immer in demselben Haus, in dem

friiher auch meine Tante gewohnt hatte.

Da! Sie streckte mir die Hinde entgegen, drehte sie langsam um. Die Fingergelenke
waren dick verknotet. Is die Gicht. Die Augen wollen auch nicht mehr. Nichstes
Jahr, sagte sie, wie jedes Jahr, geb ich den Stand auf, endgiiltig. Sie nahm die
Holzzange und griff damit eine der selbst eingelegten Gurken aus dem Glas. Die
haste schon als Kind gern gemocht. Die Gurke bekam ich jedesmal gratis. Wie

hiltste das nur in Miinchen aus? Imbissstiande gibts dort auch. Darauf wartete sie.
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Denn dann, und das gehorte mit zu unserem Ritual, sagte sie: Jaa, aber gibts da

auch Currywurst?
Nein, jedenfalls keine gute.

Siehste, sagte sie, schiittete etwas Curry in die heiBe Pfanne, schnitt dann mit dem
Messer eine Kalbswurst in Scheiben hinein, sagte WeiBwurst, grausam, und dann
noch siiBer Senf.

Texto 3: texto cientifico
Ablauf der Replikation:

1. Das Enzym Topoisomerase entwindet die DNA Doppelhelix.

2. Daraufhin spaltet die Helicase den nun enspiralisierten Doppelstrang der DNA zu
zwei Einzelstrangen, indem sie die Wasserstoffbriickenbindungen der

gegeniiberliegenden Basenpaare unter ATP Verbrauch auflost.

3. Die Primase synthetisiert an den 3' Enden sogenannte Primer, die fiir den Beginn
der eigentlichen Replikation notig sind und als Startpunkt dienen.

4. Am 3' Ende des Primers beginnt die DNA Polymerase mit der Synthese von

komplementiren Basen, wodurch ein neuer DNA Doppelstrang entsteht.

Jedoch kann die DNA Polymerase nur von 5' nach 3' ablaufen. Das fiihrt dazu, dass
am antiparallelen Strang (3' nach 5') die Synthese in entgegengesetzter Richtung
ablaufen muss. Und das funktioniert nur wenn immer wieder neue Primer gesetzt
werden. Auf diese Weise entstehen zwischen den Primern, einzelne synthethisierte
Stiicke der DNA, die sogenannten Okazaki-Fragmente. Man spricht auch von einer

diskontinuierlichen Bildung des DNA Stranges.

5. RNase H entfernt nun die RNA Primer aus der DNA und eine weitere DNA
Polymerase schlieBt die entstandenden Liicken mit komplementiren Basen.

6. Zuletzt verkniipft das Enzym Ligase den diskontinuierlich-gebildeten Strang

durch Esterbindungen.
Texto 4: texto descriptivo
Nordsee

Die Nordsee (veraltet Westsee, Deutsches Meer[2]) ist ein Randmeer des
Atlantischen Ozeans. Sie ist ein Schelfmeer und liegt im nordwestlichen Europa. Bis
auf die Meerengen beim Armelkanal und beim Skagerrak ist sie auf drei Seiten von
Land begrenzt und o6ffnet sich trichterformig zum nordostlichen Atlantik. In einem

150-Kilometer-Bereich an der Kiiste leben rund 80 Millionen Menschen.

Die Nordsee selbst ist ein wichtiger Handelsweg und dient als Weg Mittel- und
Nordeuropas zu den Weltmairkten. Die siidliche Nordsee ist zusammen mit dem
angrenzenden Armelkanal die am dichtesten befahrene Schifffahrtsregion der Welt.

Unter dem Meeresboden befinden sich groBere Erdol- und Erdgasreserven, die seit
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den 1970er Jahren abgebaut werden. Kommerzielle Fischerei hat den Fischbestand
des Meeres in den letzten Jahrzehnten vermindert. Umweltveranderungen
entstehen auch dadurch, dass die Abwisser aus Nordeuropa und Teilen
Mitteleuropas direkt oder iiber die angrenzende Ostsee in das Meer flieBen.

8.2. Traducciones

Tabla de clasificacion de errores para la evaluaciéon con leyenda de colores

Categorias Aspectos
Adecuacién No traducido
Omision/Adicion

Inadecuaciones de sentido

Elemento que no debe traducirse
Rof ; l l [ soluci ]
Fluidez
Coherencia
Gramaticalidad
Terminologia

Estilo




Texto 1: discurso de Merkel

DEEPL

GOOGLE

BABYLON

Mis conciudadanos|

El coronavirus esté cambiando la vida en
nuestro pais de forma dramatica. Nuestras ideas de
normalidad, de vida ptblica, de interaccion social, todas
ellas como nunca antes.

no pueden ir a trabajar, sus hijos no
pueden ir a la escuela o a la guarderia, los teatros y cines
y las tiendas estan cerrados y, tal vez lo més dificil, todos
nos perdemos los encuentros que de otra manera se dan
por sentados. Por supuesto, en tal situacion, cada uno de
nosotros esta sobre
como seguir adelante.

Me dirijo a ustedes hoy camino porque
quiero decirles como Canciller y a todos
mis colegas del Gobierno Federal en esta situacién. Esto
es parte de una democracia abierta: que también
tomemos decisiones politicas transparentes y las
expliquemos. Que justificemos y comuniquemos
nuestras acciones lo mejor posible para que sean
comprensibles.

Creo firmemente que tendremos éxito en esta tarea si
realmente todos los ciudadanos lo ven como su
responsabilidad.

Asi que que esto es serio. en serio
también. Desde la reunificaciéon alemana, no, desde la
Segunda Guerra Mundial, no ha habido un desafio para
nuestro pais que dependa tanto de nuestra accién

Mi compaiiero, conciudadanos]

El coronavirus cambi6 drasticamente en nuestro pais en
la vida presente. Nuestra idea de la normalidad, de la
vida publica, de la interaccién social § todo esto se pone
a prueba como nunca antes.

Millones de que son incapaces de trabajar, sus hijos no
pueden asistir a la escuela o la guarderia, teatros, cines y
tiendas estan cerradas, y lo que es quizés el més dificil de
todoffillosotros faltan los encuentros que por lo general
se dan por sentado. Por supuesto, cada uno de nosotros
en una situacion y lleno de
preocupacion, ya que sigue.

Paso ahora lo soy guiado de esta manera inusual
porque quiero contar como canciller y todos mis colegas
en el _ en esta situacion. Esto es parte de
una democracia abiertfl que tomamos las decisiones de
politica transparente y explicar. Que establecemos lo
mas posible nuestras acciones y nos comunicamos, lo
que es comprensible.

Creo firmemente que hecho si
realmente entienden todos los ciudadanos como

Por lo tanto, quiero decir que es grave.

Desde la unificacion alemana, no, desde la Segunda
Guerra Mundial hubo ningtin desafio a nuestro pais mas,
lo que es tanto

Queridos ciudadanos, Queridos ciudadanos]
actualmente el cambia la vida en nuestro
pais dramaticamente. Nuestra idea de normalidad, de la
vida ptublica, de convivencia social, todo esto va a prueba
como nunca antes. Millones de ellos no pueden ser de
trabajo, sus hijos no pueden ir a la escuela o en la Kita,
teatros y cines y tiendas estan cerradas, y, lo que es quiza
el mas graves: a todos nos faltan los encuentros, de lo
contrario, por supuesto.

Por supuesto, cada uno de nosotros en una situacion

y lleno de preocupaciones, como
sigue. Me dirijo ahora a este ins6lito camino a ustedes
porque yo les diga lo que me Bundeskanzlerin y todos
mis colegas en el h en esta situacién pone
en marcha. Esto pertenece a una democracia abierta: que
las decisiones politicas también con transparencia y de

explicar. Que nuestro modo de actuar lo mas bien
motivada y comunicarse, para que puedan comprender.

Creo firmemente que esta tarea, si realmente a todos los
ciudadanos y ciudadanas que como su tarea de
comprender. Por ello, permltanme decir

También en serio. Desde la unidad alemana
no, desde la Segunda Guerra Mundial, ha habido ningtin
problema en nuestro pais, en el que méas se preocupan
por nuestra comun solidaria es fundamental.
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Texto 2: texto narrativo

DEEPL

GOOGLE

BABYLON

| Mo hay nada mas que hacer aqui, dijo la Sra. Briicker,
mientras sacaba el colador con las patatas fritas del
aceite hirviendo, y contaba quién entretanto habia
movido todo del cuarto y quién habia muerto. Nombres
que no significaban nada para mi habian tenido
derrames cerebrales, herpes, aziicar de la vejez o

en el cementerio de Ohlsdorf. La Sra. Briicker
seguia viviendo en la misma casa donde mi tia habia
vivido antes.

las

giro|

fuertemente

. Tomd los alicates de

propios

pepinos del frasco. le gustaban desde que era una
nina. el pepino gratis cada vez. ¢Como puedes
soportarlo en Munich? Hay puestos de comida alli
también. Eso es lo que estaba esperando. POW

entonces, i €so era ﬁarte de nuestro ritual, dijo

uno bueno

Bqui no es nada mas, dijo la sefiora Brucker cuando
tomo las tamiz con las patatas fritas desde el

de , ¥ , ahora que se retir6 todo fuera
de la vecindad y que habia muerto. Nombres que no
significaban nada para mi estaban recibiendo golpes,
herpes zoster, diabetes del adulto o estaban en el
cementerio de Ohlsdorf. La sehora Brucker atn vivia en
la misma casa donde una vez que mi tia habia vivido.

le dio la vuelta lentamente
se anudan

tom6 las pinzas
de madera y cogi6é una de las salmueras auto del
tarro. La prisa hubiera gustado gustado como un nifio. El
pepino que cada conexion. Como el tnico héltste
a cabo en Munich? Los vendedores de alimentos que hay

alli también. . Porque entonces, y este
uno de nuestro ritual, ella dijo: i

dijeron

Bqui se trata mas nix, dijo la sefiora Briicker, mientras
que el tamiz de los Pommes frites procedentes del
petroleo siedenden tomo, , quien entretanto
todo por el barrio weggezogen y quien muri6. Nombre
que me dijeron nada, congestion, habian recibido
Alterszucker Giirtelrosen, o estaban ahora en el
cementerio Ohlsdorfer. Sefiora Briicker vivia todavia en
la misma casal en el pasado] mi tia tenfa acostumbrado.

contra de ellos

Usted

, ha dicho s

como cada afio, las comisiones me levanto,

definitivamente. 5S¢ aprobo la Holzzange y sirvié para

que el mismo eingelegten pepinos

vidrio. El haste gemocht ya como un nifio con mucho
usto. El pepino consegui cada vez gratuita.

no quieren mas

. Pues entonces, y que formaba parte de

dijo:

esperaba de
nuestro ritual




Claudia Riba (2019): Estudio comparativo de programas de traduccion automatica para el par de lenguas aleman-espafiol

60

Texto 3: texto cientifico

DEEPL

GOOGLE

BABYLON

Proceso de replicacion:

, la enzima topoisomerasa desenrolla la doble
hélice del ADN.

2. La helicasa divide la doble cadena de ADN, ahora sin
espirar, en dos cadenas simples disolviendo los enlaces
de hidrégeno de los pares de bases opuestas bajo el
consumo de ATP.

3. La primasa sintetiza primers en los
extremos de los 3'

real

4. En el extremo 3' del cebador, la ADN polimerasa inicia
la sintesis de bases complementarias, dando como
resultado una nueva cadena doble de ADN.

Sin embargo, la ADN polimerasa so6lo puede correr de 5'
a 3'. Como resultado, la sintesis debe tener lugar en la
direccion opuesta en la cadena antiparalela (3' a 5'). Y
esto solo funciona si se colocan nuevos primers una y
otra vez. De esta manera,

. Esto también se conoce
como la formaci6n discontinua de la cadena de ADN.

La RNasa H elimina los cebadores de ARN del ADN y
otra ADN polimerasa cierra las brechas con bases
complementarias.

6. Finalmente,

Caducidad de la replicacion: 1. La enzima topoisomerasa
desenrolla la doble hélice de ADN. 2. A continuacion, la
helicasa divide el ADN de doble hebrEliANoE
enspiralisierten en dos hebras sencillas mediante la
disolucion de los enlaces de hidrégeno de los
pares de bases bajo consumo de ATP. 3. La primasa
sintetizado en los extremos 3' denominados cebadores,
que son necesarias para el inicio de la replicacién real y
sirven como punto de partida. 4. En el extremo 3' del
cebador, la ADN polimerasa comienza la sintesis de
bases complementarias se produce mediante el cual un
nuevo ADN de doble hebra. Sin embargo, la ADN
polimerasa sélo puede de 5'ag'. Elresultado es
que la hebra anti-paralelo, la sintesis tiene que ocurrir en
la direccion opuesta (3 'a 5'). Y s6lo funciona cuando los
nuevos cebadores . De
esta manerfl piezas synthethisierte individuales de
ADN] surgen denominados fragmentos de Okazaki entre
los cebadores. Esto también se llama una formaciéon
discontinua de la cadena de ADN. 5. RNasa H ahora
elimina el cebador de ARN a partir del ADN y otro ADN
polimerasa incluye los huecos creados de bases
complementarias. 6. enlaces la enzima ligasa de
la hebra formados por discontinua Esterbindungen.

Fecha de expiracion de la Replikation.. La enzima
Topoisomerase Doppelhelix entwindet el ADN. 2.
A continuaciofi divide a los enspiralisierten
Doppelstrang Helicase el boton de ADN a dos
Einzelstringen, haciendo que los del otro
Wasserstoffbriickenbindungen Basenpaare bajo
consumo de ATP se disuelva. 3. La Primase
synthetisiert a las 3' extremos llamado iniciador, que
para el inicio de la propia Replikation necesarios y
como Startpunkt sirven.

4. El 3' al final de la Primers comenzard el DNA
Polymerase complementarios] con la sintesis de las
bases, creando asi un nuevo ADN Doppelstrang surge.
Sin embargo, la DNA Polymerase sé6lo de 5' después
de 3' se desarrolle. Esto hace que el antiparallelen
Strang (3' después de 5'JJil@ sintesis debe desarrollarse
en sentido inverso. Y esto solo funciona si siempre nuevo
primer puesto. De esta manera, surgen entre el conjunto
de iniciadores, uno synthethisierte trozos de ADN, los
llamados Okazaki-Fragmente. Se habla también de
una educacion Stranges diskontinuierlichen del
ADN. 5. H RNase lejos ahora los RNA iniciador de ADN
y otra de las DNA Polymerase incluye las lagunas con
bases entstandenden complementarios. 6. Ultima
relaciona la enzima Ligase los diskontinuierlich-
educada por Esterbindungen
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Texto 4: texto descriptivo

DEEPL

GOOGLE

BABYLON

El .ar del Norte

El Mlar del Norte (Mar del Qeste obsoleto, Mar de
Alemania [2]) es un mar marginal del @céano Atlantico.
Es un mar de plataforma y se encuentra en el noroeste
de Europa. Excepto por los estrechos cerca del Banal de
la Mancha y el Skagerrak,

y se abre en forma de embudo hacia el Atlantico
nororiental. Alrededor de 80 millones de personas viven
en un area de 150 kilometros a lo largo de la costa.

El Miar del Norte es una importante ruta
comercial Europa @entral y del Norte
hacia los mercados mundiales. El sur del Bar del Norte,
junto con el Banal de la Mancha, es la regién
de navegacion con més trafico del mundo. Bajo el lecho
marino hay importantes reservas de petroéleo y gas, que
se han explotado desde la década de 1970. La pesca
comercial las poblaciones de peces

. Los cambios ambientales
también se deben al hecho de que las aguas residuales
del norte de Europa y de partes de Europa central fluyen
hacia el mar directamente o a través del iar
Baltico.

Mar del Norte
El Mar del Norte (West Lake anticuado, mar alemdn

[2]) es un mar marginal del @céano Atlantico. esuna
plataforma marina y se encuentra en el noroeste de
Europa. A excepcion de los estrechos en el Canal Inglés
y el Skagerrak [§ y
se abre como un embudo para el Atlantico noreste. En
un area de 150 kilémetros de la costa aproximadamente
80 millones de personas.

El Mar del Norte es un importante comercio y
sirve como una forma de Europa central y septentrional
a los mercados mundiales. El sur del Mar del Norte,
junto con el Canal Inglés , la region mas
densamente el envio de trata del mundoﬁ mas
reservas de petroleo y gas

en el subsuelo marino. La pesca comercial se ha
reducido la poblacién de peces del

Los cambios ambientales también

caracterizado porque las aguas residuales procedentes
de Europa del Norte y partes de Europa central fluyen
directamente o a través del Mar Béltico en el
mar surgir.

Mar del NortlielMar del Norte (obsoleto Westsee,
Deutsches Mar[2]) es un Randmeer del @céano
Atlantico. es un Schelfmeer y se encuentra en el
noroeste de Europa. Hasta los estrechos en el canal de la
Mancha y en el Skagerrak esta usted en tres partes del
pais es limitado y se abre al noreste del
Atlantico. En un 150-Kilometer-Bereich en la costa
de la vida de unos 80 millones de personas.

El Mlar del Norte es a un importante
Handelsweg y sirve de via central y del norte de Europa
a los mercados mundiales. El sur de [l del Norte, junto
con el canal a la mas densamente befahrene
Schifffahrtsregion del mundo. En el fondo marino se
encuentran mas y que Erdgasreserven
desde el de 1970 reducir.

del mar
disminuye en las Gltimas décadas. Los cambios
también por el hecho de que las aguas residuales
rocedentes de la Europa del Norte y partes de Europa
ﬁentrall directamente o a través de los vecinos van a
parar en el mar Baltico.




