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TFG EN ENGENIERIA INFORMATICA, ESCOLA D’ENGINYERIA (EE), UNIVERSITAT AUTONOMA DE BARCELONA (UAB)

CREACION Y ANALISIS DE MODELOS
PARA MUSIC OBJECTS SPOTTING

Pablo Mora Claros

Resumen- Mediante la técnica empleada en este proyecto de deteccion y reconocimiento de ob-
jetos musicales, es posible recuperar y buscar pasajes musicales en archivos de partituras para su
preservacion y tratamiento. El objetivo es crear un buscador de pasajes musicales para encontrar
similitud entre diferentes partituras. En este proyecto se han desarrollado y analizados un modelo de
Machine Learning y un modelo Deep Learning para dicha técnica (Music Spotting) mediante métodos
de OMR (Reconocimiento Optico de Musica). El resultado de este trabajo sirve para poder planificar
el desarrollo de una aplicacién real para el uso cotidiano.

Palabras clave—- OMR, Music Object Spotting, HOG, BSM, SVM, YOLO, Machine Learning, Deep
Learning.

Abstract— Using the technique employed in this musical object detection and recognition pro-
ject, it is possible to retrieve and search for musical passages in score archives for preservation
and processing. The aim is to create a musical passage search engine to find similarities between
different scores. In this project, a Machine Learning model and a Deep Learning model for this tech-
nique (Music Spotting) have been developed and analysed using OMR (Optical Music Recognition)
methods. The result of this work serves to plan the development of a real application for everyday

use.
Keywords—
Learning.
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1 INTRODUCCION

tecnologia del reconocimiento de objetos musicales
dentro de una partitura para posteriormente tratarla
y realizar alguna operacién, como por ejemplo, poder editar
las partituras escaneadas con el paso previo de convertirlo a
objetos musicales, o directamente, a partir de una partitura
escaneada, generar un archivo sonoro para el posterior trata-
miento. Asi, se puede preservar partituras cldsicas antiguas
para tenerlas en un formato digital y hacerlo mas accesi-
ble y fécil de consultar. Pese a ello, sigue siendo una de las
grandes dificultades. Una de las opciones para poder hacer-
las mds accesibles es hacer busquedas mediante similitud
visual. Es decir, hacer un buscador de pasajes musicales.
El propésito del trabajo es hacer un buscador de obje-
tos musicales (Music Spotting) para que de esta manera los
musicélogos e historiadores, o cualquier persona interesada
en partituras, puedan buscar pasajes musicales en las par-
tituras a través de la similitud visual entre una consulta y
un coleccién de partituras. Esto se a llevado a cabo, crean-
do un modelo de Machine Learning, desarrollado mediante
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descriptores HOG y BSM y un clasificador SVM, y un mo-
delo de Deep Learning, desarrollado mediante un modelo
YOLO entrenado con partituras sintéticas. Posteriormente
se analizan los resultados que brindan cada uno de los mo-
delos y asi poder extraer unas conclusiones precisas.

Lo que hace novedoso a este proyecto es la aplicacion
de la idea de poder buscar similitudes visuales en objetos
musicales en vez de en texto como ya se ha realizado en
otros trabajos y por ende ya existe.

El articulo estd organizado de la siguiente manera: en la
seccion 2 se describen cuales son los objetivos establecidos
para el proyecto. En la seccién 3 se comenta la metodo-
logia utilizada y la planificacion que se ha llevado a cabo.
En la seccién 4 se resume el estado del arte sobre los temas
que tocan de lleno a este proyecto (OMR y Spotting). En
la seccion 5 se describe el desarrollo general del proyecto
empezando por el modelo de Machine Learning y todos sus
componentes, y acabando por el modelo Deep Learning. En
la seccidn 6 se explica los experimentos que se han llevado
a cabo y los resultados obtenidos. Finalmente, en la seccién
7 se resume el trabajo realizado junto a unas conclusiones y
trabajos futuros.

2 OBJETIVOS

El objetivo principal de este proyecto es realizar Music
Spotting mediante dos modelos diferentes y poder analizar
los resultados. Un modelo Machine Learning clasico y un

2022, Escola d’Enginyeria (UAB)



2 EE/UAB TFG INFORMATICA: CREACION Y ANALISIS DE MODELOS PARA MUSIC OBJECTS SPOTTING

modelo Deep Learning.
Una vez definido el objetivo global del proyecto, se puede
subdividir en diferentes subobjetivos:

= Estudio del arte: Para ver como de desarrollado esta
el mundo del OMR actualmente y que métodos y técni-
cas se han utilizado, se realiza un estudio del arte en
el que se repasan los trabajos relacionados con la de-
teccion y clasificacion de objetos musicales y métodos
de spotting para otros campos no relacionados con la
musica.

= Creacion modelo Machine Learning clasico: Utili-
zar un método de Machine Learning que no precise
de tanto entrenamiento, como SVM, para poder detec-
tar pasajes musicales similares en diferentes partituras.
Este tipo de modelo ya existe para Word Spotting. La
idea es aplicar una estructura similar para objetos mu-
sicales y ver su rendimiento.

= Creacion modelo Deep Learning: Utilizar método de
Deep Learning de deteccién de objetos para adaptarlo
a objetos musicales y poder buscar similitudes en una
0 varias partituras.

= Generacion de los datos para los diferentes modelos
para poder testearlos: Para poder evaluar los mode-
los generados, es necesario tener una base sélida de
imagenes de partituras. Cada uno de los modelos ne-
cesita unos datos de entrada distintos, por eso, es ne-
cesario generar y procesar los datos de entrada.

= Analisis y comparacién entre métodos: Una vez se
obtengan los resultados de aplicar los diferentes mo-
delos para un mismo problema, se realiza un andlisis
de los resultados obtenidos y una breve comparativa
entre ellos.

3 METODOLOGIA

Para la realizacién del proyecto se ha utilizado una meto-
dologia 4gil caracterizada por proporcionar una estructura
incremental, iterativa, susceptible a cambios y flexible pa-
ra incorporar nuevas fases si fuera necesario. Esto facilita
la idea de ir realizando el proyecto paso a paso de forma
incremental en cuanto a funcionalidad y dificultad.

El proyecto se divide en las siguientes fases:

= Estudio del arte: Fase importante de preparacion del
proyecto para conocer los avances que se han hecho
en el mundo del OMR, las técnicas que se han utili-
zado para detectar objetos musicales y entender como
funciona y en que se basa el Spotting. Aparte de esto,
también se ha hecho una bisqueda de informacién so-
bre los métodos utilizados para desarrollar los modelos
propios de este proyecto.

= Creacion modelo Machine Learning: En esta prime-
ra fase se crea la baseline del proyecto, llegando a im-
plementar dos descriptores para las imdgenes y un cla-
sificador SVM. Se ha realizado de forma gradual en
cuanto a deteccion de objetos musicales desde detec-
cién a nivel de compds hasta deteccion de pasajes mu-
sicales complejos en diferentes partituras.

= Creaciéon modelo Deep Learning: Una vez existe la
baseline del proyecto, es momento de crear el modelo
de Deep Learning para poder compararlo con el mo-
delo anterior. En dicha fase, se ha tenido que hacer un
trabajo de generacion y etiquetado de los datos supe-
rior al anterior.

= Analisis de los modelos: Una vez ambos modelos
funcionan correctamente y se han testeado de forma
separada, es momento de analizarlos para ver cual de
los dos es mads eficiente y sacar una conclusién de cual
es mejor para desarrollo de un software para el usuario.

4 ESTADO DEL ARTE

Para poder comprender de mejor manera el desarrollo
que se ha llevado a cabo de OMR, se ha hecho un estu-
dio sobre aquellos trabajos o investigaciones que tienen un
impacto sobre el trabajo que se expone en este articulo. Se
va a empezar a hablar sobre proyectos relacionados con la
deteccidn de objetos musicales mediante diferentes mode-
los de Machine Learning y Deep Learning, para posterior-
mente nombrar aquellos proyectos mds relacionados con el
proyecto actual de Spotting.

Por una parte, se han realizado diferentes trabajos con
el propdsito de detectar objetos musicales mediantes mode-
los mas sencillos de Machine Learning como el [1] en el
cual mediante los descriptores HOG y un modelo SVM es
capaz de detectar los objetos musicales establecidos. A su
vez, en el proyecto [2] proponen 3 tipos de descriptores de
caracteristicas diferentes para la posterior clasificaciéon me-
diantes SVM de partituras manuscritas. Por tltimo, dentro
del apartado de usos de modelos de Machine Learning se
encuentra el trabajo realizado por Rebelo [3] en el que se
comparan diferentes métodos como HMM, KNN y SVM
para el mismo propdsito que las anteriores.

Por otro lado, existen diferentes proyectos en los cuales
mediante redes neuronales se ha conseguido detectar objec-
tos musicales. Uno de los primeros trabajos fue el de Pa-
cha y Jorge Calvo [4] en el cual mediante una red neuronal
Faster-RCNN son capaces de detectar las clases a las que
pertenecen los objetos musicales en partituras manuscritas.
Otro de los trabajos, también desarrollado por Alexander
Pacha y Jorge Calvo [5], muestra una comparacién entre
diferentes tipos de modelos para el mismo propésito de de-
teccion de objetos musicales. En €l se utiliza un modelo de
RetinaNet, similar al modelo que se presenta en este pro-
yecto, YOLOVS. A diferencia de este proyecto, en ellos so-
lo se detectan objetos musicales individualmente, mientras
que en este proyecto se detectan y buscan pasajes musicales
(p. €j. un compds entero o una linea de pentagrama entera).

Para acabar vamos a hacer mas hincapié a trabajos mas
relacionados con lo que se pretende seguir en este proyecto,
la de poder hacer una biisqueda de pasajes musicales me-
diante similitud visual. Para poder hacernos una idea, mas
grafica e interactiva, de lo que se pretende conseguir con
este proyecto nos podemos fijar en el trabajo desarrollado
por P. Riba [6] en el cual mediante una aplicaciéon mévil es
capaz de seleccionar una palabra del manuscrito para poste-
riormente encontrar dentro del mismo documento palabras
similares a la seleccionada. La base de este proyecto es el
trabajo [7] en el cual mediante un descriptor HOG, un clasi-
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ficador SVM vy la idea de una ventana deslizante, son capa-
ces de generar un modelo que encuentre las coincidencias
visuales a una consulta pasada.

5 CREACION DE MODELOS

En esta seccidn se expone el desarrollo y la estructura
seguida para cada uno de los modelos que se han generado
comentando los aspectos mds importantes a tener en cuenta
y los resultados de manera individual.

5.1. Modelo basado en Classical Machine

Learning

Para poder crear una baseline del proyecto se ha desarro-
Ilado un modelo de Machine Learning capaz de encontrar
mediante similitud visual un pasaje musical (conjunto de
notas) seleccionado en otras partituras. Para ello, la estruc-
tura seguida para poder obtener resultados satisfactorios, se
puede observar en la Figura 1 en la que se ven las diferentes
etapas del modelo. Mediante el recorte de una imagen de
una partitura, la extraccién de caracteristicas de la misma,
la ventana deslizante a través de las lineas de pentagrama, la
generacién de muestras positivas y negativas y la posterior
clasificacién, el modelo es capaz de localizar las partes de
la partitura que son similares a la consulta seleccionada.

s0s. s0s

Fig. 1: Flujo de trabajo del desarrollo del modelo SVM

5.1.1. Deteccion lineas de pentagrama

Para poder desarrollar un modelo que sea capaz de de-
tectar objetos musicales y que a su vez sea eficiente, es ne-
cesario hacer una deteccién de las lineas del pentagrama
de una imagen para no tener que hacer ventana deslizante
por regiones donde no hay informacién util. Para ello, se ha
creado un método capaz de detectar lineas de pentagrama
de partituras sintéticas y manuscritas mediante métodos de
morfologia binaria.

A través de un conjunto de operaciones de OPEN y CLO-
SE se ha conseguido detectar lineas horizontales (Fig. 2) pa-
ra posteriormente crear las dreas de cada uno de los penta-
gramas que serd la zona de trabajo de la ventana deslizante.

Para finalizar, es necesario saber los puntos (coordena-
das) en los que se encuentra cada rectangulo. Como no to-
dos los rectdngulos encontrados mediante las técnicas de
morfologfa binaria son del mismo tamafio, se hace una es-
tandarizacién con el tamafio medio de cada uno.
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Fig. 2: Lineas de pentagrama detectadas mediante morfo-
logia binaria

5.1.2. Ventana deslizante

El siguiente paso a llevar a cabo antes de aplicar cualquier
extractor de caracteristicas es la ventana deslizante por las
lineas de pentagrama. Para ello, antes de poder hacerlo, se
selecciona una parte de la imagen que se quiera buscar en el
resto de la partitura o partituras y que actuard como consul-
ta. De esta manera, la ventana deslizante tendra la altura y
anchura que la consulta realizada por el usuario e igual que
las ventanas finales.

Un problema que surge en este paso, es encontrar objetos
musicales similares en diferentes imagenes y partituras de
diferente tamaio. Este problema se soluciona haciendo ven-
tana deslizante de la altura ideal de cada una de las lineas de
pentagrama independientemente del tamafio de la imagen y
de la anchura igual a la consulta realizada por el usuario. En
la siguiente seccion, se comenta como se ha podido resolver
este problema para poder comparar vectores de caracteristi-
cas del mismo tamafio.

5.1.3. Descriptores

La siguiente fase para poder detectar objetos musicales
mediante similitud visual es la extraccion de caracteristicas
gracias a descriptores. Para ello, se han implementado dos
tipos diferentes: HOG y BSM.

El primero de ellos, el descriptor HOG (Histogram of
Oriented Gradients) [8], busca determinar la distribucidén de
frecuencia de las orientaciones de los dngulos del gradiente
(direccioén en la que el cambio de intensidad es maximo tan-
to verticalmente como horizontalmente). Describe la forma
del objeto que se encuentra dentro de la imagen a partir de
los gradientes de los bordes que conforman el objeto. Los
pasos que sigue este descriptor son los siguientes: cilculo
del gradiente (vertical y horizontal) para todos los pixeles de
la imagen, divisién en bloques de la imagen (8x8 pixeles),
calculo del histograma de 9 puntos (dividido por la orien-
tacion del gradiente en 20 grados cada uno), normalizacién
de los histogramas y concatenacion de histogramas para ob-
tener el vector HOG final. Para este proyecto se ha utilizado
una configuracién de 16 pixeles por celda.

Para poder comparar un recorte de la imagen con otra,
obtenemos, después de aplicar el descriptor, un vector. Da-
do que no todas las imédgenes de partituras tienen el mismo
tamaiflo total, antes de aplicar HOG se cambia el tamafio de
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Fig. 3: Célculo del vector HOG

la imagen a 64x128 para que mediante un tamafio de celda
de 8x8 los célculos salgan enteros y sea mas facil de proce-
sarlo. A su vez, hace que cada una de las ventanas, indepen-
dientemente de su tamaflo, acaben resultando en un mismo
tamafio de vector HOG final. De esta manera la compara-
cion se puede realizar correctamente siguiendo la estructura
y pasos comentados (Fig 3).

Por otra parte, se ha implementado el descriptor BSM en
imagenes en escala de grises basado en el trabajo [8] don-
de gracias a ello, es posible conseguir un descriptor potente
para reconocer formas en escala de grises. Dicho descrip-
tor se basa en la divisién de la imagen en subregiones en
la que cada una tiene un centro asociado. Dado que la ima-
gen es en escala de grises, solo son importantes los pixe-
les de color negro que forman parte de la forma del objeto
que se quiere detectar. De esta manera, se calcula, a gran-
des rasgos, la contribucidn (distancia) que tiene cada cen-
tro (a conectividad a 8 con la subregién a la que pertenece
el pixel) con el pixel de color negro. Asi se extrae por ca-
da pixel, el “porcentaje” de contribucion de las subregiones
vecinas. Por ultimo, se acumula toda la informacion de to-
dos los pixeles que forman parte de la forma del objeto a
detectar en un vector que serd el resultado de la aplicaciéon
de dicho descriptor. En la Figura 4 se observa la idea detras
del célculo de contribucién de los centros asociados a cada
uno de los pixeles negros de la imagen.

Para poder lidiar con el problema de diferente tamafo
de imégenes, se han realizado los mismos pasos que con el
descriptor HOG, ya que lo que se define en este método es
el tamafio de las subregiones que queremos crear.

5.14. SVM

El objetivo es crear un método de Machine Learning que
facilite la deteccidon mediante similitud visual entre objetos
musicales. A su vez, mediante los descriptores comentados
anteriormente y calculando la distancia euclidiana entre la
consulta y cada una de las ventanas que forman parte de la
partitura, se pueden extraer resultados correctos y eficien-
tes.

Para poder clasificar correctamente cada una de las ven-
tanas generadas y obtener sélo aquellas que se parecen a la
consulta que se ha hecho, se ha aplicado un modelo SVM
(Support Vector Machine) [10]. Con la premisa de obtener
si la ventana es similar o no a la consulta, se han creado dos
clases posibles: positiva (si que se parece) y negativa (no se
parece). De esta forma, el objetivo del algoritmo SVM es

=

|3

(a) Distancia de un pixel contorno a
sus vecinos

v

&

(b) Vector descriptor con las distan-
cias de (a)

Fig. 4: Célculo BSM

encontrar un hiperplano que separe de la mejor forma po-
sible estas dos clases diferentes de puntos de datos. Encon-
trando aquel hiperplano que maximice el margen (definido
como distancia al hiperplano hasta la primera muestra de
datos de cada una de las clases). Para poder obtener un me-
jor resultado se utilizan “kernel” que otorgan la posibilidad
de afiadir una dimensionalidad extra para poder separar me-
jor el conjunto de datos en las dos clases. En el caso de este
proyecto, se ha utilizado el “kernel” sigmoidal.

Dado que las partituras no estdn previamente etiquetadas
debido a que no se sabe cuales son las clases positivas y cua-
les son las clases negativas, es necesario realizar una canti-
dad suficiente de muestras positivas y muestras negativas en
tiempo de ejecucion. Esto quiere decir que el modelo SVM,
cada vez que se quiera hacer una buisqueda, se va a entrenar
con nuevas muestras positivas y nuevas muestras negativas
dependiendo de la partitura que se esté visualizando.

Para la primera de ellas, se generan X imdgenes iguales
que la consulta pero con ligeros desplazamientos horizonta-
les a ambos lados. De esta manera se obtienen muestras de
la consulta desde diferentes vistas (Fig. 5).

Para el conjunto de muestras negativas se realiza un
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Fig. 5: Muestras positivas

método el cual genera X imdgenes aleatorias de las ven-
tanas de toda la partitura que previamente se han calculado.
Para asegurar que se generan suficientes muestras negativas
de manera aleatoria, se divide el total de muestras que que-
remos generar por la cantidad de lineas de pentagrama que
tenemos, para poder tener la suficiente variedad de informa-
cion (Fig. 6).
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Fig. 6: Muestras negativas

Finalmente, después de entrenar el modelo SVM con las
muestras generadas, se calcula el descriptor de cada una de
las ventanas de las lineas de pentagrama de la cantidad de
partituras que se desee, para poder predecir si pertenecen
o no al conjunto de muestras positivas y, por lo tanto, si
guardan similitud visual con la consulta realizada.

Para acabar de realizar un resultado mas éptimo se realiza
“Non Maximum Supression” [11] para no generar tantas
ventanas finales y dejar un resultado final de la manera més
clara y limpia posible.

5.1.5. Resultados individuales

En esta seccién se observan los resultados obtenidos por
el modelo con los diferentes descriptores creados. Cabe
mencionar que debido a que el descriptor BSM ha sido co-
dificado desde cero no es tan eficiente como el HOG de la
libreria “Scikit-image” [12] pero no necesita tantos datos de
entrenamiento como HOG, o incluso ninguno para extraer
buenos resultados (es decir, no hace falta la intervencion del
SVM). Dado que existen estas dos opciones, se puede elegir
entre mds precision o més velocidad.

En la Figura 7 (a) el modelo es capaz de reconocer el tono
del pasaje musical a nivel de linea de compas. Una prime-
ra aproximacién para obtener resultados visuales y validar
que los métodos aplicados funcionan. Por otra parte en la
Figura 7 (b) el modelo es capaz de detectar a nivel de parti-
tura completa aquellos pasajes similares dada una consulta.
De esta manera, el objetivo de realizarlo a nivel de partitu-
ra estaba realizado. Por tltimo, en la Figura 8 se obtienen
resultados de similitud visual en la misma partitura, pero
diferente imagen de diferente tamafio, encontrando asi los
pasajes parecidos a la consulta realizada (cuadrado azul).

Otro aspecto a comentar en la ejecucion del modelo con
el descriptor HOG es la cantidad de muestras positivas y

(a) HOG y SVM a nivel de compds
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(b) HOG y SVM a nivel de partitura

Fig. 7: Resultados con descriptor HOG
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(b) HOG y SVM con misma partitura diferente ima-
gen

Fig. 8: Resultados con descriptor HOG y SVM en diferentes
partituras

muestras negativas utilizadas. Esto puede alterar el resul-
tado final obteniendo un mejor rendimiento cuantas mas
muestras de ambas clases se generen, pero resultando un
tiempo de ejecucion mas elevado. En la Figura 9 se puede
ver la diferencia en la deteccion del pasaje musical con la
misma partitura donde en la Figura 9 (a) se han utilizado



6 EE/UAB TFG INFORMATICA: CREACION Y ANALISIS DE MODELOS PARA MUSIC OBJECTS SPOTTING

1.500 muestras positivas y 3.000 negativas y ha resultado
en un tiempo de ejecucién de 30 segundos, mientras que en
la Figura 9 (b) se han utilizado 7.000 muestras positivas y
15.000 muestras negativas con un tiempo de ejecucion de
72 segundos.
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(b) 7.000 muestras positivas y 15.000 muestras ne-
gativas

Fig. 9: Diferencia entre la seleccidn de cantidad de muestras

En cuanto a los resultados visuales mediante la utiliza-
cion del descriptor BSM (Fig. 10)se puede observar que no
es necesaria la intervencion de la parte del SVM, dado que
es tan potente que mediante la comparacion entre vectores
de la consulta y los generados, es capaz de extraer aquellos
pasajes iguales a la consulta. Esto ocurre porque las par-
tituras que se han utilizado para testearlo son impresas y
por lo tanto son perfectas (no tienen imperfecciones como
podria ser en partituras manuscritas). El resultado no seria
el mismo en el caso de aplicarlo sobre partituras antiguas o
escaneadas.

Laputa Theme - Kimi O Nosete
Laputa Castle in the Sky
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Fig. 10: Deteccion con descriptor BSM

5.2. Modelo basado en Deep Learning

En esta seccion se describen cada uno de los pasos que
se han llevado a cabo para poder desarrollar el modelo de

Deep Learning con el objetivo de detectar objetos musicales
y buscar a través de similitud visual.

5.2.1. YOLOVS

Después de revisar el trabajo [5] donde se hace una com-
parativa de modelos de Deep Learning para la deteccion de
objetos musicales, se ha decidido utilizar un modelo YO-
LOVS para poder implementar esta parte del proyecto. En
los resultados en el trabajo comentado anteriormente, no se
utiliza en ninglin momento el modelo YOLOVS [13], pe-
ro se utiliza RetinaNet (modelo similar). Los resultados no
parecen ser muy prometedores para este tipo de modelos de-
bido a que no es capaz de detectar las diferentes clases del
resto. Aparte de esto, tampoco es capaz de detectar los obje-
tos mds pequefios como los silencios, o alin mas importante,
las cabezas de las notas. Atn asi son los mds rapidos entre-
nando y es un factor a tener en cuenta para poder mejorar y
entrenar este tipo de modelo y se adapte a las circunstancias
propuestas.

Backbone Neck

Head

ed object class

.
Extraction of informative features * Confidence Score

Fig. 11: Estructura YOLOVS

La idea de la utilizacién de este modelo es ser capaces
de detectar las primitivas de objetos musicales (pentagrama,
cabeza de nota negra en linea, cabeza de nota negra fuera de
linea, cabeza de nota blanca en linea, cabeza de nota blanca
fuera de linea, corcheas, silencio de negra,...) mediante las
coordenadas de la bounding box que la contienen.

Fig. 12: Deteccién de primitivas en un pentagrama

5.2.2. Preprocesamiento de los datos

Para poder entrenar el modelo YOLOVS es necesario
preparar un dataset para que aprenda a detectar los objetos
musicales que queremos. Para ello, se ha utilizado el dataset
de Deepscores [14] el cual tiene una versioén reducida con
mas de 1.700 imagenes y las anotaciones correspondientes
a cada una de ellas.

Cuando se trabaja con datasets para la deteccién de ob-
jetos, normalmente, se trabaja con anotaciones en formato
PASCAL-VOC donde, en formato XML, se incluye cada
una de las coordenadas de la bounding box del objeto y la
clase a la que pertenece.

El problema con el dataset escogido, es el tipo de nota-
cién que contiene (Oriented Bounding Box Annotations).
De formato JSON, contiene todas las notaciones de todas
las imdgenes en un mismo archivo y con las coordenadas
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calculadas de diferente forma. Por eso, ha sido necesario
codificar un script que separe cada una de las notaciones en
un archivo separado y que lo transforme al tipo de anotacién
que el modelo YOLO entiende (Fig. 13). Donde encontra-
mos la clase a la que pertenece, coordenada x del centro,
coordenada y del centro, ancho y altura de la bounding box
normalizadas con el tamafio de la imagen (de izquierda a
derecha).

122 ©.536 ©.985 ©.833 @.001
35 ©.536 0.097 0.833 0.024
24 8.952 0.151 9.002 0.024
24 ©.952 ©.097 0.002 0.024

Fig. 13: Notacién formato YOLO

5.2.3. Entrenamiento

En primera instancia se generé un modelo entrenado con
las més de 1.700 imé4genes del dataset con un “batch size”
de 32 y un total de 40 “epochs”. El tiempo de entrenamien-
to fue de 16 horas y los resultados obtenidos dejaban mu-
cho que desear. Debido a que se entrend con las imdgenes
de partituras completas, en el momento de seleccionar un
recuadro més pequefio de la imagen que actuase como con-
sulta, no era capaz de detectar nada.

Por ello, se decidié realizar un segundo modelo utilizan-
do las lineas de pentagrama de cada una de las partituras co-
mo imdgenes de entrenamiento. Para llevarlo a cabo, se tu-
vo que preprocesar de nuevo todas las imigenes para poder
dividirlas en lineas y que las anotaciones se adecuasen co-
rrectamente. Con esto, se obtuvo un total de mas de 14.000
imagenes. De las cuales se utilizaron la mitad para reducir
el tiempo de entrenamiento.

Otro aspecto que se ha tenido en cuenta antes de entre-
nar el nuevo modelo con el nuevo conjunto de imédgenes es
la reduccién de niimero de clases a detectar. Para poder se-
leccionar las clases con las que se entrena el modelo, se ha
observado la frecuencia de aparicién en las 14.000 imége-
nes y Unicamente se escogen aquellas que aparecen 2.000
veces. De esta forma se pasa de tener 132 clases a tener un
total de 37, cosa que hizo que el tiempo de entrenamiento
fuese inferior.

Con una configuracién de “batch size” de 32 y 30
“epochs” y después de mds de 24 horas de entrenamiento,
se obtuvo un modelo capaz de detectar simbolos mds pe-
quefos y que nos sirve para la deteccion a nivel de linea y
nivel de compas.

En la Figura 14 se puede observar en formato de curva
de Precision (porcentaje de los que hemos dicho que son de
una clase, en realidad lo son)/Recall (porcentaje de cierta
clase hemos sido capaces de identificar) el resultado de la
deteccion de objetos musicales del modelo. Precision cal-

TP TP
culado como 7575 y Recall calculado como 77

+FN

5.2.4. Spotting

La siguiente etapa que se ha llevado a cabo es la de adap-
tar los resultados obtenidos por el modelo (detecta primiti-
vas musicales) para poder encontrar similitud visual entre
la un pasaje musical seleccionado y el resto de objetos que
hay en la partitura. Para ello, y de forma gradual, igual que

— all classes 0.576 MAP@O.5

Fig. 14: Precision/Recall Curve

se hizo en el modelo de Machine Learning, primero se ha
realizado a nivel de linea de partitura para posteriormente
pasar a nivel de partitura completa y finalmente diferentes
partituras.

Pese a que el modelo YOLO es capaz de detectar don-
de se encuentran las lineas de pentagrama, no siempre las
encuentra correctamente y difieren en tamafio las lineas de
una misma partitura. Para solucionar este inconveniente se
ha creado un médulo de deteccién de lineas horizontales,
donde con la imagen binarizada y la deteccion de las coor-
denadas de aquellos objetos negros con una longitud mas
grande que un threshold se detectan como lineas de penta-
grama.

Una vez detectadas las lineas de pentagrama se agrupan
en bloques de 5 para conocer el drea por donde va a operar
la ventana deslizante detectando los objetos musicales.

En este punto se han creado dos variaciones para compa-
rar los resultados de deteccion. La primera de ellas es detec-
tar los objetos musicales a pagina completa, es decir, toda la
partitura. Donde posteriormente la ventana deslizante pasa
y guarda los objetos musicales que se encuentren dentro de
la ventana. Y la segunda de ellas que consiste en generar
una imagen por cada una de las lineas (dejando margen por
arriba y por abajo para asegurar que se tienen en cuenta to-
dos los objetos) y detectar los objetos musicales a nivel de
linea. Luego, la ventana deslizante pasa por cada una de las
lineas igual que en la aproximacidn anterior.

Los resultados finales son bastante similares, pero dado
que el modelo se ha entrenado a nivel de partitura, es mas
propenso a detectar los objetos musicales mas pequefos
cuando se hace a nivel de linea (segunda aproximacion) que
no cuando se hace a pagina completa (primera aproxima-
cion). De este modo, todos los resultados comentados en
este articulo se han realizado siguiendo la segunda aproxi-
macion.

Por ultimo, para poder comparar la consulta generada con
las ventanas que se han seleccionado, no solo se tiene que
tener en cuenta la clase a la que pertenece la primitiva musi-
cal. También se tiene que tener en cuenta el tono de la nota.
Para ello, sabiendo la posicion de la linea de pentagrama, se
calcula la distancia entre el centro de la bounding box del
objeto musical y el centro del pentagrama al que pertene-
ce (solo en el eje Y, que es el que importa para detectar el
tono).

Con todas estas premisas juntas, para poder comparar la
consulta y la ventana generada, se comparan de manera que
en primera instancia contengan los mismos objetos musica-
les en el mismo orden (de izquierda a derecha) y que dichos
objetos musicales estén a la misma altura (mismo tono). De
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esta manera, el modelo es capaz de sacar como resultado el
porcentaje segun la cantidad de objetos musicales que sean
iguales al pasaje musical seleccionado.

5.2.5. Resultados individuales

En esta seccion se exponen los resultados individuales de
forma visual desde el ejemplo més fécil (nivel de linea) has-
ta el mds complejo (nivel de partitura completa). Se pueden
diferenciar ambas aproximaciones que se ha hecho para el
tipo de partitura completa donde la primera detecta zonas
erréneas de mas (Falsos positivos) y la segunda deja sin de-
tectar zonas que si que son (Falsos negativos).

(a) Porcentaje de parecido con la consulta

e e e

(b) Aplicacion de NMS

Fig. 15: Resultados a nivel de linea

En la Figura 15 (a) se observa la deteccion del pasaje
musical, marcado mediante un cuadro azul, donde se han
generado diferentes cuadros en color rosa en las zonas don-
de mads se parecen al pasaje. A estos cuadros se le asignan
un porcentaje segtn el parecido para que posteriormente en
la Figura 15 (b) mediante la aplicacién de NMS solo quede
como resultado los cuadros verdes finales de la deteccién
de este modelo.

En la Figura 16 se observan los resultados generados a
nivel de partitura completa mediante la primera aproxima-
cién (partitura completa total). En la subfigura (a) se en-
cuentran los resultados generados por el parecido segun el
porcentaje para después poder aplicar NMS y generar ni-
camente las ventanas finales. Se puede ver que esta primera
aproximacion no es capaz de descartar resultados incorrec-
tos y detectar como positivos aquellos que no lo son (False
Positive) cosa que hace que la precision disminuya consi-
derablemente.

Por otra parte, se encuentran los resultados generados por
la segunda aproximacion (Fig. 22), en la cual las ventanas
resultantes son menores y donde la precisién es mayor que
la anterior aproximacion detectando unicamente 2 cuadros
correctos. Pese a ello, al no detectar todos los posibles, hace
que el Recall disminuya.

6 ANALISIS RESULTADOS

En este apartado se comentan los resultados cuantitativos
obtenidos de ejecutar los diferentes modelos con diferentes
pasajes musicales. Debido a que el usuario final puede es-
coger en las diferentes partituras que se le ofrecen el pasaje
musical que desee, para poder evaluar de forma correcta los
modelos, se han extraido un total de 25 pasajes musicales
de diferentes complejidad que afectan y aparecen en mads
de 100 imdgenes distintas de partituras.

La divisién en diferentes pasajes musicales ha estado me-
diante la dificultad que tienen. Subdividiendo asi en tres
grupos diferentes: sencillo, medio y complejo. En ellos apa-
recen desde un par de notas juntas hasta uno o dos compa-
ses enteros. De todas maneras, pese a que haya un grupo
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(b) Aplicacion de NMS

Fig. 16: Partitura completa primera aproximacion

denominado como sencillo, se ha intentado escoger pasajes
que contengan mds de 3 notas seguidas para poder evaluar
también el rendimiento de los modelos.

Cada uno de los pasajes extraidos forman parte de una
partitura completa que se ha probado en diferentes image-
nes de la misma partitura pero con cambios en el “tipo de le-
tra” utilizado (Fig. ??). De esta manera, los resultados pue-
den ir variando y ser distintos en todas las partituras. Poste-
riormente, para evaluar la eficacia del modelo conforme un
pasaje musical dado, se realiza la media del “Precision” y
del “Recall” (calculados de la misma manera que se expli-
can en la seccién 5.2.3).

En la Figura 18 se observan los resultados de los porcen-
tajes obtenidos de Precision y Recall de la ejecucion de los
diferentes modelos. En ellos se ve la separacidn entre los
diferentes grupos de pasajes musicales (sencillo, medio y
complejo).

Con el modelo de HOG+SVM se generan un Precision
y Recall por encima del 0.7 en todos los grupos, quedando
un mejor equilibrio en el grupo de dificultad media. Esto es
debido a que los pasajes musicales catalogados como sen-
cillos contienen dos o tres objetos musicales, pero que apa-
recen mas de tres veces en la partitura y hace que el modelo
no sea capaz de detectar con totalidad las ventanas corres-
pondientes. Por otra parte, el Recall en el grupo de dificul-
tad compleja es mds alto que la Precision debido a que los
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(b) Aplicacion de NMS

Fig. 17: Partitura completa segunda aproximacién

pasajes musicales seleccionados, contienen uno o dos com-
pases que aparecen pocas veces en la partitura y el modelo
unicamente es capaz de detectar uno. Aun asi los resultados
obtenidos son favorables dado que como se ha comentado
antes, los pasajes musicales seleccionados son ya de alta
complejidad pese a ser catalogados como sencillos.

Con la utilizacién del descriptor BSM (sin el uso de
SVM), los resultados son equilibrados. Todos los grupos
estan por encima del 0.6 tanto en Precision y Recall des-
tacando otra vez el grupo de dificultad media debido a lo
que se ha comentado anteriormente. Se puede observar que
los resultados de este grupo son mejores que en el primer
modelo comentado. Atun asi, los resultados en lineas gene-
rales no son mejores, y como se ha comentado en la seccién
5.1.5 no resultarian igual si se probase con partituras mas
complejas(escaneadas, manuscritas o antiguas).

Cabe mencionar que se ha decidido no utilizar SVM en
este modelo ya que los resultados obtenidos ya son lo sufi-
cientemente buenos como para tener que ejecutar ese modu-
lo y obtener resultados similares y, por lo tanto, incrementar
el tiempo de ejecucion.

Por ultimo se encuentran los resultados generados por
el modelo YOLOVS5, donde nuevamente, el grupo pertene-
ciente a la dificultad media vuelve a tener un Precision y
Recall mas alto que el resto. Pese a ello, los resultados en

HOG + SVM

0,72
570
- l . I .
0,66
Sencilo

Medio

compiejo

m Precision mRecal

(a) Porcentaje de Precision y Recall con el modelo
HOG+SVM

o I I
0,10
Sencillo

(b) Porcentaje de Precision y Recall con el modelo
BSM

sencilo

(c) Porcentaje de Precision y Recall con el modelo
YOLOVS

BSM

Medio

Compiejo

u Precision mRecs

YOLOVS

Medio

Comphjo

= Precision m Recal

Fig. 18: Gréficos de los porcentajes de Precision y Recall
de los diferentes modelos

lineas generales son peores que el modelo de Machine Lear-
ning con los dos descriptores. Esto es debido a que el mo-
delo no se ha entrenado suficiente tiempo. La configuracién
seleccionada para entrenar el modelo parece no ser suficien-
te para obtener mejores resultados (o mds parecidos al del
modelo anterior). Esto se refleja a la hora de detectar los ob-
jetos musicales individualmente. El modelo, para diferentes
compases donde aparecen los mismo objetos musicales, de-
tecta elementos diferentes sobreponiéndose uno encima de
otro, y por lo tanto, el modelo final de Spotting no es capaz
de detectar como similar un compas idéntico al del pasaje
seleccionado.

Otro aspecto a tener muy en cuenta para poder comparar
minimamente los modelos generados es el tiempo de eje-
cucion de cada uno (Tabla 1). El modelo que utiliza HOG,
el tiempo de ejecucién se eleva debido a la generacion de
muestras positivos y negativos. Este tiempo puede variar
segln la cantidad que se precisen, pero para obtener un buen
resultado, las ejecuciones se han realizado con 1.500 mues-
tras positivas y 3.000 negativas. Atn asi, es el modelo mas
rapido de los tres. Por otra parte se encuentra el modelo que
utiliza BSM, el cual, debido a que ha sido configurado y
creado desde cero sin la utilizacién de ninguna libreria, no
estd optimizado del todo. Por tltimo, los tiempos generados
con el modelo YOLOVS son ligeramente superiores al del
primer modelo debido a que existen pasos previos (como
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TABLA 1: TIEMPOS DE EJECUCION

Tiempos de ejecucion (en segundos)
Clase | HOG + SVM [ BSM | YOLOV5
Sencillo 36 163 51
Medio 22 125 29
Complejo 33 153 47

la separacién de la imagen original en recortes de lineas de
pentagrama) que hacen que se eleve.

7 CONCLUSIONES

El objetivo principal de este proyecto sobre la creacién de
dos modelos diferentes mediante técnicas distintas capaces
de buscar mediante similitud visual un pasaje musical en las
partituras se ha conseguido satisfactoriamente. Se ha creado
dos aproximaciones para el modelo de Machine Learning
con dos descriptores distintos y se han podido evaluar me-
diante consultas de complejidad diferente. Por otra parte, se
ha creado y entrenado un modelo de Deep Learning capaz
de detectar primitivas musicales individualmente para pos-
teriormente ejecutar el modulo de Spotting y buscar simili-
tudes. Igualmente se ha podido probar su eficacia mediante
la generacién de consultas individuales.

Los resultados en lineas generales son buenos, pero siem-
pre hay margen para la mejora. Audn asi, como baseline de
Music Object Spotting, algo que se habia hecho pero con
texto manuscrito, es un buen comienzo e invita a poder se-
guir con su desarrollo y mejora para poder obtener resulta-
dos mas prometedores y aplicativos para desarrollos para el
uso cotidiano y atreverse a realizarlo con partituras manus-
critas para conservar su historia.

Para poder probar que los modelos funcionan correcta-
mente se ha realizado una interfaz gréifica sencilla de modo
que el usuario pueda recortar de la partitura el pasaje mu-
sical que desee. Como trabajo futuro para este proyecto, se
podria realizar a nivel aplicativo real, donde desde una apli-
cacion web “conectada” a una coleccion de partituras o bi-
blioteca a la que se pueda tener acceso, el sistema sea capaz
de buscar lo que el usuario desee entre todas las partituras.

Este proyecto ha servido para poder adentrarme més en el
mundo musical y ver la complejidad que tiene poder reali-
zar detecciones y procesamiento que con texto, a simple vis-
ta, parece mas sencillo. He descubierto la técnica de Spot-
ting que antes desconocia y he ampliado los conocimien-
tos que previamente tenia sobre Machine Learning y Deep
Learning, y todo lo que ello conlleva.
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A.1. Planificacion seguida
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- Estado del arte
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Spotting
w Creacidn Modelo Machine Learning
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Modelo SVM
Creacion de Dataset
Blisqueda de objeto musical individual en inea de pentag.
Blsqueda de objefos musicales en linea de pentagrama
Blisqueda de objetos musicales en una partitura
Bulsqueda de objetos musicales en diferentes partituras
Extractor de caracteristicas BSM
Pruebas y refinamiento SViM
~ Creacion Modelo Deep Learning
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A.3. Ejemplo pasaje musical medio
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Fig. 21: Resultados pasaje musical medio
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Ejemplo pasaje musical complejo
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Fig. 22: Resultados pasaje musical complejo



