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Capitulo 1

Introduccion

En este capitulo se presentan las motivaciones que haunldlevda realizacion del
proyecto, el contexto sobre el que se sitla y los objetivessgudeben cumplir para su
exito.

1.1. Contexto Actual

La seguridad en Internet ha ido evolucionando durante toeas afios. A principios
de este siglo y finales del pasado la seguridad en los seegi@oa altamente deficiente,
por ello eran objetivo de ataques de distinta indole. Eltolojgpodia ser muy variado,
tanto la informacion que éste contenia como la auto-promhegdel propio atacante, entre
otras.

Con la evolucion de las nuevas tecnologias y su asentangento plataforma prin-
cipal de acceso a la informacion, tanto gobiernos como a&ahisl se han preocupado en
mayor medida del problema que suponia una seguridad tamedéficLlevando a cabo
notables medidas de proteccion para evitar muchos de lgsestya conocidos.

En consecuencia, los atacantes han modificado su objetivguel antes eran intrusio-
nes a servidores de grandes entidades se han convertide@iones masivas a usuarios.
Muchos de ellos, aunque familiarizados con las nuevas legias, desconocen aspectos
de la seguridad digital como pueden ser la comunicaciore etignte y servidor cifra-
da, jerarquia de certificados... o0 incluso la propia estraaie la red. Este hecho les da
una gran ventaja a los atacantes, que intentan aprovedkgumr descuido para infectar
el entorno del usuario y robar informacion sensible. Peggente a raiz de este desco-
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2 CAPITULO 1. INTRODUCCION

nocimiento existe un notable nimero de usuarios que pulsaidre el botéceptara
cualquier aviso de seguridad sin pensarselo dos vecesj quiesa una.

Existen multitud de ataques que se utilizan actualmenta ganseguir acceder al
sistema del usuario y obtener asi las credenciales pardeacada banca electronica
u otros servicios sensibles. Aunque también son utilizgdwsgrandes entidades para
recabar informacion acerca de los habitos de consumo deblagidn y otro tipo de
datos que puedan ayudar a mantener una dinamica de negacedioi@nte en un futuro.

El mas comun de los ataques, y que crece en numero cada aao tdzécion de
software malicioso (ingMalwaret).

Debido a la naturaleza dinamica que forma actualmente @fremtVeb de la red, pue-
de ocurrir que una infeccidn se realice Unicamente duramiotto periodo de tiempo,
0 que dependa de otros aspectos y sélo infecte bajo unasmoredi predefinidas: una
version concreta del navegador o de cualquier otro softwargilizacion de alguna libre-
ria concreta. Ademas, los ataques son infinitamente var\adomplejos, de manera que
realizar una deteccion basada en trazas o heuristicassquer® lo hacen actualmente
los antivirus, no es posible.

Para detectar de forma eficaz esta clase de ataquEkaldare se debe realizar un
analisis continuo de la aplicacién Web y comprobar que naegugen anomalias Rea-
lizar este trabajo de forma manual es algo totalmente desaf@ble, para ello existen
aplicaciones que de forma automatica se conectan a unaap@gpecificada y analizan
todas los eventos que se llevan a cabo en el sistema duraaig#ay una vez visualizada
la pagina. Al terminar, se muestran los resultados.

1.2. Motivaciones del Proyecto

Este proyecto nace de las nuevas necesidad detectadatedrlnaltimo afio en la ac-
tual Plataforma de Deteccion tkalware Su cometido es realizar un analisisMalware
de un portal web facilitado por el cliente. El proceso seizaan dos fases principales,
las cuales son ejecutadas por distinto software especé#ieocada accion:

ldef: Software creado para realizar acciones maliciosas enstansa. Primero infecta al usuario y se
instala de forma clandestina en el sistema para obtenemafidn, ésta dependera de los intereses del
autor del software, o simplemente mantener el acceso ehsasinfectado. Algunos son virus, troyanos,
puertas traseras...
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Fase de Crawling: Proceso mediante el cual se obtiene el listaddB&<S que forman
el dominio a analizar.

Fase de Analizador: Tomando como objeto a analizar las URLSs recolectadas en la fa
se anterior, se lanza el sistema analizadétomeyClientpara cada una de ellas
interpretando y almacenando los resultados obtenidos.

Algunos aspectos clave del disefio como la escalabilidasiodsVare, gestion centraliza-
da de erroredpgsdetallados de las acciones realizadas, inclusion de vaierges en el
mismo sistema o facilidad de manipulacion de datos, no sertuven cuenta en su pri-
mera version y suponen un coste importante de tiempo enssigary mantenimiento
basico de muchos aspectos automatizables. Estas sonmigéisigue este proyecto debe
cubrir en su totalidad de una forma eficiente y robusta.

Adicionalmente se incorporaran algunas mejoras funcgsnakntralizando varios as-
pectos del analisis en el mismo gestor, relacionando estagtde Antivirus, Analizador y
Crawlerde forma coherente y cohesionada, se evita asi generaadisiindependientes
y tener que relacionarlos manualmente por marcas de tiempgosimétodos.

1.3. Obijetivos

El proyecto consiste en el desarrollo de un software capagesigonar la ejecucion
de los diferentes procesos @eawlingy HoneyClientrecopilando los resultados de for-
ma coherente y almacenarlos en una base de datos. Adiciem@ miebera ser capaz de
responder de forma eficaz ante el mayor nimero de contratemgsibles y reaccio-
nar correctamente en el proceso habitual de analisis. Coexbepser enviar alertas a los
clientes en caso de detecMalwareen alguno de los recursos.

El software debe ser capaz de gestionar el analisis de vdwimgnios, ademas de
cubrir todas y cada una de las deficiencias detectadas emsi@rvectual del sistema.
Adicionalmente se deberan afiadir funcionalidades y medifit disefio para permitir
centralizar lainformacion en un mismo contenedor, comdasa de datos, y relacionada

2def: Proviene del inglédJniform Resource Locatiogue significa Localizador Uniforme de Recurso
y corresponde a la cadena de caracteres que forma la dimecmidla que se accede a un recurso web
concreto. La sintaxis es la siguiente:

protocolo://maquina/directorio/archivo
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entre si de forma coherente aunque las fuentes de informaean diferentesrawler,
antivirus,honeyclient

El disefio debera ser escalable y permitirimplementardstarejoras y ampliaciones
de forma comoda. ésta maxima debe aplicarse tanto al seftemarrollado en Python
como la base de datos que sustentara toda la informacion.

1.4. Conceptos

En este apartado se presentan algunos conceptos impsipansela comprension de
este texto.

1.4.1. HoneyClient

HoneyClientes un software destinado a detectar y recolectar las accoueese rea-
lizan en un sistema cliente cuando se accede a aliggfrremoto. La esencia de su com-
portamiento ha sido heredada de sus antecesoredplosyPot$. Lo que éstos realizan
a nivel de servidor, dHoneyClientlo hace en el sistema del cliente. Hay algun que otro
proyecto por la red destinado a esta clase de software, dililzgafia se indican algunos
de éstos.

Existen varias categorias, tationeyClientcomoHoneyPots

= Alta-Interactividad: Se utiliza un sistema real en el que se instala un agente que
controla todos los eventos que se producen en el sistemagdoga de un modo
seguro con el fin de ser analizados.

= Baja-Interactividad: Se emula Unicamente un servicio/cliente concreto en lugar d
todo el sistema, programando a conciencia el error paraatanel origen de la ex-
plotacion. De forma analoga a los A#a-Interactividadse reportan los resultados
para su posterior estudio.

3def: Sindnimo de pagina web

4def: Servidores sefiuelo utilizados para estudiar el compaetamde un atacante. Se configuran para
que parezcan servidores reales, incluso con datos falsasofracer mayor realismo al atacante, que se
ha convertido en presa. Sin embargo, todas las accionesg@tradas para un posterior estudio y rea-
lizar planes de prevencién de intrusiones a servidores @tupcion que pueden llevar a consecuencias
desastrosas.
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La solucion mas eficaz es la utilizacion de doneyClientde Alta-Interactividad éste
se trata realmente de un entorno real, consiguiendo unnentods adecuado para que el
codigo malicioso realice sus acciones. Ademas, es poseideidr ataques que afectan a
otras aplicaciones y no Unicamente al navegador, éstagpsedreproductores multime-
dia, flash, visualizadores de ficheros PDFs... Incluso agdasconocidos@day’s, ya
que al no tratarse de un sistema pre-disefiado para un enaneto, el codigo malicioso
tendra acceso a todo el sistema.

1.4.2. Crawling

Se denomin&rawling a la accion de acceder de forma recursiva a todos los enlaces
de una pagina Web con el fin de obtener los nombres de cada Uos deursos a los
gue se puede acceder desde la misma.

La plataforma debera gestionar la ejecucion de un procesoaslding con el fin de
obtener todos los recursos que componen cada uno de losepontab a analizar. La
gestidn de estos procesos y sus resultados debera realiparsctamente.

1.4.3. XML

Se trata de un metalenguaje extensible de etiquetas désdorpor elWorld Wide
Web ConsortiunfW3C). Las siglas vienen del ingléstensible Markup Languaggue
significa: Lenguaje de Marcas Extensible. El aspecto y etsira que define es el utilizado
por muchos lenguajes extendidos como por ejeraidimLe.

XML unicamente define las caracteristicas sintacticas delégeges decir, su estruc-
tura, pero no es propiamente uno, como si lo es en caHibidL.

Un pequefio ejemplo de codigdviL se encuentra en Eigura-1.1

Se puede observar la utilizacion de etiquetas y atribut@sgbefinir el elemento. Este
formato es muy versétil, y se puede utilizar tanto para atmacdatos como implementar
protocolos de comunicacion. Enfiggura-1.2y Figura-1.3se pueden observar ejemplos
de utilizacion deXML en los ambitos expuestos.

Sdef: Programas que aprovechan vulnerabilidades aun no cawmoidjue acaban de ver la luz con
cualquier finalidad, la que su creador prefiera.

bdef: Las siglas provienen del inglés/perText Markup Languaggue significa Lenguaje de Marcas de
Hipertexto
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<parent >
<childl attr1="val uel">
optional txt field

</childl>
</ par ent >
Figura 1.1:Ejemplo de codigaXML
<client>

<operation nane="sunmg" >
<var nane="vari abl el" valor="2" />
<var nane="vari abl e2" valor="3" />
</ oper ati on>
</client>

Figura 1.2:Ejemplo de peticion utilizand¥XML

El dnico inconveniente de este formato es el notable inanéergel tamafio ocupado
por la informacion debido a los nombres de atributo y etiggidtiaciendo que la comu-
nicacion entre un cliente y servidor sea mas pesada, y odapaas espacio en el disco
cuando se almacena la informacion utilizando este fornaatidferencia de, por ejemplo,
una base de datos, cuya funcion es minimizar el espacio doupa

1.4.4. Virtualizacion

Permite utilizar varios sistemas operativos en una solaumagle forma simultanea.
Esta clase de software emula una maquina entera, incluyeredmria RAM, disco duro,
dispositivos externos... Con lo que es posible instaldgcigr sistema operativo en ellay
conseguir emular cualquier entorno de usuario, afronténohdeccion desde un espectro
mas amplio y detectando mayor numero de software malicioso.

1.4.5. Sniffer

Software destinado a la recoleccion de los datos que senti@mspor la red. Con el
fin de analizarlos y, en medida de lo posible, comprenderlos.

Existen multitud de herramientas que realizan esta fuatithed, sin embargo, en el
proyecto se ha implementado un objeto que realiza estadinaltdad. Para ello se ha
utilizado un médulo de Python con el fin de integrarlo en etveafe y comunicarse de
forma mas cémoda con el resto de la plataforma.
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<network range="192.168. 0. 0/ 24" >
<host addr="192.168.0.2" state="up">
<services total ="2">
<servi ce nane="tel net" port="23" banner="Tel net server" />
<servi ce name="http" port="80" banner="Apache" />
</ servi ces>
</ host >
</ net wor k>

Figura 1.3:Ejemplo de almacenaje de informacion utilizaridL

1.5. Contenido de la Memoria

La memoria se ha estructurado en cinco grandes bloquesnedrpres en el que se
encuentran estas lineas. Su cometido es el de introduemel del proyecto y familiarizar
al lector con los conceptos que se utilizan y desarrollateposmente en el trabajo.

Después se encuentra el capitulo en el que se expone elmasteli proyecto y se
describen las herramientas utilizadas, se presenta tarahg&tabla en la que se puede
observar de forma desglosada todo el proyecto estructy@diases y la dedicacion en
cada una de ellas.

El cuerpo del trabajo corresponde al siguiente capitule] gone se explicay comenta
todo el proceso llevado a cabo para el disefio de todo el piwyesu posterior imple-
mentacion, obviando detalles de la base de datos por coestate confidencialidad y
seguridad en la aplicacion. Ya que podrian realizarse asagoumplejos con el fin de al-
terar la informacién que ésta contiene o provocar errords plataforma u otro software
que utilize la base de datos.

En el capitulo de pruebas se exponen algunos de los testadea al software y
su resultado. Comentando ademas el motivo por el que se alirad®d cada una de las
pruebas.

El dltimo apartado corresponde a las conclusiones a las i degado una vez
finalizado el proyecto, exponiendo una valoracion perspnaias lineas de aplicaciones
0 servicios futuros que se pretenden desarrollar sobrafafprma.
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Capitulo 2

Metodologia de trabajo y entorno de
disefo

En este capitulo se describe la metodologia de trabajaaealipara el disefio e im-
plementacion de la plataforma.

2.1. Metodologia de trabajo

El trabajo se ha desarrollado de forma individual, tantolplementacion como el di-
sefio han sido hechos por un Unico individuo, al igual quedaifitacion. Desdimternet
Security Auditors, S.L. se ha controlado el cumplimiento del planning y los resolad
obtenidos en cada uno de los hitos correspondientes. Adeéentagilitar un acceso co-
modo para desarrollar, permitiendo utilizar remotamehémtrno.

Todo el proceso se hallevado a cabo en horas extra-labgeatableciendo una media
de 4 horas diarias durante 5 dias a la semana.

Se empez06 disefiando en un inicio la arquitectura general plataforma y las fun-
cionalidades que debia requerir. Después se han ido daelaltaada uno de los médulos
a medida que se abordaba su disefio e implementacion, al niesmgo se iban afia-
diendo funcionalidades no enumeradas al inicio, ocasimalgun que otro retraso en el
cumplimiento del planning inicial.
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2.1.1. Planificacion

Seguidamente se presenta la planificacion en formato da yabjue su desarrollo
ha sido secuencial y no tiene mucho sentido mostrar el disyde Gantt. Cada dia
corresponde a 4 horas de trabajo, y la documentacién se medtipando a medida que
avanzaba el proyecto, dejando para la tltima fase el adaxypdarle formato.

Plataforma automatizada 173,38 dias?| 12/01/09 09:00| 10/09/09 12:00
Preparacion 3,63 dias | 12/01/09 09:00| 15/01/09 16:00
Andlisis del software HoneyClient 2 dias 12/01/09 09:00( 13/01/09 19:00
Gestion de Riesgos 0,5 dias 15/01/09 10:00( 15/01/09 16:00
Médulo 1 crawling/BD 42 dias 10/03/09 09:00| 07/05/09 09:00
Andlisis 0,5 dias 10/03/09 09:00| 11/03/09 10:00
Disefio 1dia 11/03/09 10:00| 12/03/09 10:00
Adaptacion DB 1dia 11/03/09 10:00| 12/03/09 10:00
Implementacién 2,5 dias 12/03/09 15:00( 23/03/09 11:00
Test 2 dias 23/03/09 11:00| 30/03/09 12:00
Validacion 1dia 30/03/09 12:00| 31/03/09 12:00
Correccién 1dia 01/04/09 09:00| 03/04/09 11:00
Documentacién 2,5 dias 03/04/09 11:00| 08/04/09 12:00
Creacién Entorno y Maquinas Virtuales 3 dias 10/04/09 09:00( 21/04/09 12:00
Gestion General de Errores 0,5 dias 22/04/09 09:00| 23/04/09 10:00
Médulo 2 HoneyClient/BD 18,13 dias | 25/05/09 09:00| 18/06/09 10:00
Andlisis 1dia 25/05/09 09:00| 27/05/09 11:00
Disefio 1dia 27/05/09 11:00{ 01/06/09 10:00
Adaptacion BD 0,5 dias 01/06/09 10:00{ 02/06/09 11:00
Implementacion 1,5 dias 02/06/09 11:00( 08/06/09 11:00
Test 1dia 08/06/09 11:00| 11/06/09 10:00
Validacion 1dia 11/06/09 10:00| 12/06/09 10:00
Correccién 0,5 dias 12/06/09 10:00( 15/06/09 11:00
Documentacién 1dia 15/06/09 11:00( 18/06/09 10:00
Modulo 3 Gestion de Alertas 16 dias 18/06/09 10:00( 10/07/09 10:00
Andlisis 1,5 dias 18/06/09 10:00| 24/06/09 10:00
Disefio 0 dias 24/06/09 10:00( 24/06/09 10:00
Adaptacion BD 0,5 dias 24/06/09 10:00{ 25/06/09 11:00
Implementacion 1,5 dias 25/06/09 11:00( 01/07/09 11:00
Test 1dia 01/07/09 11:00| 06/07/09 10:00
Validacion 0 dias 06/07/09 10:00{ 06/07/09 10:00
Correccién 0,5 dias 06/07/09 10:00| 07/07/09 11:00
Documentacién 1dia 07/07/09 11:00| 10/07/09 10:00
Modulo 4 Gestion Central 20 dias 10/07/09 10:00( 07/08/09 10:00
Andlisis 0,5 dias 10/07/09 10:00| 13/07/09 11:00
Disefio 2 dias 13/07/09 11:00| 20/07/09 12:00
Adaptacion BD 0,5 dias 21/07/09 09:00( 22/07/09 10:00
Implementacion 1,5 dias 22/07/09 10:00( 28/07/09 10:00
Test 1dia 28/07/09 10:00| 30/07/09 12:00
Validacion 0 dias 30/07/09 12:00{ 30/07/09 12:00
Correccion 1dia 31/07/09 09:00| 04/08/09 11:00
Documentacién 1dia 04/08/09 11:00| 07/08/09 10:00
Modulo 5 Puesta a Punto 14,25 dias | 07/08/09 10:00| 27/08/09 12:00
Andlisis. Revisar funcionalidades e interaccion entre ufasl 0,5 dias 07/08/09 10:00| 10/08/09 11:00
Implementacién mejoras detectadas 1dia 10/08/09 11:00( 13/08/09 10:00
Redefinir listas de inclusion exclusion 1dia 13/08/09 10:00( 17/08/09 12:00
Test 1dia 18/08/09 09:00| 20/08/09 11:00
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Validacion 0 dias 20/08/09 11:00( 20/08/09 11:00
Correccion 1dia 20/08/09 11:00| 25/08/09 10:00
Documentacion 1dia 25/08/09 10:00{ 27/08/09 12:00
PRUEBAS DE ACEPTACIAON 5 dias 27/08/09 12:00{ 03/09/09 12:00
Finalizar documentacion 6 dias 04/09/09 12:00| 10/09/09 12:00

En la tabla se puede observar la division de las tareas enddsalos que componen
la aplicacion. Exceptuando el modulo Beesta a Puntoel cual sirve para preparar la
plataforma con el fin de que funcione en el entorno de produ¢eealizando pruebas
sobre los dominios reales y el comportamiento ante coetngtds.

La base de datos se ha ido completando a medida que avanpabaddulos fun-
cionales, afladiendo los datos necesarios para cada uniosienahteniendo siempre el
esquema principal de distribucion de los datos.

Es importante sefialar que la ultima fase se alargé algo més eperado debido
a contratiempos que no permitian la dedicacién deseada ynafe estimacion de la
duracién de las pruebas. Aunque se ha cumplido de formatvastisfactoria. Al ser un
producto que evoluciona con el tiempo, se pretende segplementando mejoras en un
futuro, por lo que aun no esta finalizado por completo. Uniate se ha implementado
una base solida sobre la que elaborar mejoras que es capaadienfr tal y como lo
hace la plataforma actual pero de forma mucho mas robustmsnatizada.

2.2. Entorno de disefno

En esta seccidn se describen algunas de las herramierizadat y el entorno de
trabajo sobre el que se ha desarrollo del proyecto.

2.2.1. Python

Lenguaje de programacion interpretado, de alto nivel y nargatil. La version utili-
zada hasidola 2.6. En el paquete base ya se incorporan nmddogos que aportan infi-
nidad de funcionalidades al lenguaje, permitiendo programalquier tipo de aplicacion
en pocas lineas. En caso de requerir alguna funcionalidamadl se puede descargar de
la red un modulo de forma gratuita 0 programar uno propio.

Al tratarse de un lenguaje interpretado permite explordodea comoda las caracte-
risticas del lenguaje. Sin embargo, tiene el problema déngyerrores de programacion
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que no se producen hasta que se ejecuta explicitamentddéaciarerronea.

El disefio del producto se ha enmarcada en el paradigma defdamion a objetos,
y Python proporciona una comodidad mas que suficiente pasapl el disefio de clases
del papel al codigo, incluso soporta herencia multiple deera correcta sin provocar
errores y sin necesidad tigerficiesa diferencia de Java. Ademas libera memoria auto-
maticamente mediante unos recolectares autonomos dealipseidetectan los objetos
gue ya no son referenciados en el software.

2.2.2. MySQL

MySQL es un Sistema Gestor de Base de Datos (SGDB) gratugsegpuede des-
cargar directamente desde su pagina web. Ademas se ercaetdsible en muchas dis-
tribuciones Linux en el repositorio propio de software.

Proporciona una comoda instalacion y posterior configarace incluyen infinidad
de herramientas que facilitan todo el proceso para inigiasauvidor en cualquier siste-
ma y migrar los datos entre diferentes servidores. Ademasgrglimiento es mas que
suficiente para la cantidad de datos que se deberan manejgpreyecto.

MySQL puede utilizar varios motores de almacenaje dissirda la implementacion
se ha utilizaddnnoDBya que permite hacer uso 8ereign Keys, muy necesarias para
asignar una relacion fuerte entre identificadores de difeseentidades o tablas, aportan-
do cohesion a los datos.

2.2.3. Linux

La plataforma debe integrarse lo mejor posible con el sigtgmerativo. Interactuando
directamente con las herramientas del sistema. Linux eswbre que recibe el nacleo del
sistema kernel éste, conjuntamente con el operativo que incorpora mugresmientas
GNU? recibe el nombre d&NU/Linux Existen varias distribuciones de éste niicleo en
las que se implementa conjuntamente con sistema simiana

Ademas de por su filosofia abierta y libre, los sistemas GMNlU#_se caracterizan
por permitir un control total al usuario administrador, quesde configurar y modificar

ldef: Permiten establecer relaciones de claves primarias &itias diferentes.
2def: El proyectoGNU fue iniciado por Richard Stallman con el objetivo de creasistema operativo
completamente libre: el sisten@NU.
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cualquier parte del sistema sin infligir ninguna ley.

Permite una configuracion sencilla de los servidores mandidos ademas de una
ayuda mas que notable incorporada en el sistema base parscap dudas durante el
desarrollo o configuracion. En la ejecucion del proyectadhaextremadamente util para
la instalacion de los servidores y software necesario gdatasarrollo de la plataforma
gracias también a su repositorio de aplicaciones que agitizucho la busqueda de he-
rramientaon-line

Su sistema diogs llamadosyslog permite a las aplicaciones enviar cadenas de texto
que se mostraran y trataran del mismo modo que lo haria céquigiaotro servicio del
sistema. Bastara Unicamente con modificar una linea delrfiadh configuracién en la
que se especifica el nombre del archivdatpque se desea crear y algunos parametros

7

mas.

GNU/Linuxpermite un control total utilizando como interfaz la prof@eminal, desde
la que se puede ejecutar cualquier accion sobre el sistesteac&racteristica facilita en
gran medida el acceso remoto al sistema para el desarrbloayecto. Ademas, para la
escritura del codigo se ha utilizada el ed¥M3, el cual se ejecuta bajo un entorno de
terminal por lo que se ha podido desarrollar el grueso dglgqato de forma remota.

2.2.4. VMware

Software de virtualizacion que permite crear diferentegquiréas virtuales en un mis-
mo sistema. En la web oficfase encuentra todo un abanico de aplicaciones destinados a
la virtualizacién. Existen tanto versiones gratuitas catagago y cada una de ellas tiene
sus funciones.

Seguidamente se presenta un listado de algunos de los pysguetamente con las
funcionalidades que permiten:

Sweh Pagina oficial del editovIM: http://www.vim.org/
4welr Suite VMware - http://www.vmware.com



14 CAPITULO 2. METODOLOGIA DE TRABAJO Y ENTORNO DE DISENO

Producto Descripcion

VMware Server Permite alojar multiples maquinas virtuales y garantizar
el acceso a ellas remotamente mediante una autenticacion
basada en credenciales (usuario/contrasefioa). Es la herra
mienta perfecta para centralizar todas las maquinas virtua
les.

VMware Player Permite ejecutar una maquina virtual previamente creada.
La dnica restriccibn es precisamente ésta, no se permi-
ten crear maquinas virtuales utilizandMware Player en
cambio, si contiene todas las funcionalidades para ejecuta
e interactuar con el escritorio virtual.

VMware Workstation | Uno de los productos mas completos de VMware, permite
realizar todas las funciones descritas y ademas el sistama h
sido optimizado para una ejecucion mas rapida y eficiente.
Consecuentemente la interaccion con el sistema es mucho
mas fluida que el resto. Como inconveniente se encuentra el
hecho de que se trata de un software de pago, a diferencia

de los dos primeros.

Para el desarrollo del proyecto se ha utilizaldware Servely Qemucomo pro-
veedores de escritorios virtuales. De esta manera, ehwsémalizador puede utilizar
multitud de sistemas sin complicaciones. Para poseer wtispgle sistemas victima lo
mas amplio posible, se debera crear el mayor nUmero de nayintuales con diferentes
sistemas operativos y versiones de navegador y complemento

2.2.5. Qemu

Qemues otro software de virtualizacion gratuito. Se puede dgacale su pagina
oficial® para multiples plataformas La razén de utilizar dos softwade virtualizacion
diferentes radica en la problematica de que existe softmatieioso capaz de detectar un
entorno de virtualizacion, en cuyo caso no se ejecutan pasamdetectados.

Al proveer a la plataforma de dos entornos de virtualizadiderentes se consigue
proporcionar una alternativa que puede no ser detectadal poftware y, consecuente-
mente, éste serd detectado de forma habitual.

Swel Qemu - http://www.gemu.org/
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2.2.6. Software de Crawling

Existen multiples herramientas deawling que realizan la deteccion de recursos de
un dominio. La plataforma generalmente utiliza un sisterterao para el analisis, pero
también existen scripts concretos para algunos domintisld@ su complejidad.

Se debera disponer de ambos crawler en el sistema y la prataftebera gestionar
todos los resultados de forma homogenia y correctamenteralizando los resultados
de ambos y almacenando la informacion en un Unico formatoyraa mayor comodidad
en la consulta y modificacién.

Un ejemplo de software destinado al proces@i@davlingy que se encuentra dispo-
nible en toda distribucion Linux e&/gef y puede conseguirse de su pagina oficial. Este
programa permite descargarse todo tipo de ficheros de ceaMjieb, incluso tiene la
funcionalidad de ejecutarse en modo recursivo y navegdapotalidad del portal.

2.2.7. Sistema de Deteccion - HoneyClient

El sistema de deteccion de eventos que se utiliza en la mldadonsta de dos partes
diferenciadas: un agente encargado de detectar cualger@oadel sistema de la maquina
virtual y un gestor para controlar todo el proceso e ir erdalas URLs a analizar al
agente.

En base a una lista de URLSs facilitada, este software se gancl navegar por las
direcciones de la lista y analizar el sistema durante elggmcAdemas guarda un log con
la informacion retornada, almacenando también las evelgtestados asociados a una
direccion concreta.

Estructura

El diagrama que se puede observar eRitpira-2.1muestra la estructura del sistema
de deteccion.

Se comprende la estructura anidada de la arquitecturaarecpara el funcionamien-
to del sistema. Se requiere un sistema operativo, Linux jeon@o, con un servidor de
virtualizacion instalado correctamente para que el aaddtiz pueda utilizarlo.

Sweh Pagina oficial d&Vget-http://www.gnu.org/software/wget/
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Servidor
Comunicacién en XML del
Analizador

Agente
del
Analizador

ZN

MAQUINA
VIRTUAL

Servidor
vmware/gemu

Sistema
Linux

Figura 2.1:Estructura del Sistema de Deteccién bajo entorno Linux

Listas de Inclusion y Exclusion

El agente instalado en la maquina virtual detecta todosvestes del sistema ge-
nerando una lista de eventos de gran magnitud. Para evitblepras relacionados con
demasiada densidad de informacion, se realiza un filtradesidtados.

Debido al gran nimero de acciones que se llevan a cabo entemaisperativo, el
software se abastece de tres listas de inclusién/exclugi@destinada a los eventos rela-
cionados con procesos, otra con el registro y finalmentdifaaitlestinada a los ficheros.
De esta manera se permite especificar qué eventos no se desiéiaar y cuales si, el
reconocimiento de las acciones se basa en el uso de exmesegulares que pueden ser
de inclusion o exclusion. Se debe tener en cuenta que lalkstaclusion tiene preferen-
cia en el proceso de filtrado. Estas listas son enviadasealtelcada vez que la maquina
virtual es inicializada, ambas acciones las realiza eiderv

Funcionamiento

Actualmente el sistema se ejecuta un total de 24 veces a@gidecir, realiza 24 ciclos
diarios. Cuando un cliente facilita un dominio para incogplo al sistema de andlisis se
le asigna una prioridad para indicar la cantidad de proc#isni®s a realizar:
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Prioridad| Ciclos diarios
1 24
2 12
3 8
4 6

Cuando finalizan los 24 ciclos diarios, se envia un infornaiahte con los resulta-
dos, indicando si se ha detectado malware en alguno de logsidsn especificando los
ciclos realizados.

Cada ciclo, después del procesadmwling se inicia eHoneyClientel servidor carga
un conjunto d&JRLs de un fichero y seguidamente inicia la maquina virtual eBpada
en la configuracién asegurandose que el agente alli inetegggonde correctamente. Al
confirmar el estado, el gestor envia las listas de exclusidcl@sion.

El gestor se encarga de dividir [RLs especificadas en blogues de cantidad persona-
lizable, cinco actualmente, y transferirlas al agentecidtialmente gestiona la ejecucion
de la maquina virtual y la reinicia en caso de detectar aniasialeventos no filtrados.

Una vez el agente ha sido inicializado se le envia el bloqudrdeciones a analizar,
y éste se encarga de ejecutar las diferentes instanciaavtgador y cargar la direccion
correspondiente a cada uno de ellos. El agente detectayardaa una de las acciones
gue ocurren en el sistema auditado, filtrando mediantesi@s|de inclusion/exclusion los
eventos y retornando el resultado al servidor.

Mientras, el servidor controla el comportamiento del ageodwmprobando su estado
mediante peticioneBing. Cuando el gestor recibe el resultado de un bloque de direcci
nes se prosigue con el siguiente. Este proceso se repite duastse finaliza la lista de
URLs especificada.

El canal de comunicacion se establece utilizando la arcjuii@ cliente/servidor, sien-
do el agente el cliente y servidor el gestor. La comunicas@imansmite por la red creada
entre la maquina virtual y el servidor, utilizando en todamemtoXML para los mensajes.

Protocolo

El diagrama de l&igura-2.2muestra de forma simplificada la comunicacion entre el
agente y el Servidor. Existen mas operaciones, pero lodalgs que se realice esa clase
de comunicacion con alguna variacion.
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( Envio de direcciones Web -
- Recepcioén y confirmacion )
Ping -

Agente ( Servidor
del del
Analizador  _Ppong Analizador
-[Eventos detectados )

- Resultado de la carga

Figura 2.2:Ejemplo de comunicacién entre el Agente y el Servidor

La flecha coloreada en rojo indica un evento de sistema naidrgbor las listas de
exclusién o incluido por las de inclusion. Cuando el sistdetacta un evento de este tipo
significa que ha podido haber una accién maliciosa, y segues identificar la causa.
El proceso es el siguiente:

1. Se reinicia la maquina virtual a su estado inicial me@iamnta imagen del disco
previamente creada.

2. Se envian las listas de exclusién/inclusion.
3. Condicional:

a) Si unicamente se analizaba una direccién, se marca conmciosaly finaliza
el proceso.

b) Sise analizaba un grupo dHRLs, se subdivide en dos grupos.
4. Se manda uno de los grupos al Agente para que lo analice
5. Condicional:

a) En caso de detectar algun evento en el sistema, se vuelvienarpaso.

b) Si no se detecta ningun evento, se envia el grupo restaAtgeate para que
lo analice y se repite el proceso.

Deficiencias

Desgraciadamente, existen deficiencias en el procesalequuii este software. Segun
el procedimiento descrito, si existe una acciébn malicissgspera que ésta sea repetida
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en cada una de las siguientes iteraciones de carga de laag#agia poder discernir que
direccion la ha provocado exactamente. Sin embargo, estwmoe siempre. Existen
multitud de circunstancias por las que el ataque Unicansemealizara una vez, y cuando
se vayan dividiendo las URLs en subgrupos para dar con lactael evento no se repita,
en consecuencia, el servidor no almacena la informaciéa iddédccion. Como resultado,
no aparecera esa accion maliciosa en el log del analizadmsar® desapercibida.

Otro punto negro del sistema es que en alguna ocasion haod#gaflincionar sin
causa aparente, o incluso rara vez el gestor puede llegara @riinidad de peticiones
Ping sin recibir respuesta alguna. Este ultimo problema progoeaen el momento de
ver los resultados, no estén finalizados, ademas de impegjeducion continua.

2.2.8. Sistema de Antivirus

El software Antivirus utilizado es totalmente indepentieal resto de programas. La
funcion del antivirus es capturar todo el trafico de la redama@lizando utilizando trazas 'y
heuristicas los paquetes enviados y recibidos en buscaise En caso de detectar algin
cédigo virico, se genera una entrada en el ficherogle

Debido al funcionamiento independiente del software &my sera necesario sincro-
nizar las detecciones de cédigo malicioso con el sistematEcdn de eventos. Asi se
podran asociar con exactitud los eventos maliciosos @detestpor eHoneyClientcon el
cadigo virico identificado por el antivirus.
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Capitulo 3

Disefo e Implementacion

En este capitulo se describe el disefio e implementaciomagtgto. Comentando de
forma sintetizada los procedimientos llevados a cabo. Smolalgunos detalles irrele-
vantes para la comprension del proyecto por motivos de andidlidad.

3.1. Arquitectura General

Para entender mejor la funcionalidad de cada uno de losdifes modulos y como
interactuaran entre ellos, se presenta efdara-3.1un diagrama con un esquema que
describe el comportamiento general de la aplicacion.

A continuacién se definen los pasos enumerados en el diagrama

1. El gestor recoge los datos iniciales de la base de datos.
2. El objeto de la base de datos retorna varias listas de dmsnuma por cliente.
3. El gestor envia todos los dominios al gestocdevling.

4. El gestor derawlinginicia el proceso derawling para cada uno de ellos de forma
eficiente y controlando cada uno de los procesos. Para eliovarios nodos a los
gue envia la informacion referente al dominio.

5. El nodo decrawling termina su ejecucion y envia el objeto que almacena los-resul
tados al gestor derawlers

(o2}

. El gestor va recopilando los datos del gestocrdsvlershasta que éste termina.

21
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Figura 3.1:Esquema de la comunicacion entre los diferentes médulos.

El gestor almacena los resultadosatalwler de cada uno de los dominios a medida
que éstos finalizan.

El gestor inicia el proceso de analisis. Para ello endaltuminios al gestor del
analizador.

El gestor analizador carga un nodoHieneyClienty le facilita los dominios.

El mddulo analizadoHoneyClien} lanza el proceso y retorna los dominios termi-
nados a medida que van finalizando su anlisis.

El gestor del analizador recolecta los resultados d#dosnios y los envia al gestor
central.

El gestor central almacena los resultados en la basetdg ylauando todos los
dominios terminan se recopila un nuevo ciclo de analisis.

Todo este procedimiento es el que se sigue en cada ciclostietnsi. Cuando final-

mente se completan los 24 ciclos diarios, se envia el infoesiemen al cliente.
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3.2. Base de Datos

En este apartado se presentan las caracteristicas gsrirddebase de datos disefiada
e implementada para soportar los datos del software.

3.2.1. Andlisis de las Funcionalidades

La base de datos necesaria para el desarrollo del proydmtocdenplir una serie de
requisitos con el fin de proporcionar las funcionalidadgseedas y la escalabilidad pro-
puesta. Se trata del nucleo de la aplicacion y dénde quedaséamcia de todo lo sucedido
en el proceso de analisis y las alertas enviadas - ademsgsiiel-. La informacién debe
estructurarse de forma correcta para evitar consultasisaceente complejas.

La base de datos debe permitir una comoda gestion de losriatesarios para esta
plataforma. Las relaciones tiene que ser robustas parar eyie datos incoherentes se
queden aislados.

Al tratarse de un producto destinado a trabajar de formando® con borrados e
inserciones continuas, se debera minimizar el tamafo dedks destinadas a almacenar
la informacién mas volatil. De esta manera se optimiza ehpi@ de ejecucion de las
sentencias.

Por otra parte todos los datos referentes a clientes, dospimsuarios, alertas, resul-
tados, filtros personalizados #mneyClient configuracién derawler.... es decir, todos
los datos, han de almacenarse coherentemente y de formi@nalda entre si.

La naturaleza de los datos a almacenar sugiere una est&ralgarbol, tomando co-
mo raiz el cliente. Este estara relacionado con todos losrimsmue le correspondan,
ademds tendra unos filtros de eventos propios y una listarelecttines de correos elec-
tronicos correspondientes a los destinatarios a los quicaoen caso de detectar alguna
alerta durante el analisis.

Se diferencian dos grandes bloques, en uno se almacenaimatdion referente a
la configuracion de la plataforma, dominios, maquinas &lgs... y en el otro se orga-
nizaran los resultados obtenidos para consultarlos postente, este segundo modulo
serd mucho mas estético que el primero, ya que estos dat@ban der modificados, en
principio.



24 CAPITULO 3. DISENO E IMPLEMENTACION

3.2.2. Disefio

En laFigura-3.2se puede observar el diagrama esquematizado para compmezjde
la estructura de la base de datos disefiada, aunque fallaeretes y detalles, se entiende
la division por bloques de los datos.

No se ha realizado un esquema mas detallado por cuestioriesigaclaridad como
legibilidad al ser un tamafio considerable.

Usuario
de Acceso

Cliente Opciones configurables

del software
Urls T

Raiz
Dominio Preferencias del
cliente Magquinas Virtuales
Urls T

Log General Ciclo
Credenciales de
acceso

Log del Log del
Crawler Analizador

Usuario
Receptor de Alerta

Figura 3.2:Disefio esquematizado de la base de datos

De la figura se desprenden algunas de las caracteristicdisef@d. Cada cliente podra
configurar sus propias preferencias del software modifizdosl parametros que seran
cargados durante la ejecucion. En estas preferenciaslsgandasicamente los filtros a
aplicar a los eventos de registro, procesos y .sistema dgdish

Los clientes podran facilitar ademas una lista de destioatde correo electronico (o
otros medios en un futuro) a los que enviar las alertas enrd@srde resultados. Por otra
parte estan los usuarios de acceso a la aplicacion. Estddizaan como credenciales
en las consultas y deberan asociarse con los datos dekdikemte representan.

Cada cliente sera duefio de tantos dominios como requienaitedo configurar
para cada uno de ellos las opciones dalwler (en caso de requerirlas), el médulo de
crawlinga utilizar, la periodicidad de escaneo, puerto, nombretal Y como se observa
en el diagrama, cada uno de ellos estara formado por vagassies. Algunos de éstos,
los llamados raices, proporcionan el punto de entrada paifear el portal, se utilizaran
ademas en el moédulo adeawling para detectar modificaciones significativas en la web e
inicializar el proceso. Ademas, pueden configurarse mEsétaticos sobre los que no se
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realizarécrawling, Unicamente se analizaran los recursos raiz, que este e@sotedos

los que forman el portal. Adicionalmente, si el dominio &eautenticacion, se pueden
especificar las credenciales en la taBla@denciales de accesactualmente se permite
Unicamente la autenticacid@esic en un futuro se debera afiadir autenticacion mediante
formularios.

Como ya se ha comentado anteriormente, el funcionamiehsofteare es mediante
ciclos. Actualmente se realizan un total de 24 ciclos d&umo cada hora. Dependiendo
de la periodicidad del dominio, se analizara: 24, 12, 8 o @vePara poder relacionar
los ciclos con los resultados de cada proceso se ha creaglad&n que se observa en el
diagrama entre la entiddabg Generaly Ciclo.

Notese que existen varias entidades destinadas a almadenaracion de resultados.
En elLog Generalse almacenaran las marcas de tiempo que delimitaran laidicel
crawler, juntamente con el analizador. EnLelg del Crawlerel tiempo de inicio y fin del
proceso derawling. Lo mismo ocurre en el gestor del analizador, donde Unicterssn
almacenan las marcas de tiempo de dicho proceso junto caadokados del analisis.
Finalmente en la tabl@iclo se establecen los tiempos de inicio y fin de todo un ciclo en
el que se analizan multitud de dominios.

Mantener un control de tiempo tan detallado permite mejgregndimiento, optimi-
zando el orden de los dominios en base a la duracion estinehpgeodeso, tomando como
muestra los resultados previos.

De manera independiente al resto de la informacion se atrageenbién en la base
de datos la configuracion de las maquinas virtuales y la®opsidel software. Estas con-
figuraciones podran modificarse cuando sea necesariogaidadinds maquinas virtuales
para ampliar el espectro de infeccion.

Todos los datos se relacionan mediante identificadores netoeéue se generan au-
tomaticamente. Cada dominio y cliente mantienen asi uma&iéel inequivoca con sus
componentes y resultados.

3.3. Gestor de Crawling

En este apartado se describe el procedimiento llevado goeab@| disefio y posterior
implementacion del médulo destinado a la gestion de losgsasderawling.
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3.3.1. Andlisis de las Funcionalidades

Este médulo debe permitir lanzar varias instanciaxmavling, gestionandolas de
forma autonoma y transfiriendo los resultados al gestocimah

Gestor Principal

v

Gestor de
Crawlers

|
vy v v

Crawlerl Crawler2 foeocaaaaaa- CrawlerN

Figura 3.3Disefio esquematizado del gestor de crawlers

Actualmente, la gran mayoria de dominios utiliza una apl@aexterna derawling
cuyos resultados deberan gestionarse minuciosamente tegthtaforma. Adicional-
mente, existen dominios que requieren funcionalidadesoésmas y cuyosrawlingsse
procesan utilizando pequefos scripts creados especifitamara este fin.

Debido a estas funcionalidades la aplicacion debera saz agpgestionar ambos tipos
de crawlersy permitir aiiadir tantos como sean necesarios en un futardoTen forma
de mdédulo Python como mediante pequefios scripts indiveduyzdra cada dominio.

Los resultados retornados deberan organizarse de formectaoy permitir una con-
sulta rapida y precisa de los mismos. Errigura-3.3se observa un diagrama esquema-
tizado de la arquitectura del gestorcawlers

3.3.2. Disefo

Para permitir una gestion independiente de los difererdegpponentes del proceso
de crawling como son el gestor y cada una de las instancias que se ejemifarma
concurrente, se ha optado por la utilizacioriTteeads para cada uno de ellos.

Con el fin de optimizar el tiempo de ejecuciéon se ha disefiadmegaefio algoritmo
que, en base a los ultimo diez tiempos de duracion del crgwiermite una ejecucion
continua y los dominios mas grandes nunca llegan a colagsald de ejecucion.

def: Traducido como hilo de ejecucion, permite a un mismo procealizar multiples tareas concu-
rrentemente y mantener un control preciso sobre cada urlade e
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Principalmente se trata de ordenar de mayor a mendt ieminios segun su tiempo
de crawling. Seguidamente se calcula la media de todo®lopts. Se aflad&i4 domi-
nios con una duracién mas larga y fagosiciones restantes se eligen del otro extremo de
la cola, con lo que su duracion es la minima. Cuandorawling finaliza se comprueba
si la duracién ha sido mayor que el tiempo medio, en ese casscege el dominio del
inicio de la lista - mayor duracion -, en caso contrario elfoiel - menor duracion - y asi
para cada proceso @eawling finalizado.

Diagrama

En el diagrama expuesto en fgura-3.4 se muestran Unicamente los objetos que
afectan de forma directa al gestor de crawlers y su gesti®maSmarcado en rojo el
gestor principal y en amarillo el de crawlers. Se observdtémla arquitectura en arbol
ya comentada.

Para permitir una compatibilidad total con las futuras aacpbnes se han desarrolla-
do clases abstractas que facilitaran una integracion nmasday completa. En estas cla-
ses se declaran los métodos que posteriormente debergefis@os en dichos modulos.
De lo contrario se lanzara una excepcion y la ampliacion noifnara correctamente.

En el grafico también se ha hecho referencia al usbhdeads gracias a la libreria
utilizada que proporciona el propio nucleo de Pythbreading.ThreadSe aprecié tam-
bién el uso de herencias para optimizar el proceso de impl@cién, minimizando el
namero de lineas programadas al reaprovechar el codigo.

Resultados de Crawler

El gestor decrawling inicamente recibira un tipo de objetos, que seran los eesult
dos delcrawler. Independientemente del médulo utilizado para el procdsgestor debe
recibir la informacién estructurada siguiendo una pauta pader tratarla de forma ge-
nérica.

Se ha disefiado un objeto para almacenar los resultados ragawpe sera indepen-
diente delcrawler utilizado. Dicho objeto puede observarse de forma simpliicen la
Figura-3.4 Uunicamente se muestran los métodos mas utilizados.

Los datos almacenados tienen un formato de array con un milenres posiciones,
donde se almacena:
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[

Log

+enabl eDebug()

+di sabl eDebug()

+msg_error () threading.Thread Log
+nsg_war ni ng()

+nsg_debug() A

A

— |

do *

+l og_craw er (donai n)
+get _domai ns()

+get _clients() Crawler_Manager _————
+l og_anal i zer () Crawler “=--1
+updat e_domai n() +add( domai n)
+get _done() +| oad_def aul t _options()
% +get _active() +run()
Manager +get _t odo() +get _resul ts()
db_mysq| +send_si gnal ()
|l —+domai ns: |istDonain <> +terninate()
+clients: listCient +check_conn()
+del _cache()
<> +set _proxy(proxy)
+del _proxy()
Log
[ Domain | |
A Client +static .
priority CrawlerSoftware CrawlerScripts
+get_i d() +name +scripts path
+get _nane() +port - parse() — —
+size |- check_path() check_pat h()
Proxy -conf ()
+get _root s() Log
+name +get _urls()
+p +get _craw er_resul ts()
+port +get _si ze() ﬁ
+get _i d() L +updat e()
+get _name() +is_static() Crawler Results
+get _credenti al s()
+get _protocol () +get _times()
+get _anal i zer _resul ts() +get _code()
+ilter_resul ts(idx,index)
+used_cache()

+add_pat er n( pat t er nNane, r eExp, i dx)
+get ( pat t er nNane)

Figura 3.4:Disefio de clases del gestor de crawlers
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[ longitud , recurso , <, opcionales > ]

La longitud del recurso se indica en primer lugar, seguidtadéRL o direccién. Fi-
nalmente se facilitan los datos opcionales que pueda prigpar el sistema derawling
y que pueden utilizarse, por ejemplo, para filtrar los resias.

A continuacion se presenta un ejemplo de contenido para egtopos:

[ 230, "http://ww. domi nio.comrecursol.htm’ , 200 , 'new ]
[ 340 , 'http://ww. dominio.comrecurso2.htm’ , 300, 'error’ |
[ 279 , "http://ww. domni ni o.conmrecurso2.htm’ , 300 , 'no-nodified ]

Seguidamente se describen los métodos presentados enefresq

= get times() Retorna una lista con las marcas de tiempo de inicio y fin aegso.

= add_pattern(patternName,regExp,idx=0) Afiade un patron de clasificacién de
los resultados. Para ello se especifica en los parametrasyddre del patrén, la
expresion regular a cumplir y la posicion @etay que se evaluara.

Una muestra de uso destinada al filtrado de los resultadasstqs en el ejemplo
presentado seria:

add_pattern(’ new ,’'“new$’ , 3)
add_pattern(’'errors’,’ “error$’, 3)
add_pattern(’ untouched’,’ *no-nodified$’)

En este caso se han creado tres patrones de filtrado. Parerebastara con
llamar al siguiente método.

= get(patternName) Este método retorna los resultados que sean acordes can el p

tron especificado. Siguiendo con el ejemplo propuesto, Bnoaso existiran los
siguientes:

e 'NEW’ - NUEevVOos recursos.

e ’errors’ - recursos con errores de carga: 48 Found, 403 (Forbidder) ...

e 'untouched’- recursos que no han cambiado desde la ultima ejecucion del

crawler.

= get_code() Retorna el cddigo con el que ha finalizado la ejecuciorcoebler, 0
en caso de éxito y negativo en caso contrario.
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= filter_results(regExp,index=0}) Retorna los resultados filtrados mediante una ex-
presion regular facilitada en los parametros. Permitézazabisquedas sin necesi-
dad de crear un patron para ello.

= cache_used{)DevuelveTruesi el proceso derawling se ha realizado utilizando
cache yFalseen caso contrario.

Este disefio permite mucha flexibilidad de uso, el funcioeaioi del filtrado de re-
sultados puede ser configurado de cualquier maneray parttofecilitara la integracion
con todo tipo de médulos y software dewling futuro.

3.3.3. Implementacion

La implementacion del disefio ha sido finalizada con éxitzatido codigo Python.
Para ejecucion de binarios externos se ha utilizado el roéslibprocess el cual es
proporcionado por el propio nucleo del paquete del lenguaje

Como curiosidad a destacar, el modsidprocesso permite esperas temporales, es
decir, ejecutar un binario y esperar un maximo de N segum@osg,ello se ha tenido que
modificar dicho mdédulo afladiendo el parameinoeoutal métodacall. Esto es necesario
para evitar que los scripts de crawling no se queden ejedosé@rde forma indefinida. Las
modificaciones realizadas permiten la ejecucion de un odhgno el siguiente:

try:
subprocess.call (['cnmd’,  args’], ti meout =N)
except:
# Acciones a realizar si el proceso se retrasa

En el cédigo expuestd\ corresponde a los segundos que se desean esperar como

maximo. Y el cédigo contenido en el blogegceptse ejecutara Unicamente cuando la
llamada al subproceso necesite mas tiempo del especificaelparametrdimeout

3.4. Gestor de HoneyClient

En este apartado se describe el procedimiento llevado goeab@| disefio y posterior
implementacion del modulo destinado a la gestion de HonegGl

2def: Modulo de Python que brinda varias funcionalidades paegegleucion de binarios externos.
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3.4.1. Andlisis de las Funcionalidades

Las funcionalidades que debe realizar este modulo son nrigdes. En cuanto a la
ejecucion del softwareloneyClient se debera mantener al detalle la comunicacion entre
el servidor y el cliente. Detectando cualquier posiblerededicho software y actuando
en consecuencia.

Los eventos se deberan detectar en tiempo de ejecucion patamer un sistema de
alertas mas precisoy eficaz. Se debera sincronizar la @eaan el proceso de Antivirus
para saber quEIRLs se estan visitando y conocer asi las que intentan accedeligoc
virico. Discriminando en mayor medida estas alertas paidesbordar al que recibe los
avisos.

Todo este proceso debe hacerse de forma automatica simrtipglde intervencion
humana.

3.4.2. Disefio

Este modulo ha sido el mas laborioso de disefiar y probardbeblia complejidad de
controlar de forma precisa la ejecucion del software desia@&bn el fin de evitar posibles
interrupciones del servicio. Al tratarse de un procesoragrteel gestor Unicamente lo
lanza y controla su comportamiento.

Para poder llevar un control minucioso sobre la ejecucidémdaizador, se ha dise-
Aado un sistema deniffingde manera que se captura todo el tréfico entre el cliente y el
servidor. Analizandolo en tiempo real y almacenando losslatcluso antes de que la
ejecucion termine, a medida que van apareciendo.

Se han disefiado varios objetos que funcionan medianteasvgnino de ellos es
precisamente eniffer. Este objeto es usniffer genérico que permite aplicar diferentes
filtros y adjuntar otro objeto en él. Cuando un paquete esucaghd se llama al méto-
do updatedel objeto adjuntado, en este casaalizer Sniffer Este servira para procesar
los datos y transformarlos a objetddL. Del mismo modoAnalizer Sniffermantiene
objetos asociados a los que enviara los datos una vez pdosestependiendo de si el
destinatario es el cliente o el servidor se llamargpdate_clieno update_serverper-
mitiendo un mejor control del protocolo utilizado. El missistema se ha utilizado para
gestionar la informacién proveniente del Antivirus, el lcoatifica mediante el método
notify al updatedel objeto asociado cuando se detecta un virus circulandia ped.
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Se ha decidido independizar la gestién del proceso extémaljzer Apj de la in-
terpretacion del protocol@dnalizer Protocol De esta manera se gana comodidad al im-
plementar y desarrollar modificaciones o correcciones agesdion del protocolo y/o
ejecucion. Al tratarse de un software externo, es probaldeeq un futuro su protocolo
varie, con este disefio se deberd modificar Unicamente uins dbjetos.

Diagrama

En laFigura-3.5se puede observar el diagrama de clases disefiado paraal ygest
sus componentes, en rasgos generales es similar al gestoavdéng, con sus nodos
analizadores y el gestor. No se muestran los objetos ni m&toetesarios para la gestion
de alertas, se ha preferido dedicar una seccion entera substeddulo por cuestiones de
legibilidad y claridad del diagrama. Por el mismo motivohae coloreado de color verde
los objetos y clases que heredartlieading. Thread eliminado los métodos que ya han
aparecido en figuras anteriores, de esta manera se prebdigigrama de forma mucho
mas clara e intuitiva.

Las relaciones que se observan en lineas discontinuaspon@en a la comunica-
cién basada en eventos ya comentada, nétese que Unicampargeem en funciones tipo
updaténotify.

Resultados del Analizador

Para cada dominio se almacenan los resultados de cada una ORIss, de esta
manera se consigue poder reanudar la ejecucion en casmdédarsoftware o sistema.
Bastara con reiniciar la ejecucion y analizar Gnicamerg&RLspara las que no existe
resultado aun.

Recordando el algoritmo utilizado por el software cuanddetectan acciones ma-
liciosas, es posible que aparezdalsos positivoguando una accion no se repite en los
siguientes andlisis. Gracias a la utilizacion del snifeepadra interceptar dicho evento.

Para diferenciar los posibles falsos positivos del malwardirmado se ha creado el
métodois_confirmed _malwarel que se puede preguntar si UdBL es maliciosa o no.
Esta diferenciacion debera tenerse en cuenta también eocelso de envio de alertas.

El objeto contenedor de estos resultados también indicadeuaa finalizado el ana-
lisis de un dominio. La razén es que el software aun no ha ocesadjecucion cuando el
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Figura 3.5:Disefio del gestor de HoneyClients
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dominio ha finalizado, a diferencia dalawling en el que si lo hacia.

A continuacién se definen los métodos expuestos:

add_result(XMLElement): Aflade a los resultados el elemenIL facilitado.

= is_confirmed_malware(url): Retorna True si [&JRL en cuestién ha sido la Unica
analizada cuando se ha producido el evento del sistema.

= is_done() RetornaTruesi los resultados ya estan completoBajseen caso con-
trario.

= get_all(): Retorna todos los resultados almacenados en el objeto commashde
listas, donde caddRL finalizada corresponde a una clave.

3.4.3. Implementacion

La implementacion se ha finalizado exitosamente. Parapirir correctamente el
protocolo se ha utilizado un maodulo llamagml.etree.ElementTreel cual permite la
construccion de objeto$ML, proporcionando comodidad para tratar y consultar lainfor
macion.

Este es proporcionado por el propio ndcleo del sistema yipeuma cémoda con-
sulta de los datos mediante métodos intuitivos y sencikoatdizar. El objetcAnalizer
Snifferse encarga de ensamblar los fragmentos recolectados gaffety construir un
objetoXML utilizando la libreria. Finalmente se envian los datosrellizer Protocopara
interpretarlos.

Para la funcion denifferse ha utilizado el modulpcapde Python, éste no era facili-
tado por el propio nacleo del lenguaje y se ha descargadaadelgbepython-libpcapde
Debiart.

En un inicio el software parecia permanecer a la espera fastaparecia un nuevo
paquete, pausando asi toda la ejecucion del sistema. La@olue llamar al siguiente
método:

pcapObj ect . set nonbl ock( 1)

3def: Distribucion de Linux, su web es: www.debian.com
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Esta opcion permite seguir ejecutando la aplicacion aunguéeguen paquetes ya
que deshabilita el bloqueo.

Otra de las deficiencias detectadas consistia en el envidgarde peticione®ingdel
servidor al cliente sin ser respondidas. Este caso lo dati@eictamente el objetonalizer
Api, mediante un sistema de control de los tiempos de respugstaciiente y servidor,
acto seguido reinicia el proceso facilitando UnicamenédJBLs que aun no han sido
analizadas, optimizando asi el tiempo de ejecucion.

3.5. Alertas

El sistema de alertas estd muy ligado al gestoHdaeyClientsaunque al ser una
funcionalidad diferente se comenta en una seccion a parte.

3.5.1. Andlisis de las Funcionalidades

El objetivo de las alerta es permitir conocer al cliente ydihmistrador del siste-
ma cualquier tipo de acciones maliciosas detectadas ernrtal pm antes posible y sin
intermediarios.

Debido al procedimiento seguido por el software a la horaaheretar laURL au-
tora de las acciones maliciosas, se debera diferenciar lestresultados que puedan ser
Falsos Positivosacciones detectadas cuando se analizan multitud de oscyrfs que
realmente puedan sBosible Malwareacciones detectadas cuando Unicamente se analiza
unaURL

Las alertas deberan enviarse a los destinatarios, ésteadi@an del dominio al que
pertenezca I&RL que genere la alerta.

3.5.2. Disefio

El resultado ha sido un disefio modular, en el que hay un gdstafertas del que
heredaAnalizer Protocoly permite la funcionalidad de envio de correos electronicos
Cuando se detecta un evento en el Analizador, éste rapidamenera una instancia de
alerta. éstas instancias son nodos independientes, lles @speran un tiempo prudencial,
y envian la alerta.
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Cada nodo espera un tiempo prudencial para reconocer cisanttata de eventos
que posiblemente ser&also Positivoo bienPosible Malware Por la naturaleza del pro-
ceso del software utilizado, puede ocurrir que las acciomagciosas se lleven a cabo
anicamente al analizar multipl&fRLs y no posteriormente al concretar la causante.

Cuando se genera un evento en multip)éd_s, suponiendo 5, se generan tantas aler-
tas como direcciones se estén analizando, 5 alertas erasstéduando el software detec-
ta eventos en el sistema, divide los recursos analizadossegrdpos y repite el proceso
para cada uno de ellos. En caso de no aparecer ningun evemahdarecon el primer
grupo. Las 5 alertas se mantienen aun a la espera. Seguigasegorocesa el siguiente
grupo. Si en este caso si se detentware se generan tantas alertas cobRLs tenga
el grupo y el gestor elimina las 5 anteriores. Si no se huliletactadanalwareen este
altimo andlisis, las 5 alertas seguirian activas y se eianal destinatario comBosible
Falso Positivo Siguiendo con el procedimiento, cuando finalmente setragig eventos
en una unicdJRL, se eliminarian todas alertas anteriores y se generariaioo godo,
en este caso se trataria deRosible Malware

Diagrama

Mail Agent

+set _subj ect ()
+set _dat a() -
+set _dst_addr (addr ess) threading.Thread

+set _dst _nane(addr ess)

Alert Send Alert Manager
+al ert _mal war e() Tget_url () +donmi ns: |i st Donai n

+al ert_resune() +abort () +clients: listCient
+updat e_sender s()

7 I

Analizer Protocol

Receivers Domain

+decode()
+get _active_urls() +get _mai | () +get _recei vers()
+updat e_ser ver (dat a) +get _al ert_type()
+updat e_cl i ent ( dat a) +add_sent _alert(alert)
+get _al erts()

Figura 3.6:Disefio del sistema de alertas

En laFigura-3.6se puede observar el diagrama de clases del disefio proguesto
plementado. Como en el resto de éstos se ha marcado de caledaderencia dérea-
ding.Thread
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El gestor principal mantiene una lista de todos los receptde la base de datos y los
distribuye por los dominios que se deben analizar. De estera@ada dominio mantiene
una lista con los receptores que tiene asignados para laasatgeneradas y facilita la
consulta de la informacién necesaria para el envio de carreo

Adicionalmente, cada receptor mantiene una lista con &saal que le han sido en-
viadas, el gestor principal se encarga de ir almacenands datos en la base de datos
autométicamente a medida que avanza la ejecucion y seajdastiteraciones del bucle
principal.

3.5.3. Implementacion

La implementacién ha finalizado correctamente y se ha radpetl disefio expuesto.
Para el envio de correos se ha utilizado el méduidplild. incluido en el propio ntcleo
del sistema Python. Para que el lector se haga una idea denladtad que ofrecen
los modulos al interactuar con servicios comunes, seguedgeTse presenta una porcion
de cbdigo que permite enviar un correo electrénico utilianna comunicacion cifrada
medianteTLS.

s = sntplib. SMIP(server _ip, port)
s.starttls()

s. |l ogi n(user, password)

s.sendmai | (mail _ori g, mai |l _dest, dat a)
s.cl ose()

Tan simple como eso.

3.6. Gestor General

En esta seccion se describe el proceso llevado a cabo pasafieb dlel gestor general
de la aplicacion.

4def: Modulo de Python que facilita la interaccion con los seovis de envio de correo electronico.
Sdef: Sus siglas provienen del ingl@sansport Layer Securitgue significa Seguridad de la Capa de
Transporte y se trata de un protocolo criptografico que pmgoea comunicaciones seguras por una red.
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3.6.1. Andlisis de las Funcionalidades

El gestor principal debera asegurarse que la ejecuciésduare con toda normalidad.
Inicializando en cada ciclo los datos de todas las partes.eCtn de distribuir correcta-
mente los dominios por el conjunto de maquinas virtualdzaliles, se debera disefar
un algoritmo que realice dicha distribucion correctamantes de comenzar la ejecucion
de los ciclos.

El funcionamiento basico del sistema se basa en la reaizatg 24 ciclos diarios,
ejecutandose cada uno de ellos en una maquina virtual &spedi eliminando laca-
chede algunos dominios al azar en cada uno de estos ciclos. Btalgestion debera
realizarse en este médulo.

Actualmente se envia al cliente un informe diario con elltado del analisis, éste
informe debera generarse también automaticamente cuaradicén los ciclos diarios.
Detallando errores de conexion y/o qué acciones malicesdmsn llevado a cabo en el
sistema durante el analisis.

3.6.2. Disefo

Para mantener un control exacto del proceso que se llevabaeoatada instante se ha
disefiado una maquina de estados con un total de 5.

= |nicio Crawling : Se inicializan todas las variables. Si se trata del prinwo ce
calcula la distribucién de dominios entre las maquinasialds. Seguidamente se
cargan los dominios a analizar y se ordenan. Finalmentecaa proceso dera-
wling.

= Actualizar Crawling : Se actualiza el estado del gestoralawlersy se espera a
que finalicen. Almacenando los resultados de cada dominiedada que se com-
pleta el proceso.

= |nicio Analizador : Se arranca el analizador, inicializando las variablegs@gdas
para el control del mismo: maquina virtuahiffer, analizer_api..

= Actualizar Analizador: Se actualizan los datos del gestor del analizador, cono-
ciendo los recursos que se procesan en cada instante, losid®mue han ido
finalizando, el estado en el que lo han hecho...
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= Report: Si se han realizado todos los ciclos se recopilan los ddtoscanados y
se genera el informe que se enviara a los destinatariosteclien caso contrario se
sigue con el siguiente ciclo.

Ademas de estos estados perfectamente diferenciadosl@&iearacion se actualiza la
informacion referente a las alertas. El nicleo de la agbcetambién funciona con uh-
readindependiente, de esta manera se permite utilizarlo dégsuémprete comodamente
ya que no realiza una funcion bloqueante. Se permite asicardéoda la plataforma y
realizar llamadas en tiempo real a cada uno de los objetassiema, empezando por el
gestor general.

Diagrama

En laFigura-3.7se muestra el diagrama del disefio del gestor principal, goneske
engloban los demas bloques descritos anteriormente. Ediagrama Unicamente se han
mostrado algunas de las clases que componen la aplicaci@uestiones de espacio y
legibilidad.

Se han marcado con recuadros los objetos pertenecientels aiica de los grandes
gestoresgrawlingy analizador. También se han mostrado los métodos creaddgen-
tor principal para una consulta del estado en tiempo real.

Algoritmo de distribucion

El algoritmo de distribucion sigue los pasos siguientes:

1. Se calcula el total de Maquinas Virtuales disponibles.

2. Se calcula las veces que se ejecutara el conjunto de nagquituales durante los
24 ciclos, en caso de no ser exacto se adapta afladiendo dfinafuina virtual
del inicio, por ejemplo.

3. Para cada prioridad:

a) Se calcula el total de ciclos que deberan realizarse.

b) Se calcula las veces que aparecera en cada ciclo de magirinases, en
caso de resultar un valor decimal se calcula también eluesid
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Crawler Results
Receivers Analizer Results +get_tines()
+get _code()
+get _mai |l () +add_r esul t (XM.El enent) +filter_resul ts(idx,index)
+get _al ert _type() +is_confirned_mal ware(url) +used_cache()
+add_sent _al erts(alert) +i s_done() +add_pat er n( pat t er nNane, r eExp, i dx)
+get _al erts() +get _all () +get (pat t er nNane)

I I
&

Domain db
Proxy i
+static
+nane +priority A
Hip +name Manager db_mysq|
+por t +port __l—0 . — —mys
+get _name() +size +get_current_cicle()
+get _craw er_resul ts() +get _craw er _manager ()
+get _anal i zer _resul ts() +get _anal i zer _manager ()
+get _recei vers() >
r— — - — — 1T — — — — — 1
| Sniffer
=lbLboccoood +notify() I
1
I . )\ |
I : Analizer Sniffer |
I_ _— - +updat e()
| +noti fy() - - |
+get _resul ts() ] !
i +process_xni () - : |
Crawlers Manager Analizer Manager : 1
1
Tadd( domai n) +get _resul ts() 11 |
+get_done() +add_domai n( domai n) 11
+get 7act ive() +term nate() 11 |
+get 1 odo() +add_vnachi ne( vmachi ne) 11
— +use_vmachi ne( vmachi ne) Alert 11
+i s_enpty() 11 |
+get _done() +al ert_mal war e() L |
| I [e) +al ert _resume() 11 |
CrawlerSoftware CrawlerScripts +updat e_sender s() (|
_ 11
SEASE) +scripts_path 1 |
- check_pat h() +check_pat h() 11
- conf () 11
Analizer Protocol 11 I
| 11
+decode() 11 |
+get _active_urls() 11
| +updat e_ser ver (dat a) <! ! |
+updat e_cl i ent (dat a) <~ - 1

I A |

I AV Guard Analizer Api I
o |
+noti fy() +send_si gnal (si gnal )
I +i s_done() |
+get _exi t _code()
| +get _runni ng() |

Figura 3.7:Diagrama general de la aplicaci@implificado)
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c) Se distribuye de forma uniforme entre los ciclos de las rmaguvirtuales
tantas veces como se haya calculado.

d) En caso de haber un residuo, éste se distribuye por cuatgcli@ que no esté
ocupado por esta prioridad, tomando preferencia aqueliexgntengan una
maquina virtual aun no ha asignada a la prioridad.

Se debe tener en cuenta que no se asignaran las prioridaftesmdeconsecutiva, ya
gue un buen servicio de vigilancia debe hacerse distribendsl tiempo, o de lo contrario
se agotan los analisis en pocas horas y el dominio se mantiengnportante parte del
dia vulnerable a ataques y sin revisar.

A continuacion se muestra una distribucion retornada peragoritmo:

Total Giclos = 24

Maqui nasVirtuales = [ "A, 'B, 'C, 'D '"E, "A ]
prioridad: 1: 6 veces por cada grupo de Maqui nasVirtual es
prioridad: 2: 3 veces por cada grupo de Maqui nasVirtual es
prioridad: 3: 2 veces por cada grupo de Maqui nasVirtual es
prioridad: 4: 1 vez por cada grupo de Maqui nasVirtual es
Ciclo: Prioridades de | os doninios a analizar

"0’ [1, 2, 3, 4],

"1 [1],

2" [1, 2, 4],

"3 1, 3],

4 [1, 2],

"5 [1],

"6’ [1],

"7 [1, 2, 3, 4],

"8 [1],

"9 [1, 21,

10 [1, 3],

'117: [1,
127 [1,
113 [1]
'14': [1,
15" [1]
16" [1,
"17 0 [1,
118" : [1,
19 [1,
120" [1]
210 [1,

2],
2],
2, 3, 4],
2],
3],
3]
2],

21 31 4]1



42 CAPITULO 3. DISENO E IMPLEMENTACION

22 [1],
23 [1, 2, 4],

Pri ori dades: Maqui nasVirtual es sobre | as que se ejecuta

) 21 [1 Ay , ) C, , l Ey , ) Ba , l D , ) A’ , l Cy , ) E, , l Ay , ) D, , l Ay , ) Ba ]
) 31 [ l Ay , ) D, , l By , ) E, , l Cy , ) A’ , l D , ) A’ ]
) 41 [ l Ay , ) Ba , l Cy , ) D, , l Ey , ) A’ ] }

La distribucion expuesta combina correctamente todagiasdgades con el conjunto
de maquinas virtuales disponibles. Ademas, la distribueitel total de ciclos también ha
resultado bien, el espacio que existe entre ellos correlgpairadecuado para la prioridad
(p.e.prioridad 3 no se ejecuta 8 veces seguidas, si no que sddiarentre el total).

3.6.3. Implementacion

La implementacion se ha realizado correctamente, regp@tamtodo momento el di-
sefio expuesto y se han afiadido las funcionalidades regsekids métodos de consulta
de los distintos gestores y el ciclo actual permite navegaliagotalidad de los datos. Bas-
tara con ejecutar el interprete de Python una vez iniciddiza plataforma para controlar
en todo momento el estado de ésta.



Capitulo 4

Pruebas y resultados

En este capitulo se describe el conjunto de pruebas readizabre la plataforma y
sus resultados.

4.1. Entorno de verificacion

Para el desarrollo de las pruebhagernet Security Auditors, S.L. ha facilitado un
entorno con las caracteristicas siguientes:

= Sistema Operativo Linux con kernel 2.6.

= Servidor MySQL instalado y funcionando.
= Acceso alared.

= Acceso remoto al entorno.

= Entorno de honeyclient instalado.

= Maquinas virtuales accesibles.

= Software de crawling instalado .

= Cuenta de correo para utilizarla como origen en las alertas.
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4.2. Descripcion de las pruebas

Debido al considerable tamafio de la plataforma, las prusdhan ido realizando en
cada uno de los médulos por separado y finalmente al unirlbarséecho algunas méas
para comprobar el funcionamiento del conjunto.

4.2.1. Pruebas de Gestor de Crawling

Se han realizado multiples pruebas con el fin de aseguraesel gestor derawling
era robusto y no dejaba de funcionar ante cualquier adeetsil mismo tiempo que se
ha comprobado la gestion correcta de todos los datos y lentiigidn, al gestor principal,
de los resultados.

Prueba: Se han afadido varios scripts d@awling incorrectos para comprobar el
correcto funcionamiento del submoédulo destinado a gestios scripts.

Resultado: Como resultado, se muestra un mensaje por el sisteni@gdele la
aplicacion y devuelve un namero negativo como cédigo deifiaeibn. Conse-
cuentemente, queda constancia en la base de datos y erstrlregi sistema, tal y
como se muestra a continuacion.

Sep 1 17:03:42 host [warning]: (script) Could not find script at:
[ scripts/script_ww.doml. com Aborting!

Prueba: Se han afiadido dominios inexistentes o con problemas deicongara
comprobar el resultado devuelto por el gestor y el médulordeling.

Resultado: El resultado ha sido satisfactorio ya que permite dife@mentre erro-
res de resolucién de nombres y errores de conexion. Dewoleien ambos casos
un valor negativo de distinta magnitud.

En el siguiente ejemplo de sentenclag se observa el mensaje descriptivo del
error que ha ocurrido y, en caso de ser un valor sin descrnigadnuestra el valor
de retorno.
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Sep 9 20:43:13 host [warning]: (crawl er) could not connect to
domai n "www. domi ni 01. cont’ at port 80

Sep 9 22:00:49 host [warning]: (craw er) could not resolve
domai n "www. domi ni 02. conf

Sep 9 22:01:40 host [warning]: (crawer) error on domain
"www. domi ni 03. com' returned: -9

Prueba: Se ha lanzado la sefikill! desde el sistema operativo a los procesos de
crawlinglanzados desde el gestor con el fin de que este hecho fuereesat en
la base de datos y en el log del sistema.

Resultado: Como resultado, el médulo de crawler devuelve el valor deftalsque
se le ha enviado desde el sistema operativo. La informaei@msacena en la base
de datos y en lokgsdel sistema.

Sep 9 23:18:32 host [warning]: (crawer) error on domain
"www. domi ni ol. com' returned: -9

Sep 9 23:18:33 host [debug]: (db_nysql) logging craw er:
www. domi ni 0l1. com

Prueba: Se ha comprobado que el uso gadxyse realice correctamente, afiadien-
do uno y especificando su utilizacion en el gestor de crawlers

Resultado: Como resultado el gestor indica a cada nodord&vling que lanza que
debe aplicar eproxyen la conexion. Es el nodo el que se encarga de configurarlo
en elscripto software externo derawling.

Prueba: Se ha comprobado que se utilicen correctamente las cradienciece-
sarias para el acceso al dominio. Para ello se han afadidts \are requerian
autenticaciorBasic

ldef: El comanddill sirve para matar un proceso, al que se le envia la sefial Bspeaipor el valor
valor del parametro, -9 en el caso del ejemplo.
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Resultado: El dominio mantiene almacenadas las credenciales quetelrdedha
asignado. Consecuentemente, el nodam@davling es capaz de utilizarlos en sus
peticiones. Como resultado se accede a los recursos espeddila siguiente sin-
taxis:

http://usuari o: passwor d@ww. dom ni o. com dir/recurso. htni

Prueba: Se han afiadido dominios estéticos, es decir, que no regueepFoceso
decrawling, con el fin de comprobar si se lanzaria el procedimiento.

Resultado: El resultado ha sido el esperado y al detectar que se tratadi@ninio
estatico el gestor lo retorna sin crear ningun nodordevling adicional y mandando
el siguiente mensaje al sistemaldgs

Sep 11 00: 16: 27 host [debug]: (crawl er_manager) Static
domai n: "www. domi ni 02. cont’ craw i ng abort ed!

Prueba: Se ha intentado configurar un dominio con un modulord&vling inexis-
tente para comprobar que el gestor detectara el error.

Resultado: Como resultado se muestra una sentencia éogalel sistema con el
siguiente aspecto:

Sep 11 00: 16: 27 host [debug]: (craw er_nmanager) craw er
"crawl er i nexistente’ not supported! [ww. doniniol.con

En la linea se observa tanto el dominio afectada conwaller especificado en
la configuracion, de esta manera tanto la correccion cometérdion del error se
convierten en un proceso trivial.

Prueba: Se ha comprobado que se genere una linea g eluando el tamafio de
un recurso raiz varie para avisar de modificaciones sob@hdb.

Resultado: El resultado ha sido el esperado y al detectar la variacibrad®fio se
genera la siguiente linea en la que se muestra el dominicajdzajue ha variado:

Sep 9 15:41:26 host [error]: (domain) root "/mapa" size
m smat ch at * www. doni ni 0. conmi

Todos los sucesos inesperados que han ocurrido duranteiédsag, tanto provocados
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como circunstanciales se han almacenado correctamentelaobase de datos o en el
sistema déogsdel mismo modo que se ha observado en las pruebas realizadas.

4.3. Pruebas del gestor del Analizador

Las pruebas a este gestor han sido algo mas complejas, yigggnesde los errores
que se pretenden subsanar se producen muy raras veces y\sdifioles de reproducir.

Prueba: Se han verificado los controles implementados en el gestoegitaran
iniciarlo sin una correcta configuracion previa para e\ptasibles errores.

Resultado: Como resultado la aplicacion devuelve un mensaje de emto & el
stdoutcomo en el sistema de logs. Consecuentemente el admioispaxctibe que
algo no funciona como debe y puede actuar en consecuencigjeRlo:

Sep 3 17:29:21 host [error]: (analizer_nanager) no VMachi nes
assigned to analizer nmanager, aborting!

Prueba: Se ha verificado que el procesamiento de los men¥djsenviados en-
tre cliente y servidor se realice adecuadamente. Paraeelhais comprobado los
resultados devueltos por el méduloiffercon el debug del softwatdoneyClienty
comprobar asi que la reconstruccion era correcta.

Resultado: Como resultado se ha detectado que en algunos casos el@uees
transformar los datos a objetd®1L en Python producian retrasos importantes en
la interpretacion del protocolo. Por esta razén se han églmoalgunos mensajes
carentes de informacién util para el control de eventos,ccpugde ser el envio de
las listas de exclusion e inclusion. Realizada esta pequeidicacion el resultado
es totalmente satisfactorio y se permite un control totgpaocolo seguido.

Prueba: Se ha provocado el error descrito en la seccion de deficedeilessoftwa-
re HoneyClient. El objetivo era comprobar que se detectaba correctamenta p
plataformay se reiniciaba el proceso en el punto que estayalo ocurrio el error.

Resultado: El resultado es totalmente satisfactorio, la plataforntada justo el
instante en el que se produce el error y actia en consecigmg@ieoblema alguno
durante el proceso de recuperacion.

2def: El servidor permanece indefinidamente enviando petisi®ireg sin recibir ningun tipo de res-
puesta y sin realizar ninguna accion, bloqueando asfi ladjat
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A continuacion se presenta el log que se imprime cuando @sérproduce este
error:

Sep 11 00: 16: 27 host [debug]: (analizer_results) ww.dl.com 2/2

Sep 11 00: 16: 27 host [debug]: (analizer_results) ww.d2.com 5/13

Sep 11 00:16: 27 host [debug]: (analizer_results) ww.d2.com 6/13

Sep 11 00:16: 27 host [debug]: (analizer_results) ww.d2.com 7/13

Sep 11 00: 16: 27 host [debug]: (analizer_results) ww.d2.com 8/13

Sep 11 00: 16: 27 host [debug]: (analizer_api) scan FI Nl SHED nalicious: 0
Sep 11 00: 16: 27 host [debug]: (db_mysqgl) |ogging analizer: ww.dl.com
Sep 11 00: 16: 27 host [debug]: (analizer_api) scan request

Sep 11 00: 16: 27 host [debug]: (analizer_api) type: start

Sep 11 00:16: 27 host [debug]: (analizer_api) scan request validated

Sep 11 00:17:33 host [warning]: (analizer_api) ping response is taking so
long or client innactivity! analizer should be rebooted!

Sep 11 00:17:38 host [warning]: (analizer_api) proccess killed!

Sep 11 00:18:10 host [debug]: (analizer_api) domain www. d1.com

anal i zer _results is done (skipped)

Sep 11 00:18:11 host [debug]: (analizer_api) domain www. d2. com

anal i zer _results is done (added)

Sep 11 00:18:11 host [debug]: (analizer_api) urls to analize: 5

Sep 11 00:18:11 host [debug]: (analizer_api) 'current_state' error,
sonet hi ng happened. State '2' should be 0" or '3

Sep 11 00: 18:30 host [debug]: (analizer_api) scan request id: 2024961154
Sep 11 00:18: 30 host [debug]: (analizer_api) type: start

Sep 11 00:18:31 host [debug]: (analizer_api) scan request validated,

id: 2024961154

Sep 11 00:19: 23 host [debug]: (analizer_api) type: finish

Sep 11 00:19: 24 host [debug]: (analizer_results) ww.d2.com 9/13

Sep 11 00: 19: 24 host [debug]: (analizer_results) ww. d2.com 10/13

Se observa claramente el funcionamiento. Después de prdossresultados de
www.d1.cony www.d2.comel gestor almacena los datos referentesvav.d1.com
que ya ha terminado. Seguidamente el analizador se blogued fallo ya descri-
to y el gestor procede a reiniciar el software. Cuando vualeargar ladJRLs a
analizar, no agrega las que ya han sido analizadas antentenen consecuencia
la recuperacién no supone una gran pérdida de tiempo deianali

Prueba: Se han generado a conciencia algunos eventos maliciosbsistema pa-
ra comprobar que aniffercapturaba correctamente todos los eventos y el proceso
de envio de alarmas se comportaba como debia.

Resultado: Como resultado se reciben multitud de correos electror@ndes que
se indica correctamente si se trata dd?osible Falso Positivo unPosible Malwa-
re. En ambos casos se detallan a la perfeccion las accionemadza sobre el siste-
ma.



4.3. PRUEBAS DEL GESTOR DEL ANALIZADOR 49

A continuacion se muestran los datos que se envian en estesscse presentan
sin el formato adecuado Unicamente para entender el tipatde due se recogen:

Subj ect: Posible Falso Positivo en 'ww. doni ni 0. net

The next wurl: "http://ww. domi ni 0. net:80/dir/SConsNoticia?l D_| Dl OMA=ca
&ope=1&cl au=NO01056&t ot al =14&menber =6" may be i nfected! Donain
www. domi ni 0. net

Resul t ado Anal i zador:
mal i ci ous: O
program internet explorer
time: 7/9/2009 17:2:3.341
visited: 1

Traza retornada:

processl d: 2672

process: C:\Archivos de prograne\ Real \ Real Pl ayer\real pl ay. exe

obj ect: HKCW Sof t ware\ M crosoft\ I nternet Explorer\Min\Full Screen
time: 7/9/2009 16:55:17.999

action: SetVal ueKey

type: registry

processl d: 2672

process: C:\Archivos de progranae\Real \ Real Pl ayer\real pl ay. exe

obj ect: HKCW Sof t ware\ M crosoft\ I nternet Explorer\Mi n\ W ndow_Pl acenent
time: 7/9/2009 16:55:17.999

action: SetVal ueKey

type: registry

processld: 2672

process: C:\Archivos de prograne\ Real \ Real Pl ayer\real pl ay. exe

object: C\Docunents and Settings\Adm ni strador\Datos de prograna\
Real \ Real Pl ayer\ browserrecord. swf

time: 7/9/2009 16:55:18. 827

action: Wite

type: file

En el mensaje de correo expuesto se observa el nivel deedgtedise obtiene del
softwareHoneyClienty como és correctamente procesado y asociado con el domi-
nio al que pertenece mediante la plataforma automatizadeste caso se trata de
unPosible Falso Positivgsi fuera urPosible Malware se modificaria edubjectdel
correo, pero el aspecto seguira siendo el mismo.

Prueba: Se ha comprobado que el sistema de alertas reaccione dedderente
para los usuarios que desean recibir una alerta por cadaoantectado en tiempo
real, o una alerta global del dominio una vez finalizado.
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Resultado: La plataforma se comporta como debe y envia correctamenése!
men de acciones detectadas en un dominio y para cada regdepsmdiendo de cual
sea el caso del receptor. Seguidamente se muestra el cestgnan del dominio:

Subj ect : Resumen Resul t ados www. domi ni 0. net

Resul tado Crawl er:
new. 10
unt ouched: 2
exit code: 0

Resul t ado Anal i zador:

urls: 10

tinme: 73 sec

posi bl eMal ware: 0 urls
posibleVirii: 0 urls

posi bl eBl ackLi st Domai ns: 0 urls
fal sesPositives: 5

Total SentAlerts: 5

Traza retornada:
URL: "/directoriol/index.php?l ang=es"

processl d: 2672

process: C:\Archivos de prograna\Real \ Real Pl ayer\real pl ay. exe

obj ect: HKCW Sof t ware\ M crosoft\ I nternet Explorer\Min\Full Screen
time: 7/9/2009 16:55:17.999

[--]

Prueba: Se ha comprobado que la asignaciotRis procesadas por el analizador
sea correspondida con los dominios analizados de formaatarr

Resultado: Cuando la plataforma detecta una peticion de analisis parasvre-
cursos, el médulo del analizador asocia é$B&s al dominio al que pertenecen, en
caso de no ser posible dicha asociacién se muestra un mdesaj®r en el sistema
delogscomo el siguiente:

Sep 9 19:46:16 host [warning]: (analizer_api) unknown domain for url:
http://ww. dom ni 0. net: 80/dir2/ArialMat ?I D=caé&t er mLa%0pur a
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4.4. Pruebas del gestor principal
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Después de comprobar el correcto funcionamiento de todoadalulos anteriores, le

toca el turno a al gestor principal. Seguidamente se desclds pruebas realizadas y los

resultados obtenidos.

b

e internet

security
#5¥7, auditors

Ambite

Los ciclos representan el niimero de escaneos realizados en un periodo de 24 horas

Estado

\8

NCEKKSNSKS

Informe de Andlisis

Dominio

W test. com

wiww.domain, com
wiww.domain.com
www.domain. com
wiww.domain.com
www.domain.com
wiww.domain.com
www.domain. com
wiww,domain.com
www.domain.com
www.domain.com
WL omain. corm

24
24
12
12
12
12
12
12
B

7
53
5}

Servicle de Vigilancia
Anti-Malware

ri Sep 11 02:01:47 2009

Ciclos

Debido a problemas de conectividad con el servider, no se ha podido realizar la totalidad de los ciclos.

Resultados

www.test.com

http://diversitech.eu/es/pdfs/Pro-Universal Granular_Coil_CleanerCOSHH.pdf
C:\Archivos de programa\Adobe\Reader 8.0\Reader\AcroRd32.exe

3056
10/5/2008
4:0:27.12
10/9/2008
4.0:27.12
10/5/2008
4:0:27.12
10/9/2008
4.0:27 .28
10/5/2008
4:0:27.28
10/9/2008
4.0:27.43
10/9/2008
4:0:27.168

LRt =V Ratalal

DeleteValuekey
DeleteValuekey
DeleteValuekKey
SetValuekey
SetValuekey
SetValuekey

SetValuekey

HKCW\Software\Adobe\Acrobat Reader\8.0\AdobeViewen\MaxDoc

HKCU\Software\Adobe\Acrobat Reader\8.0\AdobeViewer\Maxipp

HKCW\Software\Adobe\Acrobat Readen\g.0\AdobeViewer
\PrintToFile

HIKCU\Software\Adobe\Acrobat Reader\B.0\NoTimeOut\smailto

HKCU\Software\Adobe\Acrobat Reader\8.0\Originals

\sProofingSpace

HKCU\Software\Adobe\Acrobat Reader\8.0\Selection
\aDefaultselect

HKCU\Software\Adobe\Adobe Acrobat\8.0\DiskCabs

\bCollab_OfflinebDocs

L e LA T e Pt St B P e B e e e B e T P L

Figura 4.11Informe final que se enviara al cliente.
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Prueba: Se ha comprobado la correcta finalizacion de los gestoresasiding y
analizador. Para ello se ha realizado una modificacion eédéje que muestra el
contenido de cada uno de estos justo antes de empezar elgeproceso.

Resultado: El resultado ha sido satisfactorio, los objetos se encaenttalmente
vacios cuando finalizan su ejecucion, con lo que no se pradugas de memoria
ocupada.

Prueba: Se han afadido los dominios de produccién para comprobareoto
analisis de todos ellos y la gestién de los resultados.

Resultado: El proceso funciona a la perfeccion, realizando primercravling a
los dominios y ejecutando el analizador posteriorments.resultados se obtienen
en tiempo real y se almacenan cuando termina la ejecuciéradie wno de los
dominios.

Sep 17 16:34:45 host [info]: (main_nanager) ciclo: 8

Sep 17 16:34:47 host [debug]: (db_nysqgl) logging craw er: ww.test.com

Sep 17 16:34:50 host [debug]: (analizer_api) domain www. test.com (added)

Sep 17 16:34:50 host [debug]: (analizer_api) urls to analize: 10

Sep 17 16:35:30 host [debug]: (analizer_api) scan request id: 3608943

Sep 17 16:35:30 host [debug]: (analizer_api) type: start

Sep 17 16:35:30 host [debug]: (analizer_api) scan request validated, id: 3608943
Sep 17 16:36: 10 host [debug]: (analizer_api) scan FI Nl SHED nalicious: 0

Sep 17 16:36: 10 host [debug]: (analizer_results) ww.test.com 1/10

[--]

Sep 17 16:36: 46 host [debug]: (analizer_results) ww.test.com 10/10

Sep 17 16:36: 46 host [debug]: (analizer_api) scan FI N SHED nalicious: 0

Sep 17 16:36:47 host [debug]: (db_nysqgl) |ogging analizer: ww.test.com

Sep 17 16:36:48 host [debug]: (analizer_nanager) killing conpleted analizer!
Sep 17 16:36:50 host [info]: (main_manager) ciclo: 9

Prueba: Se ha comprobado la sincronizacion de las alertas enviadda base de
datos con el fin de mantener la informacion relacionada adgrgué alertas se
han enviado.

Resultado:La plataforma almacena todos los datos correctamente ariteaacion
del gestor principal. El cual espera un segundo entre caaldeipllas.

Prueba: Se ha comprobado la generacion correcta de los datos niesepara
generar el informe, aunque los ciclos ejecutados searblesicademas de verificar
una correcta construccién y posterior envio del mismo.
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Resultado: Cuando llega la hora limite o se terminan los ciclos a realégagenera
en la base de datos una marca que relaciona los ultimos cahos informe que se
debera generar para el cliente. De esta manera quedan sagowlos resultados
dependiendo del informe al que pertenezcan.

Los informes generados que se envian tiene el aspecto nhmsindaFigura-4.1
Los nombres de los dominios han sido modificados por cuesstide confiden-
cialidad exceptuandaww.test.comEl recurso listado no corresponde al dominio
www.test.compero para realizar las pruebas se ha creado un dominio caigas
son paginas comalwareo en las que se cargan varjgsig-ins

En este caso, todos los eventos que se pueden ver en el irsomiaofensivos,
ya que se trata de el proceso de cargaptled-in de Adobe Readepara lectura de
PDFs. El siguiente paso seria filtrar estos resultados para gaparezcan en el
siguiente informe.

Prueba: Se ha comprobado que los filtros afiadidos en la configuradiiemfreal-
mente los eventos detectados del sistema y estos no apaszehinforme.

Resultado: Cuando se recolectan los datos para el informe, se cargdniéiatos
filtros existentes y se utilizan al mostrar los resultadeseBta manera nunca apa-
recen en el informe final, sin embargo, siguen almacenadizslese de datos por
si fueran necesarios

Prueba: Se ha comprobado que la plataforma pueda ejecutarse deifatefaida
con totalidad autonomia.

Resultado: El resultado ha sido totalmente satisfactorio ya que lafiana se ha
ejecutado ininterrumpidamente durante varios dias, exédmgose autométicamen-
te de cada error ya detectado en la versién anterior

Prueba: Se ha comprobado que la plataforma no bloquee el sistemanglicor
todos sus recursos. Para ello se ha visualizado la carga aenmaey CPU del
proceso.
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Resultado:Mediante el comando dep® se ha listado el proceso en cuestién y este
ha sido el resultado:

PID USER PR NI VIRT RES SHR S %PU %UEM
22461 userl 15 0 149m 62m 50mS 60 1.2

Se observa una carga de memoria de un 1.2 % lo que no suponenmpEdtante.

En cuanto a la carga de [@PU, en cambio, si que es notablemente mayor, sin
embargo, no supone ningun problema para seguir utilizahdistema de forma
habitual, partiendo de la base que se trata de un servidaradiedy no un sistema
de escritorio. Se puede decir que el resultado es bastasm® Ibeniendo en cuenta
la gran cantidad de operaciones internas que realiza y Edsehde datos con las
gue se trabaja.

4.5. Resumen de los resultados y valoraciones generales
del conjunto

Por las pruebas que se han realizado hasta el momento,dfoptaa se comporta tal
y como se esperaba. Aunque no se trate del software perfeat@rto es que realiza
su funcién correctamente y supone una gran mejora sobratiaf@ma anterior. Se ha
conseguido solucionar la totalidad de las deficiencias, gaso de que algun error no
controlado ocurriera, el mensaje generado en el sisterttdéacilitara en gran medida
la busqueda del fallo y su arreglo.

La automatizacion implementada tiene en cuenta todos Wdgmas posibles que
puedan surgir en el software gestionad@wling y analizadoyo, almenos, los que han
sido detectados hasta la fecha. Ademas de haber reducialoleroente la intervencion
humana en toda la gestidn de este sistema.

Los algoritmos utilizados para distribuir las maquinasugles entre los diferentes
dominios de manera que todos sean ejecutados en cada utasdesahas eficiente que
el anterior. Ya que podia ocurrir que no se ejecutara un dorpor todas las maquinas
virtuales.

La integracion de todos los datos en la base de datos ha sopuesgran comodidad

3def: Muestra los procesos del sistema y algunos detalles sol@jiesucion.
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en cuanto a la consulta de los resultados. Se mantiene wolomilimétrico de los dife-
rentes procesos a los que se somete un dominio durante isisiragi como un historico
de los ciclos e informes que se han realizado. Ademas se tpegimcceso a la infor-
macion desde infinidad de tecnologias, por ejemplo, pardirafia dominio al proceso
se podra utilizar una aplicacién en lugar de conectarseraidse por sshy configurar
infinidad de ficheros como se hacia en la version anterioro8ep realizabackupse-
motos facilmente, enviar los datos dgkloga sistemas del cliente... En definitiva, muchas
posibilidades de acceso totalmente independientes entre s

En resumen, la centralizacién de todo lo que conlleva urisasdle este tipo en una
Unica plataforma era algo necesario y esta solucion astk Balemas permite el control
en tiempo real de forma remota gracias al intérprete de Ryfiar ejemplo, para lanzar
toda la plataforma de forma habitual bastara con el sigeieddigo:

$ pyt hon

Python 2.6.1 (r261: 67515, Mar 12 2009, 23:47:00)

[GCC 4.1.3 20080704 (prerel ease) (Debian 4.1.2-25)] on |inux2

Type "hel p", "copyright", "credits" or "license" for nore information.
>>> from mai n_manager inport =

>>> hc = nmi n_nanager ()

>>> hc.start ()

>>>

Después ya se permite utilizar el objétpara consultar los datos como el ciclo por el
que va actualmente o que maquina virtual se esta utilizawdogmbre... Se tiene acceso
a toda la aplicacion:

>>> hc.cicle

20

>>> vm = filter(lanbda x: Xx.in_use() == True, hc.vns)
[ <vmachi ne. vmachi ne i nstance at 0x8499f 2c>]

>>> vm nane

" | E6- W nXP’

>>>

Gracias a esta interfaz no ha sido necesario implementaroninal de control inter-
activo para el administrador, Python lo ha proporcionado.
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Capitulo 5

Conclusiones

El proyecto ha resultado tal y como se esperaba. Ha conatoichm una base sélida
sobre la que el servicio de deteccionrdalwarese ejecutara de forma automatizada en
un entorno de produccion que ya es lo que se esperaba.

El control minucioso de toda accion realizada por el sofewde deteccion ha per-
mitido subsanar todas las deficiencias detectadas en l@wensterior del producto. El
disefio realizado facilita la manipulacion de los puntodflaiivos de forma comoda y
sin necesidad de reescribir multitud de codigo en difesefitberos y lenguajes.

La informacion recopilada por esta plataforma ayuda a unisegnto preciso de
todas las acciones ocurridas y el momento en el que se hangilodAdemas el hecho
de centralizar toda la informacién en una base de datos emplementar multitud
de aplicaciones de consulta comodamente, ya que Unicaohelmedn comunicarse con
la base de datos de manera independiente a como lo haceaBpia desarrollada en
Python.

Aunque no aparezca en la memoria por cuestiones de confdidadi, se han docu-
mentado también unas guias de uso interno para los adradustss de la plataforma. De
manera que se les permita actuar cuando se requieran moidifiea 0 ampliaciones con
la informacion adecuada y precisa que se necesita.

5.1. Experiencia Personal

Ha sido una experiencia muy grata el poder contar con al ca#idelnternet Se-
curity Auditors, S.L. para el desarrollo de un producto que facilitarda notabléeneh
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funcionamiento del servicio ofrecido.

Ha sido muy enriquecedor el poder planificar, disefiar e imphgar el producto de
forma individual, ya que ha sido todo un reto el cuadrar feghancontrar soluciones a
todos los problemas y necesidades requeridos por el pmydgtnos detectados desde el
inicio y otros desarrollados sobre la marcha. Es importdaté que han habido desvia-
ciones del planning inicial por diferentes motivos, algeipersonales, otros académicos
y otros, errores de planificacion debidos a mi inexperiepaia planificar un proyecto
de tal magnitud en tiempo. Por ejemplo, las pruebas sobré@liim analizador llevaron
bastante mas tiempo del supuesto en un inicio. En este pamgo fque afiadir que la
empresa me ha dado total libertad de dimensionamientopognd podia retrasarme sin
problema si era necesatrio.

Me alegra haber elegido el lenguaje Python como herramparta implementar la
plataforma, ya que, aun sin haberlo utilizado nunca ante$adilitado mucho el desa-
rrollo de varias soluciones y funcionalidades requeridasigs al sistema de modulos.
Ademas, la facilidad de programacion ha permitido plagikr perfeccion el disefio de
clases realizado a mano directamente al cédigo.

5.2. Evolucién Futura

Gracias a esta nueva plataforma, se permitira realizariaoqohes de forma mas co-
moda que anteriormente. El manejo de la informacion se dieNmg la cabo mediante una
aplicacién web que interactuara de forma directa con la 8egtatos. Dejando la infor-
macidn necesaria para que el software de la plataforma imgritado en Python recoja
los datos y los utilice en las posteriores ejecuciones.

Cuando el producto se encuentre en produccion se pondraneioiamiento una
pagina web sobre la que se podran consultar todos los dat@srgo real y navegar por
el historial de ciclos realizados. Conociendo en cada ureldg como ha transcurrido el
proceso de crawling y analizador y el codigo de finalizaciétod mismos.

En un futuro, no se descarta desarrollar aplicacionestades a la havegacion me-
diante dispositivos moviles, utilizando para ello tantbcgeiones implementadas para el
propio sistema operativo del dispositivo o bien una webfidida para tal fin.
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Resum

Es descriu el disseny i posteriorimplementacio de la noatafilrma d’automatitzacio
del servei ofert per Internet Security Auditors, S.L. destia a I'analisi de dominis d’Internet
amb la finalitat de detectar possibles infecciones queinfaaisuaris de la web. El siste-
ma actual conté algunes deficiencies, de manera que agktgsiggenta una nova versio,
la qual aporta millores molt significatives com ara una gasis optima, o un disseny re-
novat i escalable de la informacid i els diferents processiz$ mateix es dota al sistema
d’un control d’errors centralitzat, amb enviament d’alaéeen temps real, i una agrupacio
i centralitzacio dels resultats.

Resumen

Se describe el disefio e implementacion de la nueva platafdenautomatizacion del
servicio ofrecido por Internet Security Auditors, S.L. tiesdo a analizar dominios de
Internet con el fin de detectar posibles infecciones qudeies los usuarios de la web.
El sistema actual tiene algunas carencias, de manera qué&gsl presenta una nueva
version, que aporta mejoras muy significativas como son estidmn mas 6ptima, con
un disefio renovado y escalable de la informacion y los difeseprocesos. Asimismo se
dota al sistema de un control de errores centralizado, odp de alarmas en tiempo real,
y una agrupacion y centralizacion de los resultados.

Abstract

This paper describes the design and implementation of thveamgomatic platform
service offered by Internet Security Auditors, SL. It is idgeed to analyze Internet do-
mains in order to detect possible infections that couldcattee user’s system while brow-
sing the web. The current system has some shortcomings enplagher presents a new
version which provides significant improvements such agr@tmanagement, with a
renewed design in the management of the information andepses. It also gives the
system a centralised error handling, with a real-time aldefivery, and results in grou-
ping and pooling.



