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Resumen del TFM / Abstract / Resum del TFM

En plena era de la globalizacion, la comunicacion internacional se vuelve
indispensable en el proceso de evolucion economica, politica, social y cultural de
cada pais. En este caso concreto, la barrera terrenal que existe entre Espafia, Bélgica
y Paises Bajos se ve ahora difuminada por el creciente turismo entre dichas areas.
Y, consecuentemente, la actual situacion linguistica de sendas regiones pone en
evidencia la necesidad de recursos fiables y de calidad que permitan el acercamiento,
la comunicacion fluida y el aprendizaje de sus lenguas. Por ello, el presente trabajo
propone, por un lado, la construccion de un corpus paralelo neerlandés — espafiol
como combinacion linguistica, y el entrenamiento de un motor de traduccion
automatica neuronal (TAN) a partir del mismo; y por el otro, su posterior

evaluacion y comparacion con un motor existente ya entrenado.

During these times of globalization, international communication is becoming
indispensable in the process of economic, political, social and cultural evolution of each
country. In this particular case, the barrier that exists between Spain, Belgium and the
Netherlands is now blurred by the growing tourism between these areas. And,
consequently, the current linguistic situation of both regions highlights the need for
reliable and quality resources that allow the rapprochement, fluid communication and
learning of their languages. Therefore, the present thesis proposes, on one hand, the
construction of a parallel Dutch-Spanish corpus as a linguistic combination, and the
training of a neural machine translation engine (TAN) based on this same corpus; and
on the other hand, its evaluation and comparison with an existing engine that had already

been trained.



En plena era de la globalitzacio, la comunicacio internacional es fa indispensable en el
procés d'evolucié economica, politica, social i cultural de cada pais. En aquest cas
concret, la barrera terrenal que hi ha entre Espanya, Bélgica i els Paisos Baixos es veu
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l. Introduccion

1. Presentacion y justificacion

En plena era de la globalizacién, la comunicaciéon internacional se vuelve indispensable en el
proceso de evolucidon econdmica, politica, social y cultural de cada pais. En este caso concreto,
la barrera terrenal que existe entre Espafia, Bélgica y Paises Bajos se ve ahora difuminada por el
creciente turismo entre dichas areas. Y, consecuentemente, la actual situacién linglistica de
sendas regiones pone en evidencia la necesidad de recursos fiables y de calidad que permitan el

acercamiento, la comunicacién fluida y el aprendizaje de sus lenguas.

De esta manera, el presente trabajo se enmarca en las areas del estudio de la linglistica
computacional, la traduccién y la ensefianza de lenguas extranjeras y pretende servir de puente

entre las culturas espafiola, belga y holandesa.

Es por ello por lo que se propone llevar a cabo, por un lado, la construccién de un corpus paralelo
neerlandés — espafiol como combinacidn linglistica, y el entrenamiento de un motor de
traduccidn automatica (TA) propio a partir del mismo; y por el otro, su posterior evaluacién y

comparacidn con un motor existente ya entrenado.

Como primera idea, se pretende elaborar un corpus desde cero a partir de articulos de la
Wikipedia en ambas lenguas de trabajo. Se ha escogido esta fuente porque recoge informacién
de calidad que ha sido evaluada previamente, lo que la hace mas fiable por lo general que los

datos que se puedan obtener directamente de internet.

Una vez creado el corpus paralelo, se procedera al entrenamiento un motor de traduccidn
automatica neuronal (TAN) que facilitan desde la universidad. Este motor va especialmente
bien, por lo que se cuenta con la ventaja de simplemente tener que introducir y trabajar con
datos propios elaborados por el equipo, pudiendo asi prescindir de tener que realizar ningun

ajuste necesario en la programacion del sistema.

En cuanto se haya realizado el entrenamiento con el motor TAN, se llevara a cabo un analisis
contrastivo entre aquellos resultados obtenidos del motor elaborado por el equipo y un motor
de cddigo libre entrenado a partir de colecciones obtenidas del banco de datos de Opus Corpus,

concretamente el corpus de Wikimatrix.

La motivacidon que lleva a adentrarse en este trabajo es el interés comun y personal en los

estudios de TA, concretamente los de TAN. Ademas, el hecho de contar con la ventaja de tener
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una integrante de nacionalidad belga en el equipo de trabajo ha supuesto la oportunidad ideal
para elaborar una herramienta util de la que puedan beneficiarse los hablantes de ambas

lenguas de estudio.

Como motivo principal, el desconocimiento y los escasos recursos encontrados para esta
combinacion linguistica ha servido de razén de peso para intentar ofrecer un recurso mas y de
calidad para investigadores, linglistas, traductores, estudiantes, y, en definitiva, cualquier

apasionado que quiera aprender una de estas dos lenguas.

Por otro lado, y tras una breve labor de documentacidn, se llega a la conclusion de que aquellos
€scasos recursos son en su mayoria de caracter privado ademas de muy especializados (por lo
general, de indole juridica, econdmica y técnica). Por lo que se precisa aportar una herramienta

publica y accesible para el beneficio, uso y disfrute de todos.

2. Objetivos

Con este trabajo se pretende arrojar luz sobre la importancia de la creacién de un corpus de
estas caracteristicas, justificar con datos la necesidad de dicho corpus y de un motor de TA y sus

multiples aplicaciones.

El objetivo principal que se persigue es la creacion de un motor TAN util para los hablantes de
estas lenguas y entrenado con datos linglisticos fiables. Asi pues, una vez creado el motor, se
compararan los resultados de traduccidn que se obtienen a partir de este con aquellos obtenidos

de un motor de traduccién ya entrenado a partir de datos no controlados.

Creemos que nuestro motor, que sabemos que estard elaborado a partir de datos de calidad,
podra superar en cuanto a calidad a otros modelos de motores de traduccion e intentaremos

proporcionar evidencias mediante un control de calidad estadistico para tal fin.

Como conclusion y considerando los objetivos del presente trabajo, nos hemos propuesto

responder dos preguntas de investigacion al finalizar nuestro proyecto:

1. ¢Es mejor un corpus con una gran cantidad de datos y de mala calidad o un corpus con
menos datos, pero corregido y de calidad?

2. ¢Cual es el minimo de datos necesarios para poder obtener un corpus de calidad?

Queremos hacer esta comparacién para estudiar a qué se debe dar mds importancia a la hora

de aportar datos linglisticos a un motor de traduccién. Consideramos una parte crucial del
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trabajo llegar a una conclusion clara sobre qué motor es mejor, el que se entrena a partir de
corpus con una gran cantidad de datos, pero sin haber pasado por un control de calidad, o el
gue entrenamos nosotros, a base de un corpus mas pequefio, pero de calidad linguistica mas

alta y controlada.

3. Organizacion del trabajo

Idealmente, nos organizaremos a partir de un calendario, teniendo en cuenta las diferentes
entregas del trabajo. Nuestro trabajo se dividira en distintas partes: la introduccién, el marco

tedrico, la metodologia y analisis de los resultados y las conclusiones.

Para la entrega que se hace en marzo, nos gustaria tener hecho todo el marco tedrico, es decir,
redactar toda la informacion necesaria para poder llevar a cabo el trabajo. Esto conlleva tener

casi bien toda la bibliografia y las fuentes citadas.

Para la entrega que se hace en abril, queremos tener descrita toda la metodologia, e idealmente

tener nuestro propio corpus hecho.

Por ultimo, en la entrega final, habremos entrenado nuestro motor con los datos del corpus

creado y habremos comparado sus resultados con los resultados del otro motor.

El trabajo estd organizado como se detalla a continuacidn: En esta primera seccién se exponen
los objetivos que se persiguen y se argumenta la motivacion que lleva a una investigacion de

esta tesitura.

La segunda seccion corresponde al marco tedrico del proyecto. En él se pondra en contexto la
situacion lingtliistica de los territorios principales en los que se habla una de las lenguas de
trabajo, esto es, el neerlandés. Seguidamente, explica en profundidad el fendmeno de la
traduccidn automatica (TA), desde sus aplicaciones hasta las tipologias que abarca. En este
punto, se prestara especial interés al modelo de traduccién automatica neuronal (TAN), eje del
presente trabajo. De esta manera, se explicard minuciosamente su funcionamiento interno, el
proceso de entrenamiento y las métricas de evaluacién vigentes para analizar los resultados. Por
ultimo, se hablara de los corpus en general y de los corpus paralelos en concreto, lo que pondra
fin a un marco tedrico que recoge toda la informacidn necesaria para poder pasar a la siguiente

seccion.
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La tercera seccidn se centra en el marco metodoldgico del proyecto. En él se llevara a cabo, por
un lado, la creacién de un corpus paralelo con los datos que se puedan encontrar en los dumps
de Wikipedia en la combinacion espafiol-neerlandés; y por el otro, se realizard un entrenamiento
de un motor TAN a través de la plataforma MutNMT a partir de los corpus que han sido creados

previamente.

En las siguientes secciones, se expondrdn los resultados obtenidos durante todo el proceso, se
sacardn unas conclusiones finales en las que se responderan a las preguntas de investigacion, y
se presentara una extensa bibliografia con los articulos que han servido de guia y apoyo al

proyecto.



La Wikipedia como fuente de datos para un corpus ES-NL
Ana Fernandez y Fee Dooms

1. Marco teorico

1. El neerlandés

En primer lugar y, por las razones anteriormente expuestas, es imperativo poner en contexto la
situacion actual que ocupa la lengua neerlandesa dentro del panorama mundial, y mas
concretamente su relacién con la lengua espafiola. Por otro lado, previo a dicha
contextualizacion, prima clarificar los conflictos que los términos que rodean tal lengua y sus

variedades lingliisticas despiertan.

Desde tiempos inmemoriales en toda la historia mundial, los cambios politicos y demograficos
dejan mella en la situacion lingliistica de las regiones en las que se den. Es por ello por lo que la
zona que hoy en dia ocupan los Paises Bajos y Bélgica ha estado expuesta a una innumerable

cantidad de alteraciones que justifican la confusion de su realidad geografica y linguistica.

En 2007, Valembois comentaba la complejidad del asunto al haberse utilizado vocablos
relacionados (esto es, «flamenco», «holandés», «neerlandés», entre otros) de manera errénea
para abarcar contenidos dispares y dando lugar a malentendidos y aclaraba con evidencias
histdricas la cuestién. De esta manera, se recogen a continuacion los términos tratados en su

trabajo junto a una breve definicién:

a. Flamenco: es la expresion regional belga del neerlandés que ocupa las regiones de
Flandes y gran parte de Bruselas.

b. Holandés: gentilicio y lengua oficial de los Paises Bajos.

c. Belga: gentilicio de los habitantes de Bélgica.

d. Holanda: corresponde a las partes del actual territorio costero al oeste dentro de los
Paises Bajos, con las ciudades de Amsterdam, Rétterdam y La Haya.

e. Neerlandés: nombre oficial del idioma. Este guarda cierto parecido con el nombre de
“Pais Bajo”, significado de «Nederland» en neerlandés. Ademas, neerlandés es el
nombre que recibe la persona que habla la lengua.

f.  Dutch: término en inglés y que significa “neerlandés”.

Se puede coincidir en que fue en 1648 con el Tratado de Miinster que se origind el error principal
de considerar el «holandés» y el «flamenco» dos lenguas diferentes cuando realmente son
variedades regionales de una misma, el neerlandés, a excepcion de ligeras variaciones

lexicograficas y entonacién. Entrando en mas detalles, dicha problematica se dio en Bélgica, en
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la que nacié el término «flamenco» en bocas francéfonas para identificar despectivamente el

neerlandés que se habla en la parte norte del pais. (Valembois, 2007)

Dicho esto, para una mayor claridad y a modo de resumen, se cita textualmente a Valembois

(2007):

[...]Junos seis millones de belgas de pasaporte viven en Bélgica, constituyendo el 60%
de su poblacion; en el caso de los Paises Bajos, unos quince millones de neerlandeses
viven en su comunidad nacional, pero ambos grupos, conformando los millones
citados de flamencos y neerlandeses, respectivamente, viven, piensan y aman en
neerlandés.

Desde una panoramica mundial de la lengua, cabe mencionar que el neerlandés se habla en
poblaciones de 150.000 y 60.000 habitantes de Francia (Flandes francés) y Alemania,
respectivamente. Ademas, es la lengua oficial de la Republica de Surinam y de las Antillas
Holandesas (Curazao, San Martin, Aruba, Bonaire, Saba y San Eustaquio), asi como 5 millones de
personas la toman como lengua materna a través de la variante afrikdans, desarrollada por los
primeros colonos que llegaron a Sudafrica en el siglo XVII. (Valembois, 2007) Por lo tanto,
aunque parezca una lengua minoritaria en Europa, un nimero considerable de personas en todo
el mundo la habla. (Donaldson, 1983; Valembois, 2007) Tanto es asi que el neerlandés forma
parte de los once idiomas oficiales de la Unidon Europea, ocupando el sexto puesto en
importancia dentro del organismo después del inglés, aleman, francés, espainol e italiano, en ese

orden. (Valembois, 2007)
1.1 Territorio de Bélgica

Llegado este punto, conviene resolver en Ultima instancia un entuerto linglistico que concierne

al territorio geografico belga.

Este pais se consagra como tal en 1830, «formalizando también la separacién de un matrimonio
forzado con los Paises Bajos» (Valembois, 2007) después de convivir bajo el reinado de los
Habsburgo espafioles y austriacos. Hoy en dia se mantiene dicha separacion, ademas de otra
interna que establece una frontera lingliistica desde 1962 para separar la zona de habla
neerlandesa en el norte, de aquella de habla francesa al sur, a excepcidn de Bruselas capital,
Unica region oficialmente bilinglie. (Valembois, 2007; Niederlandische Philologie, FU Berlin,

2022)

Asi pues, hablamos de un territorio con cuatro areas linglisticas y tres idiomas oficiales
presentes en los siguientes porcentajes presentados por Vermeiren: «el neerlandés (hablado

por el 60% de la poblacion), el francés (39%) y el aleman (1%)». (2016)

10
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1.2 Relacion neerlandesa-espariola

Sin mas rodeos, abarcamos de cerca la relacién que mantienen los territorios que atafien a este
estudio. Y es que alo largo de la historia se ha dado una sucesion de sorprendentes coincidencias
histéricas que pone en evidencia los lazos que hoy en dia guardan los Paises Bajos y Bélgica con

Espafa.

Como hemos mencionado anteriormente, los antiguos «Paises Bajos» asi como las colonias
espafnolas estuvieron casi dos siglos bajo el mismo estado. Fue una «vinculacidn forzada, de
politica dinastica, pero su duracion e intensidad dejaron desde luego huellas por ambos lados».
(Valembois, 2007) Prueba de ello son los escritos de reconocidos autores del Siglo de Oro, pues
Lope de Vega y Calderdn de la Barca haciendo referencia en varias ocasiones a la faena espaiiola
por la zona de Flandes. Otro caso de interferencia lo encontramos en vocablos provenientes del

neerlandés, como por ejemplo «loterij» para «loteria». (Valembois, 2007)

No obstante, la relacidn existente hoy en dia continda siendo cercana, pero se aleja de reinados

comunes y referencias literarias para acercarse al plano idiomdtico y turistico.

Respecto de lo primero, Vermeiren (2016) nos explica que «el inglés, el francés y el aleman estan
mas presentes como lengua de estudio en Bélgica y Holanda debido a su mayor peso
demografico». En cuanto al italiano y al espafiol, al ser lenguas menos centrales, se estudian
menos. Esto se debe, seglin Pomar (2006), a factores politicos, legislativos y sociales,
principalmente. Tanto es asi que ambos paises cuentan con exhaustivos programas de
incorporacién del extranjero «como conciencia propia en consideracion de la necesaria
preparacion frente a la interferencia de lenguas». (Valembois, 2007) De este modo, en niveles
de posgrado se llega al dominio de varias lenguas, de entre las que destacan en primer lugar las

cooficiales en el caso de Bélgica, seguidas del espafiol. (Pomar, 2006; Valembois, 2007)

Respecto de lo segundo, estos datos se apoyan directamente en la situacion del turismo entre
los paises en cuestidon. En este sentido, Espafia encabeza la lista de destinos turisticos a nivel
europeo, y estd entre las primeras posiciones a nivel mundial. Mas concretamente, los ultimos
informes sobre competencia turistica revelan que los paises de los que proceden un mayor
ndmero de turistas gracias a nuestro llamativo segmento de «sol y playa» son Reino Unido,

Alemania, Francia, Italia y Paises Bajos. (Gémez y Gonzalez, 2014; Pefia, 2017)

Con todo, se puede confirmar la latente relacidn entre sendos paises y se pone de manifiesto la
imperiosa necesidad de bibliografia y datos de referencia que ayuden a forjar un acercamiento

linglistico de calidad entre la lengua neerlandesa y espaiiola.
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2. Latraduccién automatica (TA)

Después de presentar a grandes rasgos el neerlandés, su contexto, y todo lo relativo al idioma
pertinente para este trabajo, en este nuevo apartado se pretende abordar el fendmeno de la

traduccion automatica.

Son muchos los que se han aventurado desde su nacimiento a dar una definicidon exacta del
concepto. A continuacién, se ofrecen dos aportaciones de parte de expertos de la materia,
Berner (2003) y Forcada (2010), respectivamente, cuyos trabajos se han utilizado para el

desarrollo del presente:

Machine translation (MT) is the use of computer software to translate text or speech
from one natural language into another. Like translation done by humans, MT does
not simply involve substituting words in one language for another, but the
application of complex linguistic knowledge: morphology (how words are built from
smaller units of meaning), syntax (grammar), semantics (meaning), and

understanding of concepts such as ambiguity.

Machine translation (MT) is the translation, by means of a computer using suitable
software, of a text written in the source language (SL) which produces another text
in the target language (TL) which may be called its raw translation».

Los origenes de la traduccidn automatica los podemos encontrar en Francia y la URSS (1933-
1945), donde se crearon los primeros sistemas de TA de la mano de George Artsrouni y Petr
Troyanskii. Ambos sistemas empezaron como diccionarios bilinglies automatizados, pero solo la
propuesta de Troyanskii supuso un avance significativo al llegar a incorporar una memoria y
componentes electronicos. Sin embargo, ya existia el ordenador para cuando se dio a conocer

su idea afios después de su invencién. (Hutchins, 2009, 2014)

Pronto se puso de manifiesto la complejidad de las reglas sintacticas en las que se basaba el
sistema de diccionarios, haciendo asi evidente la necesidad de encontrar otros medios de
analisis sintacticos mas sistematicos. Por consiguiente, surgieron mds adelante diferentes
proyectos inspirados en modelos de la gramatica formal pero, desafortunadamente, también
estos presentaron problemas de indole semdntica para los que los investigadores no

consiguieron encontrar solucién. (Hutchins, 2014)

Fue entonces cuando, ante la ausencia de avances en la materia, en EE. UU. se forma el comité
ALPAC (Automatic Language Processing Advisory Committee) que concluyé en la redaccién de
un informe el cual determina que la TA es lenta, poco exacta y el doble de cara que la traduccién

humana, y da su negativa a la financiacion para su investigacion y desarrollo. (Hutchins, 2014)
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En el tiempo comprendido entre 1966 y 1990 emergieron nuevos sistemas y se desarrollaron
técnicas mas avanzadas por parte de paises como Canada, Alemania y Francia que dejaron atras
el predominio exclusivo del enfoque basado en reglas. No obstante, no fue hasta finales de la
época que se llegd a un punto de inflexién con el surgimiento de una amplia variedad de
herramientas integradas en la labor traductora (originalmente, «translator’s workbench»).
(Hutchins, 2007, 2014) Entre estas, tal y como lista Hutchins (2007), se encuentran «multilingual
word processing, OCR facilities, terminology management software, facilities for concordancing,

and in particular “translation memories”.»

Un dltimo avance de principios de 1990 fue el aumento de la actividad de la TA para la
investigacion sobre sus aplicaciones practicas, el desarrollo de puestos de trabajo para
traductores profesionales, el funcionamiento de sistemas de lenguaje controlado y dominio
restringido y la aplicacién de funciones de traduccién en sistemas de informacion multilingtes.

(Hutchins, 2014)

Este breve paso por la historia de la TA muestra Unicamente los inicios de lo que es hoy en dia
un fendmeno en pleno auge, tanto en volumen, como en medios de aplicacién. Cada vez son
mas las empresas a nivel mundial que incorporan servicios de traduccion, ya sea para el
preprocesamiento de entradas o como posedicidn. Asimismo, el acceso a la TA se ha
generalizado de manera que el publico puede hacer uso gratuito de servicios de TA en linea,

dejando asi atras los limitados softwares de PC. (Hutchins, 2014)

Pero lejos de ser esto una amenaza, como en estos dias se especula, Hutchins justifica a la
perfeccion la convivencia del traductor profesional y el uso de su «enemigo» la TA al decir que
los traductores profesionales hacen uso de la TA asi como de las memorias de traduccién como
herramientas en la produccidn de borradores de traduccién. (Hutchins, 2014) Esta afirmacion es
en la actualidad un debate abierto que ha incitado a los traductores a posicionarse a favor o en
contra de la TA en la profesion, pero eso supone un caso que se desvincula de la razén que se

persigue en el presente trabajo.
2.1 Aplicaciones de la traduccion automatica

El fendmeno de la traduccidén automatica recoge multiples clasificaciones, aun asi, las que en

este punto se estudiaran aquellas desde el punto de vista de su aplicacion y de su arquitectura.

Primeramente, se puede afirmar que la traduccién automatica tiene varias formas de uso segun

la finalidad que se quiera conseguir:
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Comprensidn o asimilacidn (assimilation): es el que ofrece una traduccion en crudo que te
permite sacar una idea general del contenido sin necesidad de conocer la lengua de origen, ya
gue lo importante es transmitir el sentido del mensaje en un contexto. A este uso también se le
llama Machine Translation for Watcher y fue la aplicacion inicial con el que se empezé a conocer
la TA. Un ejemplo de este seria la traduccion automatica de paginas web para una comprension
general de lo que se ofrece, o la traduccién de chats y foros. (Ginesti y Forcada, 2009; Chéragui,

2009)

Publicacion o diseminacién (dissemination): es el uso de la traduccion automatica como paso
intermedio en la produccion final de un texto en la lengua de destino que se publicara en algin
momento. Este texto tendrd que ser poseditado por un profesional para resolver cualquier
ambigliedad o cambio de sentido que la traduccidén automatica no percibe. Se le conoce también

como Machine Translation for Reviser (Ginesti y Forcada, 2009; Chéragui, 2009)

Sin embargo, en ninguno de los dos usos se concebia la obligatoria implicacién del traductor,
pues, tal y como expone Hutchins, « MT was not seen as a computer aid for translators» (2009),

sino como una funcionalidad aparte.
2.2 Tipos de traduccion automatica

Desde el punto de vista de su arquitectura, en este caso se distingue entre arquitectura
linglistica y arquitectura computacional. La primera se presenta con la siguiente figura, el
triangulo de Vaoquois, en la que se muestra una interrelacidén entre todas sus construcciones

(Forcada, 2010; Lépez, 2018):

Interlingua approach

Analyze Generation

Transfert based
approach

yA

Source language / Direct approach

Target language

Figura 1: Triangulo de Vauquois (1968)
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En cuanto a la arquitectura computacional, su clasificacion en diferentes motores de traduccién

automatica es hoy la mas conocida. Asi, destacan los siguientes:
2.2.1 Latraduccién automética basada en reglas

Desde 1990, el enfoque basado en corpus es el que ha estado en el punto de mira y ha sido
centro de los principales avances mientras que, en segundo plano, se continuaban las

investigaciones en el campo de la TA basada en reglas. (Hutchins, 2010)

Integrados en este ultimo, los expertos diferencian tres sistemas, cada uno de ellos con sus
particularidades, pero estrechamente enlazados. Asi pues, para situarlos en contexto de una
manera clara y visual, se expone a continuacién un esquema general de la traduccién automatica

basada en reglas en el que se definiran todos sus términos.

Traduccién Automatica (TA)  —

Figura 2: Esquema sobre la traduccion automatica basada en reglas
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2.2.2 Latraduccion automatica basada en corpus

El renacimiento del enfoque basado en corpus, en palabras de Hutchins, fue un acontecimiento

que se tomd «como una vuelta al “empirismo” de la primera década, asi como un reto para el

“racionalismo” del enfoque basado en reglas, predominante en los 70 y 80». El motivo de ello

es una nueva perspectiva de la estadistica, la cual en un principio estaba delimitada por reglas

lingliisticas, pero que ahora se cife a los principios estadisticos de lo estrictamente analitico.

De nuevo, se incorpora a continuacion un esquema que entrard en detalle en lo que a

definiciones y tipos de TA basada en corpus refiere.

Traduccion Automatica (TA) —

—  TA Basada en Reglas (TABR)

TA Basada en Corpus (TABC)

Se basa en vastos corpus
paralelos bilinglies para
establecer modelos de

traduccién.

|

TA Neuronal (TAN)————

TA Basada en Ejemplos (TABE)

Se basa en unidades sacadas de los
corpus bilinglies para generar el mensaje
en la lengua de destino y dicho proceso
se divide en tres fases:

1. Busqueda de correspondencias. La
oracion a traducir se segmenta y se
buscan aquellos segmentos del corpus
en la lengua de origen que sean idénticos
o similares.

2. Alineacién. Se buscan los segmentos
del corpus en la lengua de destino que
coinciden con aquellos tomados como
correspondencias para formar unidades
de traduccion.

3. Recombinacion. Se combinan las
unidades de traduccion para generar la
nueva frase en la lengua de destino.

TA Estadistica (TAE)

Utiliza un modelo estadistico (compuesto
de un modelo de traduccién y un
proceso de alineacién, entre otros

componentes) el cual se aplica a los
corpus bilingties paralelos para la
busqueda del segmento con la
probabilidad mas alta de ser la
traduccién del texto origen en cuestion.

Figura 3: Esquema sobre la traduccién automatica basada en corpus

Se puede afirmar que la TAE es el marco dominante de la investigacién dentro del campo de la

traduccidn automatica. Hutchins (2014) recoge las siguientes razones:

[...]i) the availability of large monolingual and bilingual corpora, ii) the open-source

availability of software for performing basic SMT processes (alignment, filtering,

reordering), such as Moses, GIZA, etc.; iii) the availability of widely accepted metrics

for evaluating systems (BLEU, and successors).
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Pese a existir un claro predominio del enfoque basado en corpus, hay ciertos procesos de la
traduccidon automatica basada en reglas que mantienen una relevancia importante. Estos son:
el andlisis sintactico para una mejora en el reordenamiento de las frases entre lenguas de
caracteristicas dispares, por ejemplo, el inglés y el japonés); el tratamiento de lenguas con gran
riqueza morfoldgica, como el ruso o el finés; los problemas de transcripcién de los nombres en
ciertas lenguas, particularmente en el chino; y los problemas discursivos entre lenguas, como en

el caso del tratamiento de pronombres. (2014)
2.2.3 Enfoques hibridos

Dicho eso, en un afan por encontrar la armonia perfecta entre lo mejor de cada uno de los dos
enfoques, muchos investigadores han optado por nuevos enfoques «hibridos». Estos nacen de
la conciliacién entre una mejora de las metodologias de la década anterior y la introduccion de
nuevas aplicaciones de los procesos de traduccién automatica, pues hoy se ha llegado a la
conclusiéon de que no es posible conseguir una traduccion automatica de buena calidad

utilizando un Unico método. (Hutchins, 2010, 2014)

Uno de los modelos hibridos para el que se han llevado a cabo mas investigaciones es el sistema
multi-engine, el cual combina una arquitectura basada en reglas (para un analisis morfolégico y
sintactico) y otra basada en corpus (ya sea TAE o TABC) y utiliza métodos estadisticos para
analizar los resultados ofrecidos por ambos sistemas y asi seleccionar el mejor. (Hutchins, 2009,

2010)

3. Latraduccion automatica neuronal (TAN)

Desde hace algunos afios se ha centrado la mirada en un nuevo modelo de traduccidn
automatica, la traduccién automadtica neuronal (TAN, por sus siglas; o NMT, del inglés, Neural
Machine Translation). Mientras guarda ciertas similitudes con su predecesor, la TAN «ha logrado
el esperado salto cualitativo» (Pym y Torres-Simon, 2021) y esta empezando a tomarle el revelo
a la TAE siendo hoy sujeto de la mayoria de las investigaciones en el campo. (Forcada, 2010;

Casacubertay Peris, 2017)

«El adjetivo “neuronal” es puramente metafdrico: los sistemas de traduccidn se siguen basando
en métodos estadisticos y en el deep learning» (Pym y Torres-Simén, 2021), esto es, aprendizaje
profundo. En este caso, el modelo utiliza un enfoque computacional que trabaja con redes

neuronales artificiales (artificial neural networks) compuesto por capas de neuronas recurrentes
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gue se retroalimentan entre ellas por lo que se consigue crear temporalidad, permitiendo a la
red que tenga memoria. (Andudjar, 2021) «Existen las capas de entrada, las de salida y las que

estan ocultas» y cada una realiza una etapa de computacion. (Garcia, 2019)

Un definicién mas concisa y clara la aportan Castilho et al. (2017):

Neural models involve building an end-to-end neural network that maps aligned
bilingual texts which, given an input sentence X to be translated, is normally trained
to maximise the probability of a target sequence Y without additional external
linguistic information.

En cuanto a su funcionamiento interno, «la activacién de cada neurona artificial de la red (su
excitacién o depresién) depende de la activacidon de las otras neuronas y del peso de las
conexiones. Asi, el sigho y la magnitud del peso de la conexién determina el comportamiento de
la red neuronal». (Garcia, 2019) Si el peso es positivo, las neuronas tienen a excitarse; y si el
peso es negativo, las neuronas tienen a deprimirse, aumentando este efecto dependiendo de la

magnitud del peso de dichas conexiones. (Garcia, 2019)

Los niveles de activacién conjuntos de una capa de neuronas forman lo que se llaman word
embeddings, esto es, representaciones vectoriales en valores de entre - 1y + 1 de la informacion
que procesan y que aprenden automaticamente de los grandes corpus en que se basan.

(Forcada, 2010; Casacuberta y Peris, 2017; Forcada, Pérez y Rico, 2018; Garcia, 2019)
3.1 Arquitectura codificador-descodificador

En la mayoria de las arquitecturas TAN, el proceso de la traduccién lleva intrinseco la codificacion
de una oracion en la lengua de origen y su posterior decodificacién en la lengua de origen.

(Forcada, 2017)

Tanto el codificador como el decodificador son «una red neuronal (recurrente) artificial
especializada con una o varias capas» (Garcia, 2019). En el caso de la red codificadora, esta «se
encarga de mapear los embeddings de entrada de izquierda a derecha y de derecha a izquierda
para generar una representacion vectorial de la misma». (Casacuberta y Peris, 2017; Anddjar,
2021), la cual esta constituida a su vez de representaciones de cada una de las palabras que la

forman. (Garcia, 2019)

Tras este proceso, «el decodificador genera la frase destino condicionado por la frase origen»,
(Casacuberta y Peris, 2017) de manera que, tomando como referencia la palabra previamente
generada y el estado de la red neuronal en el momento anterior, predice palabra por palabra

escogiendo aquella que tenga la probabilidad mas alta de ser la traduccidn hasta conseguir la

18



La Wikipedia como fuente de datos para un corpus ES-NL
Ana Fernandez y Fee Dooms

frase destino completa. (Casacuberta y Peris, 2017, Garcia, 2019). Cabe mencionar que, en dicho
proceso de seleccidn, entran en juego las traducciones existentes en los corpus, por lo que el
uso de una palabra en concreto y su combinacion se basan en la coocurrencia estadistica

recursiva. (Pym y Torres-Simén, 2021)

En dltima instancia, es conveniente aportar las conclusiones de Pym y Torres-Simén (2021),
quienes aseguran que, gracias a este proceso de codificacion y descodificacion, «[...] la
traducciéon automdtica neuronal puede proponer soluciones que no corresponderian a una

traduccion literal. Incluso, es capaz de realizar omisiones estratégicas».

No obstante, «one should never expect the MT system — however good — to understand the
text, to always solve ambiguities properly and to produce texts conforming to the TL norms or
fit for the intended purpose of the translation.» (Forcada, 2015) Por lo que siempre se necesitara
de un profesional que lleve a cabo tareas de posedicion para naturalizar el lenguaje y adecuarlo

completamente a la lengua de destino.

4. Entrenamiento de un motor TAN

Todos los motores de TA dependen en gran parte de informacidn. Ya sea un motor de TA basada
en reglas, como en TA basada en corpus, se pueden distinguir tres componentes principales,

segun expone Forcada (2015):

First, an engine, the program that performs the translation (also called decoder in
statistical machine translation); second, the data (either linguistic data or parallel
corpora) needed for that particular language pair, and, third, optionally, tools to
maintain these data and turn them into a format which is suitable for the engine to
use.

En el caso de los motores TAE, los corpus paralelos se utilizan para entrenar una tabla de
traduccion estadistica compuesta por unidades de traduccion de sub-frases (es decir, pares de
frases en lenguaje estadistico) e informacion sobre la probabilidad asociada a cada par. (Forcada,

2015)

Teniendo en cuenta su naturaleza, los sistemas de TA basada en corpus requieren de corpus
paralelos alineados a nivel de frase que sean de maxima calidad y en grandes cantidades (en el
caso concreto de la TAN, se necesitan miles y miles de pares). (Forcada, 2015; Garcia, 2019) Esto
significa que el entrenamiento con esos corpus previamente preparados es un paso

imprescindible antes de pasar al proceso de traduccion. (Forcada, 2015)
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Ahora bien, antes de proceder al entrenamiento de un motor TAN se debe contar con 3 corpus
diferentes: training set o corpus de entrenamiento, validation set o corpus de desarrollo, y set
test o corpus de test. El primero es el de mayor volumen y es el que se utiliza principalmente
para el entrenamiento del motor; el segundo tiene como funcién detener el entrenamiento a
tiempo para que no se “sobreentrene”, esto es, para que no aprenda de las traducciones hasta
el punto en que le impida crear nuevas composiciones; y por ultimo, el corpus de test, formado
por pares de frases que no han sido utilizadas en el entrenamiento y que producen un indicador

de rendimiento del sistema completo. (Garcia, 2019)

«Una vez ya preparado el conjunto de datos y creados los modelos de traduccién automatica, el
paso a seguir es entrenar tales modelos. Para ello, es necesaria la especificacion de los
parametros asociados a los sistemas de traduccién.» (Andujar, 2021) Estos definen la lengua

origen, la de destino, la ubicaciéon de los archivos, etc. (Garcia, 2019)

En resumidas cuentas, el funcionamiento interno del programa se puede explicar, en palabras

de Forcada (2017), como sigue:

We want the neural network to read each source sentence to form distributed
representations (values of activations of groups of neurons), such that outputs
computed from them are as close as possible to the corresponding reference or gold
standard translations in the training set (ideally produced by translation
professionals). To that end, one trains the neural network; that is, determines the
weight or strength of each of the connections between neurons so that the desired
results are obtained.

Finalmente, se debe tener en cuenta las consideraciones que comenta Forcada en su articulo
donde explica la complejidad que supone el entrenamiento de los sistemas TAN ya que
requieren de cantidades ingentes de datos a los que traductores profesionales ni pequefas
empresas suelen tener acceso. Ademas, todo el proceso supone un coste muy elevado, y se debe
de contar con hadwares especificos que trabajen con potentes unidades de procesamiento
grafico para que los tiempos de entrenamiento se puedan reducir lo maximo posible. (Forcada,

2017; Lépez, 2018)

5. Meétricas de evaluacion de la TA

La evaluacion es todavia un tema abierto y se ha convertido en un campo de vigorosa actividad

en cuanto a investigaciones, pues se ha demostrado tener significativa implicacién asimismo en
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la evaluacion de otras dreas, como la linglistica computacional y el lenguaje natural. (Forcada,

2010; Hutchins, 2010)

No obstante, desarrollar la propia definicidn de calidad supone todo un reto ya que habria que
tener en cuenta la intencién y finalidad para la que se debe preparar la traduccidon automatica
en bruto. En un principio, las medidas de calidad de la traduccidon automatica eran lo que ahora
recibe el nombre de evaluacidn manual o manual evaluation. Estas se realizaban por parte de
jueces humanos los cuales puntuaban los textos producidos en base a dos criterios
independientes: por un lado, la inteligibilidad o fluided (intelligibility or fluency) del texto
generado por la TA; y, por el otro lado, su precisién o adecuacion (fidelity or adequacy), esto es,

cuanto del significado original se transmite. (Forcada, 2010; Hutchins, 2010)

Aun asi, e independientemente de la calidad, valga la redundancia, de tales métodos de
evaluacion de la calidad, los costes en tiempo y esfuerzo llevaron a desarrollar métodos
automaticos desde entrados en el afio 2000 en busca de un indicador mas preciso. (Hutchins,
2010) Estos, segun explica Forcada (2010), «try to measure how close each raw machine-

translated sentence is to one or more reference human translations.»

En lo que respecta a métricas de evaluacidén automatica aplicadas en la traduccidn automatica

neural, se cita de nuevo a Forcada (2017), quien detalla su funcionamiento como sigue:

[TAN automatic evaluation measures] compare the output of the machine
translation of usually a single independent professional translation called a reference
translation using text similarity measures such as the fraction of matching one-, two,
three- and four-word sequences.

Como Unico aspecto negativo con relacion a la TAN, se ha demostrado que las métricas de
evaluacion pierden calidad a medida que las frases son mas largas. Por otro lado, los ultimos
informes coinciden en una mejoria general de los resultados de la TAN en contraste con la TAE,
concretamente ofrece una disminucion de errores en el orden de las palabras, errores

morfoldgicos y errores léxicos. (Forcada, 2017)

Las métricas propuestas que se alzaron mas relevantes y que perduran en la actualidad son las

siguientes:

5.1 BLEU

El método de evaluacién automatica mas conocido es el de BLEU (BiLingual Evaluation
Understudy), propuesto por Papineni en 2001 (Papineni et al., 2001). Esta métrica trabaja con

n-gramas, es decir, secuencias de una a cuatro palabras sacadas de la traduccién en bruto, y con
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traducciones humanas de referencia. (Forcada, 2017; Lopez, 2018) Una definicidon bastante
precisa la aportan Kit y Wong (2015), y dice asi: «lt is based on counting the number of n-grams,
namely sequences of consecutive word(s) of varying length, co-occurring in an MT output and
in one or more versions of corresponding reference, usually each in the form of a sentence». En
cuanto a los resultados, la puntuacién final va en una escala del 0 al 1, pero se suele multiplicar
por 100 para una mayor capacidad de interpretacién (Andujar, 2021). Por otro lado, Papineni et
al. (2001) hacen una especificacién, y es que lograr un 1 es practicamente imposible incluso para

un traductor humano ya que tendria que la traduccién tendria que ser idéntica a la de referencia.

5.2 NIST

En 2005 nace NIST (National Institute of Standards) como una mejora de su predecesor BLEU,
por lo que ambos trabajan con traducciones humanas de referencia. En este caso, hay dos
diferencias claras entre ambos sistemas: por un lado, en lugar de ponderar cada n-grama por
igual como sucede con BLEU, NIST otorga mas peso a los n-gramas que aparecen menos, los
cuales considera mas informativos; y, por otro lado, en lugar de hacer la media geométrica de
sus resultados, NIST utiliza la media aritmética. Finalmente, otra modificacién que incluye esta
métrica es la de la penalizacién por brevedad para las variaciones mas pequenias en la longitud

de las frases traducidas. (Lépez, 2017; C. Kit and T. Wong, 2015)

5.3 METEOR

En 2005 también, Banerjee y Lavie proponen esta métrica de evaluacion orientada en el recall
(la proporciéon de n-gramas que concuerdan con el nimero total de n-gramas de referencia). Se

cita de nuevo a Kit y Wong (2015), quienes detallan su funcionamiento:

It begins with an explicit word-to-word alignment to match every word (i.e., a
unigram) in a candidate with a corresponding one, if any, in a reference. To maximize
the possibility of matching, it uses three word-mapping criteria: (1) exact character
sequences, (2) identical stem forms of word, and (3) synonymes.

METEOR también aplica una penalizacion por fragmentacién para cada frase con un orden de
palabras erréneo y se caracteriza por su gran flexibilidad a la hora de ponderar los pardmetros.
(Kit y Wong, 2015; Lopez, 2018) Igualmente, este sistema sigue actualizandose y perfeccionando

sus funciones, como es el caso de la version METEOR 3.1. (Denkowski y Lavie, 2011)

Tantos son los avances en este campo, que en 2020 se ha llegado incluso a desarrollar un marco
neuronal para entrenar modelos de evaluacion de TA multilinglies bajo el nombre de COMET.

Sus autores (Rei, Stewart, Farinha y Lavie, 2020) lo definen asi:
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COMET |[...] takes advantage of recent breakthroughs in cross-lingual language
modeling to generate prediction estimates of human judgments such as Direct
Assessments (DA), Human-mediated Translation Edit Rate (HTER) and metrics
compliant with the Multidimensional Quality Metric framework.

En una linea independiente, aparecen métodos de evaluacidn que, a diferencia de los sistemas
mencionados con anterioridad los cuales se basan en calculos a partir de los aciertos de la TA,
estos miden los errores generados por la TA. Los mas importantes son los sistemas de Word
Error Rate (WER) y Translation Error Rate (TER). El primero, compara el texto de la traduccién
automatica con su traduccién de referencias y calcula el nimero de ediciones realizadas. El
segundo, calcula el nimero de ediciones que se han de hacer sobre la traduccidon automatica

para que concuerde exactamente con su traduccion de referencia. (Chéragui, 2009; Lépez, 2018)

Dicho esto, teniendo en cuenta los beneficios y limitaciones de cada métrica, es evidente la
necesidad de la presencia de la figura del traductor profesional, bien sea realizando la tarea
traductoldgica en si, o supervisando y ajustando los pardmetros de las métricas estudiadas para

mejorar los resultados a la lengua de destino.

6. Los corpus: caracteristicas y tipologias

Con relacion a los corpus, se puede decir que constituye una herramienta multidisciplinaria
aplicable a diversas lineas de investigacion. De hecho, un corpus lingliistico se define como un
conjunto de textos suficientemente extensos en amplitud profundidad que han sido preparados
y adaptados para su procesamiento con el fin de ayudar a la investigacién linglistica. (Martinez,

2003)

Todo corpus debe reunir tres caracteristicas principales: la primera es que este debe ser una
herramienta representativa «de la variedad u objeto linglistico» (Martinez, 2003) que se
pretende analizar; para ello, ha de contar con una segunda caracteristica que es que «el corpus
ha de ser extenso, y buscar variedad de estilos y de registros»; finalmente, los corpus linglisticos

han de estar preparados para procesar «cantidades ingentes de informacién.» (Martinez, 2003)

Por otro lado, y contando con unas décadas a las espaldas de investigacion en el campo a dia de
hoy no existe una clasificacion homogénea de los tipos de corpus. Sin embargo, lo cierto es que
muchos expertos se han aventurado a proponer multiples clasificaciones teniendo en cuenta
distintos criterios. Entre los que la mayoria considerd, se pueden encontrar subdivisiones
basadas en el origen de los autores de los textos que contiene el corpus (corpus de variedades

regionales), o en el tratamiento gramatical que haya recibido el corpus (corpus etiquetados o
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no etiquetados), o en el origen y caracteristicas de los textos que componen el propio corpus
(corpus sincronicos, diacronicos, escritos, orales, abiertos, cerrados, especializados, genéricos,

ect). (Martinez, 2003)

Pero si se tiene en cuenta las lenguas en las que estdn escritas esos textos, se genera una
clasificacidn en la que se encuentran los tipos de corpus que conciernen en el presente trabajo.
Y es que un corpus lingliistico no contiene necesariamente textos en la misma lengua, estos

pueden ser monolingiies, bilinglies y multilingtes. (Hallebeek, 1999; Martinez, 2003)
6.1 Los corpus paralelos

Ni que decir tiene que, al ser un campo relativamente nuevo, y al no existir clasificacidn oficial
sobre los tipos de corpus lingliisticos, el estudio de la traduccién basada en corpus no ha
afianzado siquiera una consistencia de términos. Los mismos investigadores utilizan
indistintamente los términos «translation corpus, parallel corpus and comparable corpus» para
referirse a «types of cross-linguistic texts.» (Li, 2015) Aun asi, se puede decir que la terminologia
comunmente aceptada ahora (Hallebeek, 1999; Doval, 2017) hace la siguiente distincion, en

palabras de Lan Li (2015):

o Comparable Corpora: consisting of original texts in two or more languages,
matched by criteria such as the time of composition, text category, intended
audience, etc.

o Translation corpora: consisting of original texts in one language and their
translations into one or more other languages.

El término que falta por definir es el de parallel corpus y es el mas controvertido de los tres ya
que, como se adelantaba al comienzo del capitulo, muchos autores utilizan este término como
sindnimo de los dos anteriores ya descritos. No obstante, con el creciente estudio de la TABC,
los corpus paralelos se llegan a entender también, en el sentido mas amplio, como cualquier
coleccion de textos en diferentes idiomas y variedades que contienen informacién similar
recogida en condiciones pragmaticas similares. Es decir, los corpus paralelos es el término

general para recoger a los corpus translingiisticos. (Li, 2015)

Teniendo en cuenta el juego de lenguas, los corpus paralelos pueden ser, por un lado, bilinglies
o multilinglies; y por el otro lado, unidireccionales, bidireccionales o multidireccionales.

(Hallebeek, 1999; Doval, 2017)

En cuanto a su utilidad, los corpus paralelos encierran un amplio abanico de aplicaciones

multilinglies, convirtiéndose asi en un recurso indispensable en multiples campos de
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investigacion. Entre estos destaca su aplicacion en una amplia «gama de tareas de
procesamiento de lenguaje natural, como extraccion de informacién y terminologia multilingtie
y, especialmente, dentro de la traduccién automatica.» (Doval, 2017) Como sefialan Kit y Nie
«The training of statistical MT models critically depends on the availability of a large amount of

bilingual parallel texts (or bitexts).» (2015)

Es de indiscutible interés mencionar la crucial importancia que ha supuesto el avance de la
tecnologia en general para todos los campos, y la llegada de internet para el traductor
profesional en concreto. (Gaspari, 2015) En la web se pueden encontrar en la actualidad desde
metadiccionarios, hasta base de datos terminoldgicas y glosarios en linea. Tanto es asi, que con
la llegada del siglo XXI surgen los primeros repositorios de memorias de traduccion y corpus
paralelos de libre acceso. (Gaspari, 2015; Doval, 2017) «Los corpus paralelos mas importantes
tanto por su tamafio como por su difusidon son los que se derivan de textos producidos en
diferentes organismos de la Unién Europea», (Doval, 2017) y se presentan a continuacién

algunos ejemplos con fines ilustrativos:

En primer lugar, cabe mencionar el JRC-Aquis, primer corpus preprocesado y alineado a nivel de
frase que fue distribuido por la Comisidon Europea. Su coleccién multilinglie, que cuenta con la
version 3.0, estd basada en textos legislativos de la UE a partir de los afios 50 en todas las lenguas

europeas oficiales. (Gaspari, 2015; Doval, 2017)

En segundo lugar, nombrar la coleccion de textos paralelos multilinglies de la DGT que se publica
en linea como parte de la comision para apoyar la diversidad linguistica y la reutilizacion de la
informacion generada por las instituciones de la UE. Este tipo de corpus abarca diferentes
aplicaciones, tales como «training statistical MT systems, extracting monolingual or multilingual
lexical and semantic resources, developing language models for data-driven systems with a

linguistic or translation component, etc.» (Gaspari, 2015)

En tercer lugar, Koehn publicé en 2005 la coleccién de textos paralelos alineados EuroParl. Esta
la compone una recopilacién en 11 lenguas de las actas de los plenos del Parlamente desde

1996. (Doval, 2017)

En cuarto y ultimo lugar, y «digno de mencidn especial es el proyecto OPUS, probablemente Ila
mayor coleccion de corpus paralelos multilinglies de acceso libre.» (Doval, 2017) Su autor,
Tiedemann, expone que la intencién es abarcar docenas de lenguas e incluir multiples areas
como derecho, administracién, contenido audiovisual, software, articulos periodisticos,

documentos médicos,etc. (2012) «[It] covers nearly 4,000 language pairs, for a total of over 40
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billion words, distributed in approximately 3 billion parallel translation units (aligned sentences

and fragments), and the collection is constantly growing.» (Gaspari, 2015)

Se debe tener en cuenta, no obstante, que los corpus mencionados no ofrecen una interfaz web
para poder ser consultados en linea, por lo que muchos de ellos han de ser descargados en XML,
entre otros formatos. Por ultimo, cabe recalcar la imperiosa necesidad de que los materiales
que conformen la base empirica de un trabajo de investigacién linglistica cumplan con una alta

calidad para asegurar los estandares establecidos. (Doval, 2017)

De igual importancia a todo lo anteriormente mencionado es el tratamiento de los textos, los
cuales pasan por varios pasos antes de establecerse como corpus. Un primer paso es su seleccion
y digitalizacion para, posteriormente, ser tratados. Una vez han sido seleccionados y
digitalizados, estos se han de procesar de manera manual para prepararlos para el siguiente
paso, la alineacidn. Este procesamiento, segun detalla Doval (2017), «consiste basicamente en
lograr tanto paralelismo como sea posible entre el texto fuente y el texto meta a fin de obtener
los mejores resultados en la alineacién automatica», y por tanto, se eliminan todo lo que no sea
texto y este se revisa. Al terminar su correccion, los textos se guardan en texto plano para su

uso en la alineacioén. (Doval, 2017)

En lo que a la alineacidn se refiere, Tiedemann la define de la siguiente manera: «as a process
of making symmetric correspondences explicit in order to enable further processing of parallel
resources» (2011). Estas correspondencias se pueden establecer a diferentes niveles, desde
palabras, hasta oraciones o parrafos completos. En la actualidad, la alineacion estandar es a nivel
de oracidny, aunque aparentemente sencillo, este proceso es bastante complejo en la realidad.
«Durante el proceso de traduccidn las oraciones pueden ser divididas, fusionadas, suprimidas,
insertadas o reordenadas por el traductor para crear un texto natural» (Doval, 2017), lo que
puede llegar a suponer todo un reto para la labor de alineaciéon. No obstante, para solventar

este dilema de manera automatica, se han desarrollado alineadores automaticos.
6.2 Datos disponibles para la combinacion es-nl

Pese a sus 25 millones de hablantes (Vermeiren, 2016), el neerlandés es considerado una lengua
de menor difusiéon. Como consecuencia, uno de los problemas que afronta este idioma es «la
poca rentabilidad econdmica de sus diccionarios u otras herramientas linglisticas, tanto

generales como terminolégicos, monolingties o bilinglies» (Vanden Bulcke y De Groote, 2016)

En el capitulo 1 se explicé la situacidn lingtiistica de los Paises Bajos y de Bélgica, de forma que

guedo clara la presencia predominante de lenguas como el francés, el aleman y el inglés debido
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a su mayor peso demografico y a su posicion central en el continente. Por el contrario, lenguas
menos centrales como el espaiiol o el italiano reciben menos atencién, tanto a nivel académico

como profesional. (Vermeiren, 2016)

Por otro lado, «la afinidad entre dos lenguas romances, como el francés y el espafiol, es mayor
gue la que existe entre el espafiol y una lengua germanica como el neerlandés» (Vermeiren,
2016), de manera que, compartiendo esta ultima oficialidad en el territorio junto a la lengua
francesa, no es de extraiar que se cuenten con mas datos en la combinacién espafiol-francés

que espanol-neerlandés.

Una prueba de la falta de informacién y que, por tanto, apoya la motivacion de este proyecto la
presenta el departamento de Espafiol de la Universidad de Nijmegen, quienes ya en 1999
tuvieron la iniciativa de crear un motor TA es-nl de cardcter general. Sin embargo, el equipo

declardé que la mayoria de los datos que se encuentran en tal combinacién linglistica son de
caracter técnico. (Hallebeek, 1999) Y es que los expertos coinciden en la necesidad de material

suficiente para tales fines, y se recomienda que los datos recogidos no se limiten a dominios

muy especificos para evitar complicaciones léxicas. (Hallebeek, 1999; Doval, 2017)

Respecto a la situacion de la actividad dentro de las tecnologias de la traduccién, la lengua
neerlandesa ha estado incluida entre los idiomas de trabajo en proyectos académicos y de
investigacion. Concretamente, en lo que a sistemas de TA respecta, el neerlandés se combina
con sus vecinos geograficos e histdricos. Esto es, «English (39 systems), French (26 systems), and
German (12 systems). Other frequent pairings are with Spanish (11), Italian (9), Russian (9), and
Chinese (9) ». (Van der Beek y Van den Bosch, 2015)

Ademds, al ser el neerlandés una de las lenguas oficiales de la UE, estd presente en las
colecciones de Opus y de JRC-Aquis. (Van der Beek y Van den Bosch, 2015) Desafortunadamente,
puesto que grandes cantidades de corpus espanol-neerlandés no existen y las existentes estan
muy especializadas, «constituia una necesidad la recopilacidn de un corpus paralelo alineado de

tamafio y variedad |éxica suficiente que nos suministrara la base empirica.» (Doval, 2017)
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I11.  Marco metodoldgico

A continuacidn, se procede a explicar detalladamente cada uno de los pasos seguidos, desde la
construccion desde cero de un corpus paralelo, hasta el entrenamiento de un motor TAN con
los diferentes datos que se consiguen recabar. Finalmente, se realizard una evaluacién del

funcionamiento de cada entrenamiento y se hara una comparacién de los datos.

1. Creacion de un corpus paralelo

La creacién de un corpus paralelo bilinglie debe seguir una serie de pasos para conseguir un
material correcto, fiable y de calidad. Como se adelanté en apartados anteriores, el fin de este
proyecto es suplir un vacio de datos en la combinacidn linguistica espafiol-neerlandés, asi como
facilitar su aplicacién en multiples campos de investigacién. Dichos pasos son los siguientes:

(Martinez, 2003)

a. Seleccién de los textos
b. Anotacidn y etiquetacion de los textos

c. Alineacion de los textos

Se ha de tener en consideracion, sin embargo, que constituye una compleja tarea que requiere
de mucho tiempo y esfuerzo, asi como de capacidad y medios informaticos para llevarla a cabo.

(Doval, 2017)
1.2 Obtencion de titulos paralelos

Para el presente proyecto se ha optado por obtener el corpus con el que se va a trabajar a partir

de los articulos existentes en el portal de Wikipedia en las dos lenguas de trabajo.

Para ello, el primer paso era saber qué articulos de la Wikipedia en espafiol corresponden con
aquellos encontrados en la Wikipedia en neerlandés. Se usa entonces la plataforma de
desarrollo colaborativo GitHub de donde se obtiene un cddigo abierto disponible «Wikipedia

Parallel Titles»* que se va a emplear para tal funcién.

1 https://github.com/clab/wikipedia-parallel-titles
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Este cédigo utiliza dos archivos de los dumps de la Wikipedia?. Estos dumps son una recopilacién
de todos los datos y metadatos de la Wikipedia en todas las lenguas que se va actualizando con

frecuencia.

Para utilizar el cédigo de «Wikipedia Parallel Titles» se necesitan dos archivos por lengua de

trabajo. Estos son los siguientes:

o «nlwiki-20220301-page.sql.gz», el cual contiene la informacion de los articulos de la
Wikipedia en neerlandés junto con sus IDs.
o «nlwiki-20220301-langlinks.sql.gz», el cual contiene la informacién que permite

conectar los articulos entre idiomas.

Se descargaran también, de esta forma, el par de archivos correspondientes de la Wikipedia en
espanol. Con todos los archivos preparados, se pasa a ejecutar el codigo en la terminal de

Ubuntu siguiendo las instrucciones indicadas en la plataforma.

Al finalizar el proceso, se obtiene un archivo al que se le nombra «es_nl_titles.txt» y que cuenta

con un total de 593.356 titulos de articulos paralelos es-nl como se muestra a continuacién:

Ruisvoorn ||| Scardinius erythrophthalmus

Ruit ||| Rombo

Ruit ||| Thalictrum

Ruiten Boer ||| Sota de Diamantes

Ruitenwisser ||| Limpiaparabrisas

Ruiter naar nationaliteit ||| Categoria:Jinetes por pais

Ruiter van Artemision ||| Jinete de Artemision

Ruiter van Madara ||| Caballero de Madara

Ruiter ||| Categoria:Jinetes

Ruiterstandbeeld koningin wilhelmina ||| Estatua ecuestre de la reina Guillermina
Ruiterstandbeeld van Alexander III ||| Huevo de Alejandro III a caballo
Ruiterstandbeeld van Domitianus ||| Estatua ecuestre de Domiciano
Ruiterstandbeeld van Dzjengis Khan ||| Estatua ecuestre de Gengis Kan
Ruiterstandbeeld van Marcus Aurelius ||| Estatua ecuestre de Marco Aurelio
Ruiterstandbeeld van Trajanus ||| Equus Traiani

Ruiterstandbeeld van maarschalk Mannerheim ||| Estatua ecuestre del Mariscal Mannerheim
Ruiterstandbeeld ||| Categoria:Estatuas ecuestres

Ruiterstandbeeld ||| Escultura ecuestre

Ruitkrokodil ||| crocodylus rhombifer

Ruitpython ||| Morelia spilota

Ruitpythons ||| Morelia

Ruitvlek-smalboktor ||| Stenurella bifasciata

Ruitvlekzalm ||| Hemigrammus caudovittatus

Ruitz ||| Ruitz

Ruitzalmen ||| categoria:Citharinidae

Ruitzalmen ||| Citharinidae

Ruivos ||| Ruivos

Ruivdes ||| Ruivaes

Ruivés ||| Ruivés

Ruiz de Montoya ||| Ruiz de Montoya

Ruiz ||| Ruiz

Ruizia ||| Ruizia

Rujm al-Hiri ||| Rujm el-Hiri

Ruk ||| Sobreaceleracion

Ruka Norimatsu ||| Ruka Norimatsu

Rukai ||| Idioma rukai

Rukaj ||| Rukaj

Figura 4: Archivo «es_nl_titles.txt»

2 https://dumps.wikimedia.org/
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1.3 Obtencion de articulos monolingties

Una vez recogidos todos los titulos paralelos, se necesita extraer el texto de cada archivo. Para

ello, utilizamos dos métodos: Wikipedia APl y el uso de dumps.
1.3.1 Wikipedia API

Se vuelve a utilizar un codigo ya escrito en GitHub?® y, como lo que se necesita es conseguir todo

el texto, se siguen los pasos del apartado «How To Get Full Text» que se muestra a continuacion:

How To Get Full Text

To get full text of Wikipedia page you should use property text which constructs text of the page as concatanation
of summary and sections with their titles and texts

wiki wiki = wikipediaapi.Wikipedia(
language="en’,

extract_format=wikipediaapi.ExtractFormat.WIKI

p_wiki wiki_wiki.page("Test 1%)
rint(p_wiki.text)

wiki_html wikipediaapi.Wikipedia(
language="en’,
extract_format=wikipediaapi.ExtractFormat.HTM
)
p_html wiki_html.page("Test 1")

t(p_html.text)

Figura 5: Cddigo de GitHub «How To Get Full Text»

Con este cddigo, simplemente al introducir el titulo se obtiene todo el texto. Sin embargo, se
necesitaria hacer el mismo proceso para obtener todos los titulos, algo que seria

contraproducente y ralentizara todo el trabajo. Por tanto, se decide escribir un script.

Un script es un fragmento de cddigo que se usa para hacer una repeticién de acciones las veces

qgue lo necesitemos. En este caso, lo que se ordena es sacar el texto de cada uno de los titulos

3 https://github.com/martin-majlis/Wikipedia-API
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s6lo cuando haya contenido, tanto en los archivos de la Wikipedia en espafiol como en los de la
Wikipedia en neerlandés. Este paso es de suma importancia ya que no se cuenta con el mismo
numero de articulos en cada lengua y se correria el riesgo de obtener archivos vacios. Por otro
lado, se dan las indicaciones pertinentes para crear una carpeta de destino donde se guardardn
los archivos producidos, y se indica el nombre y formato en que estos se han de guardar

(‘_nlLtxt/’_es.txt).

Con el script creado en el procesador de texto NotePad++ y, por tanto, en formato .txt, se hace
una conversidn a formato .py y se ejecuta en la terminal de Ubuntu. El script utilizado recibe el

nombre de «obtener_art_wiki.py» el siguiente:

#obrim 1'arxiu amb els titols, fem dos variables: es titles, nl titles
#Per cada parella de titols, troba el text

4 Obra dos arxius (es i nl) i escriu el text

from sentence splitter import SentenceSplitter, split text into sentences
import wikipediaapi

def get text(language,title):
wiki wiki = wikipediaapi.Wikipedia(language=language,extract format=
wikipediaapi.ExtractFormat.WIKI)
p_wiki = wiki wiki.page(title)
return(p wiki.text)

titles = open('es nl titles.txt','r').read().splitlines()
titles split = [title.split(’ ') for title in titles]

index = 1
[Hfer nl title, es title in titles split:
nl text = get text('nl’', nl title)
es text = get text('es', es_title}
if es text != '" and nl text I= "'
nl file = open('output/'+str(index)+' nl.txt','w')
nl sents = split text into sentences(text=nl text, language='nl')
for nl sent in nl sents:
if nl sent != '':
nl file.write(nl sent+'‘\n')
es file = open('output/'+str(index)+' es.txt','w')
es sents = split text into sentences(text=es text, language='es')
for es_sent in es_sents:
—| if es sent != '’
es file.write(es sent+'‘\n')
index = index+l

{1]
Lo

{THT}

Figura 6: Archivo «obtener_art_wiki.py»

Problema principal durante la creacion del corpus

Aparte de insignificantes inconvenientes mientras se generaba el script, se produce un
verdadero problema durante este proceso. Y es que, a la hora de querer descargar todos los
archivos necesarios, la pagina de la Wikipedia bloqueaba la direcciéon IP porque se estaban

haciendo demasiadas solicitudes de descarga de las paginas a la vez.
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Por otro lado, se calcularon 90 horas de carga con el script que, teniendo en cuenta el problema
anterior, no iba a ser viable ya que se bloquearia el proceso en algin momento. Por tanto, se
debia de buscar una via diferente de actuacion para conseguir los archivos, ya que solo se

alcanzo descargar 8.000 archivos.
1.3.2 Extraccion de texto de los dumps

Por consiguiente, se considerd que seria interesante la idea de crear el corpus a partir de los
dumps de la Wikipedia. Esto permitiria descargar todos los archivos en local y asi poder trabajar

sin tener que depender de Internet.

Por tanto, siguiendo el mismo método de antes, se da con una forma de sacar los archivos de
los dumps. Esto es, guardando el texto de los articulos de la Wikipedia a partir de su titulo, sélo

si habia contenido en ambas lenguas.
Se procede de la siguiente manera:

a. Primero, se obtienen los dumps que contienen el texto de los articulos:
«eswiki-20220601-pages-articles.xml.bz2»

«nlwiki-20220601-pages-articles.xml.bz2»

b. Luego, estos se convierten a formato JSON de manera que se pudiesen leer con el
lenguaje de programacidn de Python. En este caso, la libreria Gensim fue de gran ayuda
siguiendo las instrucciones detalladas en el enlace*.

c. Por ultimo, se redacta de nuevo un script para obtener el texto deseado con las

especificaciones necesarias para el trabajo.

Finalmente se obtienen un total de 321.971 titulos paralelos, 643.942 documentos en total.

1.4 Alineacion de frases

Con el corpus de titulos paralelos preparado, un paso crucial en el proceso es la alineacion. Se
va a seguir el nivel de segmentacidn estandar hoy en dia que es la alineacidn oracional, y para

ello existen los llamados aligners, que son sistemas de alineaciéon automatica.

En un primer momento se decide utilizar Vecalign®, pero se tuvo que descartar por limitacién de

recursos y por la lentitud del programa al tener que trabajar con tanta informacién.

4 https://radimrehurek.com/gensim/scripts/segment wiki.html
5 https://github.com/thompsonb/vecalign
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Tras otra busqueda, se procede entonces a utilizar el alineador de BERTalign® en el entorno de
Google Colab’. Este parecia tener un funcionamiento facil, que trabaja con poco cédigo, y solo
habia que sustituir las variables por los propios archivos de trabajo. Sin embargo, a pesar de que
Google ofrece GPUs se llegd al limite de espacio. Se intentd subir los archivos en una carpeta

comprimida zip pero el script no funcionaba correctamente.

Asi, ante la ausencia de resultados, se optd por el uso de Hunalign, el cual se descarté desde el
principio porque no contaba con un diccionario con la combinacién linglistica es-nl, parte
imprescindible en el proceso. Pese a ello, el elevado nimero de inconvenientes encontrados por

el camino obligd a trabajar a contrarreloj y se decidid crear un diccionario sintético.

Un diccionario sintético es un diccionario falso creado a partir de otros diccionarios y, en este
caso, se decidio utilizar el diccionario es-de, al ser el aleman una lengua germanica que, por

tanto, se puede acercar al neerlandés.

Para ello, se crea un documento .x/sx con el contenido del diccionario y se realiza entonces la
traduccion del aleman al neerlandés con TA, de manera que quedan tres columnas como en la

imagen siguiente:

D2 - S = B2&" @ "&C2
A B C D E
1 DE ¥ INL ~ |ES x
2 IAch Ach Vaya Ach @ Vaya |
3 |hallo hallo Hola hallo @ Hola
4 |willkommen welkom bienvenidos  welkom @ bienvenidos
5 lein een a een @ a
6 kein geen no geen @ no
7 |der de la de @la
8 |dieser deze este deze @ este
9 |jener die que die @ que
10 'manche sommige alguno sommige @ alguno
11 |geniigend genoeg suficiente genoeg @ suficiente
12 \viele vele muchos vele @ muchos
13 'mehrere meerdere varios meerdere @ varios
14 \verschiedene verschillende varios verschillende @ varios
15 andere ander otro ander @ otro
16 'solche zulke tal zulke @ tal
17 |jede elk cada ek @ cada
18 alle allemaal Todo el mundo allemaal @ Todo el mundo
19 |beide beide ambas cosas beide @ ambas cosas
20 mein mijn mi mijn @ mi

Figura 7: Archivo .xlIsx de diccionario sintético

6 https://github.com/bfsujason/bertalign
7 https://colab.research.google.com/?hl=es
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Hunalign usa el formato palabra en neerlandés @ palabra en espafiol para leer el contenido del

diccionario, por lo que se aifade la informacidn de manera legible por el sistema.

Finalmente, el archivo resultante se convierte a formato de diccionario (esto es, .dic). Con esto
ya se puede ejecutar el cddigo de Hunalign sacado de GitHub® en la terminal Ubuntu segun las

instrucciones para proceder entonces con la alineacion.

Sin embargo, aparece un pequeno inconveniente. Durante este procedimiento hay que volcar
todos los archivos obtenidos en el paso anterior (esto quiere decir los 643.942 documentos en
total) a un Unico archivo, ya que, al ser una gran cantidad de archivos, el terminal no permite

ejecutarlo:

$ cat * > ..alineacion-bruta.txt

-bash: /usr/bin/cat: Argument list too long

Figura 8: Error al cargar archivo

Finalmente, con el siguiente comando se soluciona el conflicto:

$ find . -type f -name "*.txt" -exec cat {} + > ..alineacion_bruta.txt

cat: ./..alineacion_bruta.txt: input file is output file

Figura 9: solucién error con doc de Hunalign

Tras ejecutar el cddigo entero de Hunalign, se consigue un documento con la alineacién de los
textos en «sucio», archivos que deben ser tratados, como bien se comenté al principio de esta
seccién y gran parte del marco tedrico, para poder servir de utilidad. Con este fin se deciden
realizar dos pasos, uno para clasificar los archivos por calidad y otro que realizase una limpieza

por idioma:

a. Filtro por confianza

Como se puede ver a continuacion en un ejemplo en el que se expone el contenido exactamente
como Hunalign lo genera, encontramos en primer lugar la frase en neerlandés; seguidamente,

la oracién en espafiol; y, al final, el programa genera un nimero. Se muestran tres ejemplos:

1) Op 22 maart 2003 rijdt hij tijdens de kwalificatieritten voor de Grote Prijs van Maleisié

de snelste tijd. El 22 de marzo de 2003 se convirtié en el piloto mas joven en lograr

8 https://github.com/danielvarga/hunalign
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una "pole position" y un podio en Férmula 1, con 21 afios, en el Gran Premio de Malasia,
pese a que aquel fin de semana estuvo con 392 de fiebre. 0.648062

2) Hij is onder meer bekend als dokter Carson Beckett in de televisieserie "Stargate
Atlantis". Es mds conocido por su papel como el Dr. Carson Beckett en la serie de
televisidn '"Stargate Atlantis". 1.27073

3) Biografie Primeros afios 0.18

Este nimero final es la confianza. Este valor indica la calidad de la alineacién, es decir, en qué

medida son equivalentes las frases alineadas.

Teniendo en cuenta dicho pardmetro, Hunalign permite seleccionar el valor de confianza que
tendra como minimo el archivo resultante, por lo que para el presente trabajo se decide elaborar
dos versiones alineadas: una en la que el valor de confianza es 0, y otra en la que sea 0.85. De
esta forma, se puede entrenar un motor y comparar los resultados, para observar si varian

mucho estos, dependiendo de qué confianza se le aplica.

Como resultado de este proceso, se obtienen dos corpus: corpus de confianza 0, y corpus de
confianza 0,85. Por otro lado, se seleccionan los 100.000 archivos con mayor puntuacién para

gue constituya otro corpus independiente.
a. Filtro poridioma

Al revisar los documentos, se observd que estos contaban con muchos segmentos que, o bien
no tenian contenido lingtistico, o bien estaban en inglés, por lo que se toma la decision de hacer
un filtrado por idioma para limpiarlos. Esto se consigue con el siguiente script

«filer_by_lang.py»:

L:i.mport langid

# Open file with alignments and scores
file = open('hunal ned.txt','r').read() .splitlines()

# Open files to wri

file out_nl = open(
file out_es = open(’
file_out_scores = open/|

# Process all lines and append them to a list
count = {
all lines = []
[lfor line in file:
= if len(line.split('“\t')) == 3: # To avoid parsing errors
nl, es, score = line.split('\t")
nl_lang = langid.classify(nl) [0]
es lang = langid.classify(es) [0]

= if nl lang == 'nl' and es5_lang == 'es5':

= if len(nl.split())>=10 and len{es.split()) >= 10: ¢ Sentences with longer than 10 words
file out nl.write(nl+'\n')
file out_es.write(es+'\n')

file out_scores.write(score+'\n')
= if count % 100 == 0:
print (' nces processed.'.format (count))

count += 1

Figura 10: Archivo «filer_by lang.py»
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Por otro lado, se eliminan los fragmentos repetidos ya que no interesa trabajar con informacion
duplicada. Finalmente, y de cara a poder entrenar el motor, se deben separar los archivos
alineados obtenidos en dos documentos diferentes, uno para cada lengua, ya que constituye un

requisito indispensable en el entrenamiento.

Como resultado, se obtiene otro corpus a partir del corpus con los 100 mejores resultados, pero
esta vez filtrado por idioma. Este recibe el nombre de «100k highest scores lang», y pondria fin

a las colecciones de trabajo con las que se procederd a entrenar el motor.

Una vez conseguido esto, los corpus creados y separados por idioma se deben subir a la
plataforma que veremos a continuacidn, siendo imprescindibles para la correcta ejecucién del

programa.

2. Entrenamiento de un motor

Llegado este punto, se cuenta con cuatro corpus de diferentes caracteristicas con los que realizar
el entrenamiento: el corpus con los 100.000 archivos con mayor puntuacién en Hunalign, este
mismo, pero filtrado por idiomas, aquel corpus que ha obtenido confianza 0, y el que obtuvo
confianza 0,85. De esta manera, se pasa a trabajar directamente con la plataforma MutNMT

para hacer las pruebas.

2.1 La plataforma MutNMT

Como se expone previamente en la parte tedrica del presente trabajo, el motor que se va a

entrenar es el MutNMT.

MutNMT es una aplicacion web para entrenar motores neurales de motores de traduccion
automatica con fines diddacticos. Actualmente los profesores y estudiantes interesados en
utilizar la herramienta pueden acceder a MutNMT a través de la interfaz de la UAB®, como por
la UGA™X. El acceso se realiza con cualquier cuenta de Gmail. Ademas, el cédigo de la aplicacién

esta disponible en GitHub!! de nuevo.

MutNMT permite al usuario entrenar, inspeccionar, evaluar y traducir con motores TAN.

9 https://ntradumatica.uab.cat
10 http://multitrainmt.univ-grenoblealpes.fr:5000
11 https://github.com/Prompsit/mutnmt
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Esta es la interfaz principal de la plataforma de MutNMT:

‘” MUtNMT Upload corpora = 8 Your corpora

Write a name...

&% Engines
& e Description
Write a description...
@® Translate 4
Domain
Q Inspect
General %
A% Evaluate
Source language = Targetlanguage =
Bulgarian : Catalan ¢
Nile, please help!
(233 2GB total max
o GnaicElRuczBooS Source file Target file
EXPERT P e S e e .
O Siout 5 0 Drag or . O Drag or
select N select

Figura 11: Interfaz de la plataforma MutNMT

En la primera pestafia de «Data» es donde se suben los datos de los corpus creados. Esto se
puede hacer tanto en formato .txt como en TMX. En caso de hacerlo en formato texto, se sube

el archivo en ambos idiomas por separado.

Finalmente se ha optado por subir el corpus paralelo con confianza 0,85 y el que tiene la

puntuacién mads alta, esto es, los 100.000 archivos con la puntuacién mas alta.

Para poder hacer una comparacién con los datos obtenidos de los corpus nuevos, se ha
entrenado un motor a base de un corpus multilinglie obtenido automaticamente de la
Wikipedia, llamado Wikimatrix y que estd disponible en el repositorio de corpus OPUS*2. Se hace
el entrenamiento igual con los datos que se pueden descargar publicamente, aunque en este
caso sera en formato TMX. Esto solo cambia el nimero de archivos que haya que subir, por lo

gue hay que subir un solo archivo, en lugar de uno para cada idioma.

Una vez subidos los archivos en «Data», se puede empezar a entrenar el motor. Esto se hace

desde la pestafia «Train»:

12 https://opus.nlpl.eu/
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Train a neural engine

Name

Source language Target language

Bulgarian Catalar

Vocabulary size

16000 sub-words
Beam size Batch size

6 hypothesis 5000 tokens
Validation frequency Stopping condition

2000 steps 3 validations
Duration

7 epochs

o Training corpus o Validation corpus 0 Testcorpus

10k

T "
500 5k
Search: Search Search:
Corpus * Corpus . Corpus .

No corpora available for the selected languages No corpora available for the selected languages No corpora available for the selected languages

Figura 12: Pestafia de «Train» de MutNMT

En la imagen que se muestra a continuacién aparece el apartado desde donde se pueden elegir

los datos y los corpus con la que se va a trabajar, entre otros detalles:

o Training corpus

o Validation corpus o Testcorpus
Tk i
Sk
Search: Search; Search;
Corpus T Corpus T Corpus T

—— 210254 E‘ sl 2102547 F| = 2102547 IZ‘
¥ Corpus_085 = ¥ Corpus_085 PR v 08 -

Corpus_085

L] 100000 + ‘ es—nt 100000 + | e =ni 100000 + ‘
¥ highest_corpus ¥ highest_corpus pus

¥ highest

3 -

Figura 13: Seleccion de los corpus en MutNMT

Cuando se introduce la combinacién lingliistica que se quiere entrenar, salen todos los corpus

que se han subido a la pagina, y es cuestion de elegir la cantidad de cada corpus para entrenar

el motor.
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A pesar de que existe la opcion de escoger algunos pardmetros, el objetivo del trabajo es

comparar la calidad de los corpus recogidos, asi que se mantienen los parametros por defecto

para entrenar modelos que sean consistentes y comparables al mismo nivel.

2.2 Motores entrenados

Como se expone anteriormente, se han entrenado cuatro motores diferentes: a partir del corpus

de confianza 0.85, de confianza 0, con el corpus de los 100.000 con mejor puntuacion, y este

ultimo, pero con los idiomas filtrados.

Esta es la pestafia que ofrece la plataforma MutNMT cuando se finaliza un entrenamiento. De

nuevo, aparecen todos los pardmetros seleccionados para el entrenamiento en cuestion, asi

como los tiempos empleados y las caracteristicas de los corpus elegidos con anterioridad. En

este caso se expone con el corpus de los 100k con mejor puntuacion a modo de ejemplo:

corpus_highest

= Engine settings

Vocabulary size Beam size

16000 6

Validation freq. Stopping condition
3000 3

B Engine corpora

B Training B Vvalidation

highest_corpus (es-nl, highest_corpus (es-nl,

90Kk) 5k)

L Engine stats

@ Time to train @ Tokens per second
0d 3h 58min 57s 26272

B Perplexity

15.439

Od 3h 58min 57s

] Epoch 7out of 7 X
Batch size

6000 28Wh
1.93 CFL light bulbs
Duration 0.59 C3PO Droids

7

B Test

highest_corpus (es-nl

5k)

P Score
2915 BLEU

Figura 14: Pestafia de resultados en MutNMT

Aqui se puede ver toda la informacion sobre el entrenamiento del motor. Como se observa,

pulsando en el botén de «Resume» se podria continuar con el entrenamiento. De por si, el

entrenamiento es siempre de una hora, y se puede prolongar en el tiempo para que vaya

39



La Wikipedia como fuente de datos para un corpus ES-NL
Ana Fernandez y Fee Dooms

mejorando. Cada vez tardard menos y finalmente llegara un punto en que no se permita seguir
entrenandolo. Una vez haya finalizado, se pondria a prueba los resultados a través de una
traduccidn. Esto se hace en la pestafia «Translate». Ahi mismo se elige qué motor se quiere

emplear para la tarea.

Translate

filtered_lang_highest (Spanish - Dutch) s +
Type, paste text or drop a document

F Trair

Q In

Evaluate

"
@ Nile, please help!
B File translation »
Anafee FdezDooms
EXPERT

O sign out

Figura 15: Pestafia de «Translate» en MutNMT
3. Evaluacion

Finalmente, y tras subir el archivo que se quiere traducir, se eligen los pardmetros para la

evaluacién del motor empleado:

>
‘ ’ MUtNMT Evaluate translations
‘i
Source te! Machine slation eference tran o
2 . ource text [ optional | achine translation Reference translation
= Data
Choose file Browse Choose file Browse * Choose file Browse +
® Enaines
& Engines ®Getst . © Get MT text template ®Getr
F Train e iy y
A Only the first 500 sentences will be evaluated
© Translate
Q Inspect
Sample evaluation
@ Nile, please help!
o Anafee FdezDooms 255 370 802
EXRERT O ® O ©@ © == O
BLEU chrF3 TER

Figura 16: Pestafia de evaluacion de MutNMT

Para evaluar nuestro motor, se necesita un dataset con el mismo archivo en los dos idiomas de

trabajo.
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Se usa el dataset de Flores-101%3, un test set de referencia desarrollado por Facebook de 3.001
oraciones extraidas de la Wikipedia en inglés que cubren una amplia variedad de temas. Estas
frases han sido traducidas por traductores profesionales a 101 diferentes idiomas. Por esta

razdn, se usa como dataset de referencia y de evaluacién.

Los archivos de Flores se usan tanto como texto original para obtener la primera traduccién

automatica, como para luego evaluar esta misma.

Al haber usado el archivo de referencia en espafiol del dataset de Flores, se necesita también el

archivo traducido al neerlandés.

En la pestafia «Evaluate», se permite evaluar los modelos con un test set distinto. Se sube el
archivo original en espafiol de Flores, la traduccidon automatica obtenida con el motor entrenado

y el archivo traducido de Flores en neerlandés.

Cuando acaba de hacer la evaluacién, que usa como referencia los archivos originales y
traducidos que se suben, la plataforma proporciona una puntuacién en la métrica BLEU, que se

comentara en la siguiente seccion.

13 https://ai.facebook.com/tools/flores/
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IVV. Resultados

En este apartado se incorporaran todos los resultados obtenidos en los diferentes procesos que
se han llevado a cabo a lo largo de todo el trabajo. Se proporcionara la informacién recogida en

tablas para ofrecer una visién mas clara de los analisis contrastivos.

En esta primera tabla, se recogen el nimero de documentos, frases y tokens que hay en los
corpus comparables creados. El primero, «es_nl_titles.txt», es el que contiene los titulos
paralelos sin texto de la Wikipedia. En el segundo, se encuentran los documentos resultantes de
aplicar el script «obtener_art_wiki.py», con texto de la Wikipedia incluido. En estos, al ser

643.942 documentos diferentes y no solo uno, no se ha podido realizar un recuento detallado.

Corpus comparables Documentos Frases Tokens
es_nl_titles.txt 593.356 613.057 3.284.845
obtener_art_wiki.py 321.971 en total, 643.942 titulos paralelos | - -

Tabla 1: Corpus comparables

En la siguiente tabla, se recogen los datos de los cuatro corpus paralelos finalmente creados,
incluyendo el nimero de segmentos, nimero de tokens en espafiol, nimero de tokens en

neerlandés, y el nimero de tokens encontrados por segmento.

Corpus paralelos Segmentos Tokens ES Tokens NL Tokens/Segmento

Corpus 100k  highest | 1.468.943 34.890.382 27.695.323 23,75
scores lang

Corpus 100k  highest | 100.000 2.232.743 1.768.725 22,32743
scores

Corpus confianza 0,85 2.102.547 23.346.040 21.229.080 11,10
Corpus confianza 0 7.881.638 94.922.473 91.433.314 12,04

Tabla 2: Corpus paralelos
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Se puede observar que, en el corpus de confianza 0, hay cantidades considerablemente mayores
que en los demas debido a que, con una puntuacién tan baja, se da pie a mayor nimero de
resultado. Por otro lado, se aprecia que el corpus con confianza 0,85 obtiene menos de la mitad

gue este ultimo, por lo que deberia ser mejor el motor entrenado a base de este corpus.

Con estos resultados se puede ver, ademads, que el corpus con la seleccion de los segmentos con

mayor calidad filtra frases cortas, ya que el nimero de tokens por oraciéon es mucho mayor.

En la tercera tabla que se presenta a continuacién se encuentra la informacién detallada sobre

los resultados obtenidos con el uso del alineador Hunalign.

Titulos obtenidos 613.057
Documentos comparables 643.942
Segmentos alineados 11.553.622
Segmentos alineados con confianza 0O 7.881.638
Segmentos alineados con confianza 0.85 2.102.547
Segmentos alineados filtrados por idioma 1.468.943
100k highest scores 100.000
100k highest scores filtrados por idioma 520.000

Tabla 3: Datos Hunalign

Respecto a los resultados obtenidos en BLEU en la plataforma MutNMT, se recoge la
informacion de la tabla 4. Como era de esperar, el corpus que obtiene la puntuacién mds alta es

el que estd compuesto por los 100.000 segmentos con mayor puntuacién por Hunalign.

Por el contrario, cuando se evalta con el dataset de Flores, se puede observar en la tabla 5 que
baja considerablemente esta puntuacién de manera general, habiendo pasado por el mismo

entrenamiento y el mismo dataset.
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Corpus 100k highest 29.15 BLEU Corpus 100k highest 3 BLEU
scores scores
Corpus 0,85 confianza 12.77 BLEU Corpus 0,85 confianza 0,5 BLEU
Corpus Wikimatrix 16,1 BLEU Corpus Wikimatrix 9 BLEU
Corpus 100k highest 5,39 BLEU Corpus 100k highest 2,9 BLEU
scores lang scores lang

Tabla 4: Puntuaciones BLEU Tabla 5: Puntuaciones BLUE de Flores 101

En este punto cabe realizar ciertas aclaraciones:

Como se puede observar, ambas tablas incorporan informacién del corpus Wikimatrix que se
decidid afiadir para hacer una comparacion con relacion a la calidad. Y, a decir verdad, en cuanto
a puntuacién general, este no puntia mucho mas alto que el resto de los corpus. Sin embargo,
cuando se trata de su uso para el dataset de Flores, es el corpus que tiene la puntuacidon mas
alta. Esto puede ser debido a que el corpus de la Wikimatrix contiene alrededor de 250 millones
de tokens, lo que supera en gran medida los datos que se han conseguido recabar para la
creacién de los corpus propios. Asimismo, se ha decidido no contar con el corpus de confianza
0 por razones evidentes, ya que se dio por sentado que sus resultados no entrarian en un andlisis

contrastivo de calidad.

Por otro lado, se ha incorporado el corpus «100k highest scores lang», el cual es igual que el
corpus «100k highest scores» pero filtrado por idiomas. Este ha sido de especial dificultad
poderlo entrenar debido a problemas técnicos con la plataforma, pero finalmente se
consiguieron los resultados. Para sorpresa del equipo, el corpus es el que ha sacado la peor
puntuacién de los cuatro en ambito general, y se posiciona en tercer lugar al aplicarse al dataset
de Flores. Si se tienen en cuenta sus caracteristicas, deberia de puntuar por encima del corpus

«100k highest scores», ya que se elabord con el objetivo de superar a este. Con esto, el equipo
considera que debe de haber un fallo en los datos internos del corpus que entorpezca el buen

funcionamiento a la hora de ser entrenado.

Por otro lado, la siguiente imagen corresponde a la puntuacion que recibe el corpus de

Wikimatrix por la traduccion del dataset de Flores en la plataforma MutNMT:
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Evaluate translations

Source text Optional Machine translation Reference translation
test_es.txt Browse test_es.es-nl_WIKII Browse + test_nl.txt Browse +
® Get source text template ® Get MT text template @ Get reference text template
A Only the first 500 sentences will be evaluated
Metrics B Download spreadsheet
Machine translation file 6D 2252 Reference translation file D 2565
test_es.es-nI_WIKIMATRIX.txt s test_nl.txt s
O ®@ Ouee— () C e (@)

BLEU chrF3 TER

Figura 17: Resultados corpus Wikimatrix en MutNMT

Por dltimo, se incorporan seguidamente cuatro graficas proporcionadas por la misma

plataforma MutNMT con datos sobre el rendimiento del entrenamiento de cada uno de los

corpus. Estas graficas representan la pérdida de datos durante el entrenamiento, la pérdida en

la valoracion, la puntuacion de BLEU y el indice de aprendizaje.
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o Corpus 100k highest scores
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Gréfica 1: Gréficas del corpus 100k highest scores

Se puede observar una gran bajada en el entrenamiento de este motor. Si se mira el resultado
del siguiente motor, el que esta basado en el corpus de confianza 0,85, se ve que no pasa lo

mismo. Se podria pensar que esto es debido a una peor calidad de los datos usados.
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Gréfica 4: Gréficas del corpus 100k highest scores lang

Una vez argumentados con evidencia gréfica los resultados de cada uno de los motores que nos
ocupaban en este trabajo, se estima oportuno comentar las limitaciones encontradas a lo largo
del proceso. Por ultimo, se responderan las preguntas de investigacion que se plantearon en la

primera seccion.

En primer lugar, ya se atisbaron inconvenientes en la recogida de datos, para la cual el equipo
era conocedor de la escasez de datos en la combinacidn elegida después de realizar un breve
estudio sobre la situacién lingistica. Se intenté recabar la informacién de mayor calidad que

estuviese disponible para el publico general, pero, tras ser evaluada por diferentes métodos, es

49



La Wikipedia como fuente de datos para un corpus ES-NL
Ana Fernandez y Fee Dooms

evidente que no se puede asegurar los estandares de calidad de los corpus empleados. Por

tanto, se puede afirmar que el presente trabajo se planteaba como un reto desde el comienzo.

En segundo lugar, lo que ha supuesto un punto de inflexidn en cuanto a la calidad del presente
trabajo ha sido el proceso de alineacién. El equipo no contaba con que iba a tener que dedicar
un tiempo excesivamente largo a esta parte del proceso y que, ademas, no iba a alcanzar los
resultados que se perseguian. Estos problemas se deben principalmente a razones
computacionales, ya que no se contaba con acceso a ordenadores con interfaz grafica lo
suficiente potentes como para llevar a cabo tales procedimientos. Por otro lado, pese a la gran
formacion con la que el equipo cuenta y a la ayuda de profesionales, no se disponian de las
habilidades técnicas suficientes para suplir de manera satisfactoria los problemas técnicos
encontrados por el camino. De esta manera, y aun habiendo encontrado soluciones que
permitiesen finalizar el proyecto, como por ejemplo la creacién y uso de un diccionario sintético

ante la falta de recursos, los indices de calidad no son los que se esperaban.

En tercer y ultimo lugar, mencionar la funcionalidad de la plataforma MutNMT. Al ser un
proyecto relativamente novedoso y con un enfoque diddctico, la plataforma cuenta con una

interfaz muy intuitiva y facil de usar, pero tiene sus limitaciones.

Antes de pasar a las preguntas de investigacidn, otro factor a tener en cuenta y que no se debe
pasar por alto es la posicidon que ocupa la TAN en las investigaciones actuales, ya que, siendo un
campo de investigacién en pleno desarrollo, aun quedan terrenos por explorar en los que ya los
grandes profesionales estan volcados. Asimismo, mencionar que este estudio constituye el
Trabajo Final de Master, por lo que no se cuenta con fondos econémicos, tan necesarios en la

elaboracion de un motor TAN como bien se expone en capitulos anteriores.

Finalmente, se contestan las preguntas de investigacion en base a los conocimientos adquiridos,

tanto a nivel de documentacidn como a nivel practico:

1. ¢Es mejor un corpus con una gran cantidad de datos y de mala calidad o un corpus

con menos datos, pero corregido y de calidad?

Realmente, se necesita el equilibro de ambos valores. Por un lado, se debe de contar con vastas
cantidades de corpus, esto es, millones de segmentos alineados. Por el otro, estos datos deben
ser de maxima calidad y deben de haber pasado por un control exhaustivo previo a ser puesto
en marcha. En definitiva, en lo que respecta a los motores TAN, para conseguir un aprendizaje
fiable, el motor se debe entrenar con la mayor cantidad de datos posibles y que cumplan con

los estandares de calidad establecidos.
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2. ¢Cual es el minimo de datos necesarios para poder obtener un corpus de calidad?
Como bien se expone en la pregunta anterior, la cual estd directamente relacionada con esta,
no existe un minimo necesario para poder obtener un corpus de calidad. Ahora bien, mientras

mayor sea el nimero de datos, mayor sera el aprendizaje del motor. Si lo que se busca son

resultados fiables, de nuevo, estos han de ser de exquisita calidad.
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V. Conclusiones

Como recapitulacion del trabajo en general y teniendo en cuenta los retos afrontados y las

limitaciones encontradas, se obtienen en claro una serie de conclusiones.

Como bien se reitera en multiples ocasiones y en base a los resultados de la parte empirica del
trabajo, se desmiente la falsa asuncién de que el traductor profesional serd reemplazado por la
traduccién automatica. No solo para la creacion del motor, sino a lo largo de todo el proceso de
traduccidn se necesita la supervisidon de un lingliista especializado con conocimientos avanzados
de informatica que aseguren los estandares de calidad de las traducciones finales procesadas

por motores de traduccidon automatica.

En cuanto a los objetivos marcados, se demuestra la imperiosa necesidad de la creacién de un
corpus de las caracteristicas que para este trabajo se necesitaban y se confirma la extrema
escasez de datos en la combinacién espafiol-neerlandés con la que se cuenta hoy en dia, hasta
el punto de no existir siquiera un diccionario bilingiie de calidad fiable con la que entrenar un
motor. Asimismo, se ha conseguido contribuir al campo de investigacion con un corpus paralelo

es-nl de calidad revisada y controlada del que se puede partir para futuros proyectos.

Por otro lado, no se han podido alcanzar los objetivos que perseguian la creacién de un motor
TAN eficiente ya que su entrenamiento dependia directamente de los datos que se
incorporasen, y estos no llegaban al minimo necesario para aportar resultados fiables. Por otro
lado, se han dado ciertos problemas técnicos en la plataforma de desarrollo fuera de las
competencias que al equipo les pertenece que han dificultado el entrenamiento del motor con
los corpus propios. En general, se contaba con la premisa de que los resultados iban a ser
altamente positivos, pero, con toda la problematica comentada anteriormente, se debera

posponer para futuros proyectos.

Aun con esto, el proyecto ha superado las expectativas de aprendizaje del equipo ya que, al
tener que superar una cantidad de inconvenientes superior a la estimada, este ha tenido que
trabajar y reforzar sus habilidades de programacién para ofrecer soluciones aceptables. Se ha
conocido, ademads, de primera mano como funcionan los motores TAN y lo que supone la
creacién de un corpus paralelo partiendo desde cero. Por ultimo, cabe mencionar los
conocimientos adquiridos a partir de magnificas lecturas de profesionales del circulo las cuales

han sido de valiosa ayuda para poder llevar a cabo el trabajo.

En cuanto a futuras lineas de investigacidn, se proponen los siguientes puntos:
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o Inducir diccionarios a partir de los corpus paralelos existentes
o Buscar métodos para conseguir una alineacién mas sofisticada y de calidad

o Entrenar un motor TAN con datos mas fiables y de mejor calidad

Este trabajo busca incentivar y promover la investigacién en la lingliistica computacional
también de lenguas minoritarias. En plena era de la globalizacién donde la tecnologia es el brazo
que acerca las diferentes culturas, no se debe dar la espalda a aquellas lenguas que no cuentan
con los suficientes recursos para establecer una comunicacion directa con el resto del mundo.
El objetivo principal era hacer una aportacién para facilitar esa comunicacién entre las lenguas

espafiola y neerlandesa, por lo que por la presente se dan los primeros pasos en dicha direccion.
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