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Els problemes de programacié matematica intenten resoldre processos que tenen diferents possibles solucions,

perd només unad'elles és I'0Optima, la que s'ajusta més a unes condicions prestablertes pel mateix enunciat del
problema. Els procediments classics permeten trobar solucions optimes en el cas de problemes convexos i no poden
assegurar-ho en cap altre cas. Ara bé, si la convexitat és present en alguna forma, per exemple, quan la funcié objectiu
pot expressar-se com a diferéncia de funcions convexes, aleshores es poden descriure nous procediments que
permeten calcular solucions optimes. Un nou Us de la convexitat s'ha prés com a eix central en la discriminacio de les
solucions en el present estudi, per millorar I'eficiencia en I'obtencié de les solucions optimes.

Joseph Louis Langrange (1736-1813); en el seu honor es van anomenar els Multiplicadors
de Lagrange, una de les eines d'optimitzaci6 de funcions de varies variables.

D'una forma general els problemes de programacié matematica es poden definir com els del calcul del maxim o minim d'una
funcié d'una o varies variables, quan aquestes estan sotmeses a un conjunt de restriccions de diferent tipus. Un programa
matematic s'indica en la forma segient,

minimitzar Fix) (1)
subjectea £ 5 C R",

on, en el cas més general per nosaltres, podem pensar que S és un conjunt compacte i F(x) una funcié continua sobre S.
L'objectiu de la programacié matematica és localitzar entre els elements del conjunt S, anomenats solucions factibles del
programa, aquells on la funcié F(x), anomenada funcié objectiu, prengui el menor valor. Aquestes solucions, si existeixen, se
les anomena solucions optimes del programa. A la practica aquest concepte s'ha de precisar distingint entre solucions optimes
locals i globals. El concepte d'optim local es defineix per comparacié entre els valors de la funcié objectiu en un subconjunt de
les solucions factibles limitat a un entorn arbitrari de la solucié. Si la comparacié s'amplia a tots els elements del conjunt factible
S aleshores tenim el concepte d'optim global.
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Delinicid 1 Deonat x5 £ 5 § un nombre real ¢ > 0, definim el conjunt
Ulze,€) :={x € S\ {ze} : ||z — || < ¢}

i) xy és un dptim local del programa (1) s existeir un nombre real € > 0 tal que per totx € U{xy, €)
tenim que Fixzy) < Flx).

ii] xp €3 un dptim global del programa (1) si per tot x € § tenim que F(xp) = F(x).

Evidentment tot optim global és local.

Si un problema és convey, i.e., F(x) és convexa i a més S és convex, se sap que cada optim local és global. En els problemes
on la convexitat de la funcio objectiu o de les restriccions no poden ser comprovades, és raonable pensar que el problema
pot tenir multiples 6ptims locals. L'optimitzacio global tracta de la caracteritzacio i calcul dels optims globals dels problemes
amb multiplicitat d'extrems. Suposem que, utilitzant les técniques standard d'optimitzacié local de la programacié no lineal,
haguem obtingut un punt estacionari del programa. En aquest punt tenim que aturar el programa ja que cap procediment
local pot informar-nos si la solucié obtinguda és global o no, i en aquest Ultim cas com continuar per obtenir un punt factible
millor. Qualsevol procediment d'optimitzacio global no pot defugir la gliestié de com transcendir un punt factible, si n'hi ha cap,
0 en cas contrari com evidenciar que el punt trobat és un optim global del problema. Els métodes d'optimitzacié global son
substancialment diferents dels métodes locals i, entre d'altres, utilitzen eines combinatories tals com cutting-plane, branch and
bound i branch and cut. Totes aquestes técniques son costoses en temps d'ordinador.

Quan volem aplicar tecniques d'optimitzacio global per resoldre problemes de programacié matematica amb mdltiples
extrems sempre ens trobem en que la convexitat esta present d'una forma o altra. Aquest és el cas si la funci6 objectiu es
pot representar com a difereéncia de funcions convexes, F(x) = f(x) - g(x), on f(x) i g(x) sén convexes (funci6é DC), i, a més,
supossem que el conjunt factible, S, és convex. Aleshores, el programa matematic

minimitzar  flz) — glz)
subjectea rcSCR" e

es pot transformar, mitjantcant la introduccié d'una nova variable t, en un programa equivalent convex i amb una restriccio
"reverse convex" (és a dir, una inequaciod definida per una funcié convexa pero amb la desigualtat en sentit contrari al que
hauria de tenir per que el seu conjunt solucié fos convex):

minimitzar flx) —4#
subjecte a giz)—¢ =0, (F)
reS5CR"

"Equivalent”, en aquest cas, significa que a partir d'un minim global de (2) es pot trobar un minim global de (3) i viceversa. Hi
ha algorismes eficients, dins el camp de I'optimitzaci6 global, per resoldre aquests tipus de problemes. Ara bé, una funcié DC
admet infinites representacions com a diferencia de funcions convexes. Només cal fixar-se en F(x) = f(x) + f(x) - (g(x) + f(x)); on
f(x) és una funci6 convexa qualsevol. Les preguntes que sorgeixen en aquest punt sén:

1) és possible, donada una representacié DC, trobar-ne un altre que millori I'eficiencia computacional de I'algorisme que resol
(3)?,

2) hi ha una representacié DC que sigui la millor de totes?

A l'article introduim els conceptes necessaris per respondre les anteriors preguntes en el cas els polinomis de varies variables
i donem un procediment per calcular la millor representacié DC d'una funcié polinomica, anomenada minima representacio
DC. També es descriuen uns quants experiments numerics, els quals mostren la importancia de la minima representacié DC
des d'un punt de vista de I'eficiencia computacional. Un dels exemples presentats amb detall consisteix en una aplicacié a un
problema de generacid hidroelectrica.
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