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**1. Introduction:** In organizations where individuals’ inputs are strong complements, the lowest performing individual often determines group performance. An assembly line moves no faster than the slowest line worker, collaborative reports or software are incomplete until the final contribution is finished, and perceptions of overall product quality are often sensitive to the worst performing feature. Organizations with such “weak-link” production technologies are prone to being caught in inefficient productivity traps where all individuals exert low effort. Even if it is mutually beneficial for all individuals to simultaneously increase their effort and individually incentive compatible to do so *if others also increase their effort*, escaping a productivity trap can be extremely challenging because no individual can unilaterally change the outcome for the better.

Leadership has a natural role to play in facilitating the transition to a better outcome. Indeed, there exist several studies of turnarounds in experimental weak-link environments showing that leadership of various types can play a positive role. Leading by example (Cartwright, Gilletand van Vugt, 2013), communication from a leader requesting greater effort by group members (Brandts and Cooper, 2007; Chaudhuri and Paichayontvijit, 2010), and help with commitment from high ability types to low ability types (Brandts, Cooper, Fatas and Qi, 2013) can all increase the odds of escaping a productivity trap.

However, aside from leadership, there are other ways to induce change in an organization toward more efficient equilibria. For example, increasing incentives to coordinate has been shown to be a powerful way of coordinating change in contexts where production exhibits high complementarities (Brandts and Cooper, 2006a), including in field settings (Knez and Simester, 2002). Even small changes in incentives have been found to be quite effective (Hamman, Rick and Weber, 2007). Therefore, an important open question is how effective leadership is for inducing organizational change, relative to modest increases to incentives.

Moreover, even in environments where leadership is successful on average, many leaders do not succeed. For example, in a study by Weber, Camerer, Rottenstreich, and Knez (2001), a randomly selected leader gave a brief speech explaining the benefits of mutual coordination, but this largely failed to improve coordination in large groups. Brandts and Cooper (2007) find that allowing communication from a leader significantly increases coordination in a majority of groups, yet 9 of 27 groups experience complete coordination failure over the final five rounds of the experiment. Thus, not all leaders are equally effective, and it is important to understand what
factors may allow greater effectiveness.

Our study addresses the above open questions. We use a laboratory experiment in which an initial phase of the experimental session induces coordination on an inefficient equilibrium. We then introduce interventions intended to produce a “turnaround” to a more efficient equilibrium. Our primary focus is on the ability of leaders, with only the ability to communicate with other group members, to induce coordinated change toward efficiency.

Our design allows us to directly compare the effectiveness of leaders with the effects of increased incentives, by including treatments with and without incentives and treatments with and without leaders. We also examine whether leader effectiveness is enhanced by endowing leaders with greater “legitimacy.” Legitimacy is a concept widely utilized, though often somewhat vaguely defined, by organizational and political scholars, sociologists, and social psychologists. For example, it is central to many early discussions of the sources of authority, such as those by David Hume (1748) and Max Weber (1948). It generally refers to a property of an authority, institution, or leader that grants the entity credibility in the eyes of an audience or followers. Tyler (2006) defines legitimacy as “a psychological property of an authority, institution, or social arrangement that leads those connected to it to believe that it is appropriate, proper and just” (p. 375).1

Many organizations give employees a voice in who is chosen to be their manager. Voting on leaders is a common mechanism used by many organizations to endogenously choose leaders, with examples including choice of directors for NGOs, leadership positions in political parties like the heads of US National Committees, and leaders of small work groups in companies. This raises the question of whether it matters how the leader is chosen, and whether leaders selected through procedures that affords their position with greater legitimacy are more effective for inducing organizational change. Our experiment thus compares two different mechanisms for appointing a leader, with the leader either determined at random or selected by a vote among those to be led.

1 The sociologist Max Weber (1948) noted the importance of legitimacy for power to be effective and how the source of a leader’s authority can affect the extent to which it is legitimate. Simon (1953), in noting the difficulty in measuring political power, argued that power and authority are linked to the perceptions of its legitimacy. Lipset (1959) discussed the legitimacy of a political institution as the degree to which it is viewed as appropriate and correct, and therefore likely to facilitate social choice, while DelliCarpini, et al (2004) noted that deliberation and participation can increase the legitimacy of political institutions.
Previewing the results, we find that both leadership and increased incentives induce change to higher, more efficient, equilibria. However, the magnitude of the effect is stronger for allowing leaders to communicate with their groups than for simply providing increased incentives to coordinate efficiently. Thus, leadership has a positive effect, even relative to an alternative strong intervention such as increased incentives. Moreover, the effects of increased incentives and leadership are generally additive—having a leader induces change to more efficient equilibria even in the presence of increased incentives.

We also find that elected leaders are significantly better at improving their organization’s situation than randomly selected leaders. In fact, their success is striking: elected leaders produce successful turnarounds almost universally, particularly when they are accompanied by increased incentives. Indeed, in the condition with elected leaders and increased incentives, every group enjoys an extended stretch of coordination at the highest level of efficiency. This dramatic success contrasts with the more variable effectiveness of randomly selected leaders in our experiment and in prior studies. To our knowledge, no prior experiment finds leadership to be as effective at inducing coordination on the high-effort equilibrium as our treatment with elected leaders and increased incentives.

In a second part of our analysis, we investigate what makes elected leaders more effective. Specifically, we study whether different factors can account for the increased efficacy of elected leaders. In particular, we investigate whether elections produce different—and more able—leaders than random assignment, whether elected leaders work harder or take different actions than randomly selected leaders, and whether followers merely respond differently to leaders that they have elected. While groups do use the information they have available on potential leaders to select ones with specific characteristics—i.e., ones who contributed more effort in the pre-turnaround stage and who are generally more knowledgeable—neither of these individual characteristics corresponds to leaders who are actually more effective. Moreover, we find no evidence that followers respond differentially to elected leaders, once we control for what those leaders do.

Instead, our results suggest that elected leaders act differently than non-elected ones. The primary tool available to leaders in our experiment is the messages they send to their groups. All of these messages were recorded and analyzed to identify the frequency and efficacy of various types of messages. Leaders were given no guidance about what sorts of message to send, but
most sent messages with a clear goal of improving coordination. We show that elected leaders send more messages of the kinds that induce efficient coordination, and that this difference in behavior accounts for the increased effectiveness of elected leaders. One interpretation of our results is that a large part of the increased effectiveness of leaders selected through more “legitimate” procedures may be due to an effect of the procedure on leaders themselves—leaders who see themselves as legitimately selected to improve their group’s outcome exert themselves more to exercise effective leadership (in the context of our experiment, working “harder” by sending more relevant messages).

Our research highlights the potential value of simple coordination games for studying something as complex as leadership. While scholars in many fields have studied leadership and how to measure it (e.g., Simon, 1953; Bass and Bass, 2008), our approach is a relatively new one in which leadership is measured by a leader’s ability to induce a clearly measurable behavioral change—in our case, a coordinated move away from an inefficient equilibrium toward increased efficiency—in a simple game representing firm production. We view these simple, controlled behavioral experiments as a valuable context in which to learn about what factors make leadership effective. Our work also highlights the value of the laboratory environment, with its high degrees of control and the ability to randomly assign groups to interventions, such as different combinations of leadership and incentives. Such a setting makes it possible to identify the relative effectiveness of distinct mechanisms, absent the selection and endogeneity problems present in the field. Moreover, we think that coordination games, such as the weak-link game and the turnaround game, are especially valuable for learning about leadership. To be effective in such games, a leader must be able to not only convince others of the appropriate course of action, but also create the belief that others believe this to be the case.

Section 2 of this paper reviews relevant literature. Section 3 presents the experimental design and procedures for Experiment 1, while Section 4 develops our hypotheses. Sections 5 and 6 contain the results. Section 7 concludes.

2. Related Literature:
Our paper contributes to an emerging stream of research in experimental economics on the effects of leadership. In addition to the previously mentioned papers that study the role of leadership in overcoming coordination failure, there also exist a number of examples of the
power of leadership in the related context of public good games with voluntary contributions, where the focus is on leaders’ ability to increase contributions by followers. One set of studies uses a “leading-by-example” design where a leader makes a public contribution decision before the other group members. These studies find that leading-by-example can induce higher contributions than in the absence of such a possibility (Moxnes and Van der Heijden, 2003; Güth, et al., 2007; Levati et al. (2007); Potters, Sefton and Vesterlund, 2007; Rivas and Sutter, 2011).

Other experiments explore the individual characteristics that make some leaders more effective than others in obtaining public goods provision (Arbak and Villeval, 2013; Gächter et al., forthcoming; Hamman, Weber and Woon, 2012).

Kocher et al. (2013) compare behavior with randomly selected versus elected leaders, motivated by examining how managers' other-regarding preferences influence management style. They study an environment in which members of a group with a leader all have to make suggestions for choices between lotteries, with leaders making the final decision. Their results show that elected leaders are more likely to make conformist decisions, in the sense that they tend to accommodate the preferences of the other team members even if these are at odds with those of the leader.²

Perhaps the public goods experiment most closely related to our current work is by Levy et al. (2011), since it involves both communication and different leader selection procedures. In the two treatments directly related to our experiments, they compare the role of randomly selected and elected leaders in the context of a four-person public goods game. After playing several rounds of a standard linear public goods game with voluntary contributions, the players wrote “platforms”—brief text messages discussing how the game should be played. These were distributed among the group members, who then voted for a leader. In one treatment the election winner became the leader as opposed to a randomly selected individual in the other. Once selected, the leader sent a message with a suggested contribution to the other group members at the beginning of each round. Group contributions were higher with elected leaders and elected leaders’ suggestions were (weakly) followed more closely by group members. However, suggested contributions were not different between the two treatments.

² Relatedly, Sutter, Haigner and Kocher (2010) do not study leadership but focus on the impact of voting on behavior. They analyze results from public goods games without leaders and find that the mere fact of voting on institutions makes members more cooperative compared to the same institutions being implemented exogenously. These results can be interpreted in terms of legitimate institutions triggering a cooperation premium.
The results of Levy et al. are consistent with the hypothesis that elected leaders are more effective than those randomly selected. However, the effect can be attributed to the content of platforms. As Levy et al note, “... winning platforms tend to suggest and defend ... reasonable strategies for achieving efficient outcomes.” Group members may therefore be more willing to follow elected leaders because they are associated with platforms that offer a path to cooperation, meaning that elected leaders may be more effective because they offer better platforms.

In the concluding section we return to the relation between our results and those of these studies.

3. Experimental Design and Procedures: There were four stages for all of the experimental conditions in our design. Subjects knew the experiment had multiple stages, but were not given instructions about any particular stage until reaching that stage. Stages 1 and 2 were identical in all conditions, while Stages 3 and 4 differed by treatment. Experimental conditions differed along two treatment dimensions in a 3X2 design: type of leader (none, randomly selected, or elected) and incentives in the final stage (constant or increased).

In Stage 1 all participants answered a set of trivia questions. In Stage 2 participants played the first six-round block of the “turnaround” coordination game with payoffs designed to induce convergence toward the inefficient equilibrium. That is, Stage 2 is intended to reliably create a situation where firms are stuck at an inefficient equilibrium, so that we can study the subsequent effectiveness of different kinds of interventions—i.e., leaders and increased incentives—for inducing a change to coordination on a more efficient equilibrium.

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Trivia Quiz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 2</td>
<td>Rounds 1 – 6 (Block 1) of turnaround game, without leader and with payoffs designed to induce coordination failure</td>
</tr>
<tr>
<td>Stage 3</td>
<td>Selection of leader, either randomly or through election</td>
</tr>
<tr>
<td>Stage 4</td>
<td>Rounds 7 – 18 (Blocks 2 and 3) of turnaround game, possibly with revised payoffs and communication from leader</td>
</tr>
</tbody>
</table>

Note: Stages 1 and 2 were identical across all treatment conditions: Stages 3 and 4 differed by condition.
In Stage 3 the leader was selected for the Random and Elected Leader conditions. Below, we describe the specific procedures employed for selecting leaders.

In Stage 4 subjects played the second and third six-round blocks of the turnaround coordination game. In the Increased Bonus condition, Stage 4 used payoffs more conducive to successful coordination. In the Random and Elected Leader conditions, leaders could send all members of their groups messages in Stage 4. Stage 4 generated our primary dependent variable: the efficacy of leaders and incentives for inducing a turnaround.

Table 1 presents a timeline of the experiment. We now describe each stage in detail.

*Stage 1:* Subjects answered general trivia questions. The purpose of this trivia quiz was to generate information that could be used for leader selection in Stage 3 of the experiment. The questions were chosen to have no relationship to the turnaround game. Our aim was to generate information that would be unrelated to aptitude for playing games, or any sort of obviously relevant skill, but that could serve as a basis for employees choosing between candidate leaders.

Subjects answered five multiple-choice general trivia questions (e.g. “What was the first U.S. state to enter the Union?”). Each question had four possible answers, and subjects averaged 1.45 correct answers. All subjects in a given session were shown the same five questions, which was common knowledge. We used two separate sets of questions to limit contamination between sessions. To give subjects an incentive to think about the questions, one subject was randomly selected to be paid $2 at the end of the session for each correct question. Subjects did not know who the randomly selected subject was until the entire experimental session was completed, and were not told in Stage 1 that their choices would be used for any purpose other than possibly earning a reward for correct answers. In this way, subjects’ performance in the quiz could not be influenced by the desire to become an elected leader.

*Stage 2:* The “turnaround game” is a dynamic game—based on an underlying minimum-effort coordination game modeling production by workers in a firm—designed to capture important elements of the problems an organization faces when trying to escape from a performance trap (Brandts and Cooper, 2006a). The game contains two distinct stages, implemented as Stages 2 and 4 of our design. Stage 2 is intended to induce coordination on an inefficient equilibrium. In
Stage 4 the organization attempts a “turnaround” through interventions intended to produce a shift to the efficient equilibrium.

The turnaround game was played by a fixed group of five participants in the role of “employees.” Stage 2 consisted of a six-round block (Block 1). In each round, the five employees independently and simultaneously selected effort contributions, or number of hours allocated toward a common production task, and received a payoff based on the minimum effort expended in the group. There was no leader in Stage 2.

At the beginning of Stage 2, a common bonus rate (B) was announced, which would be valid throughout all six rounds. The bonus rate, set exogenously, determined how much additional pay each employee received for every unit increase in the group’s minimum effort. In each round, all employees observed B and then—without any communication—simultaneously chose effort levels, where $E_i$ is the effort level chosen by the $i^{th}$ employee. We restricted an employee's effort to be in ten-hour increments: $E_i \in \{0, 10, 20, 30, 40\}$. Intuitively, employees spend forty hours per week on the job, and effort measures the number of these hours that they actually work hard rather than loafling.

Employees’ payoffs for the round were determined by Equation 1 below, in which each additional hour of effort incurs a cost of 5.

$$\pi^t_i = 200 - 5E_i + (B \times \min(E_1, E_2, E_3, E_4, E_5))$$ (eq. 1)

All payoffs were denominated in “experimental currency units” (ECUs). These were converted to monetary payoffs at a rate of $1 equals 500 ECUs.

<table>
<thead>
<tr>
<th>Table 2. Worker Payoffs for Stage 2 (B = 6) and Stage 4 (B = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B = 6</strong></td>
</tr>
<tr>
<td>Minimum Effort by Other Workers</td>
</tr>
<tr>
<td>Effort by Worker i</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>Minimum Effort by Other Workers</td>
</tr>
<tr>
<td>Effort by Worker i</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
</tbody>
</table>

Table 2 displays the payoffs for the two bonus rates used in our experiment, B = 6 for Stage 2 and either B = 6 or B = 10 in Stage 4. For both values of B the resulting game is a
minimum-effort or “weak-link” coordination game (cf. Van Huyck, et al., 1990). All workers coordinating by selecting equal effort, for any of the five available effort levels, is a Nash equilibrium. However, coordinating on an effort level of 40 yields a higher payoff than coordinating, inefficiently, on effort level 0.

In Stage 2 subjects played the game induced by a bonus value of $B = 6$, shown on the left of Table 2. This choice of bonus was intended to generate a history of coordination failure that subjects needed to overcome in Stage 4. To see why efficient coordination is hard with $B = 6$, suppose that all five employees have previously chosen effort level 0. An employee who thinks about raising his effort from 0 to 10 faces a certain payoff reduction of 50 ECUs due to increased effort, while his maximum possible gain is only 10 ECUs beyond the 200 ECUs he gets without risk by choosing 0. For the proposed increase to have a positive expected profit, the employee must believe the probability of the four other employees simultaneously raising their efforts from 0 to 10 equals at least 5/6. If the other four employees are assumed to choose effort levels independently, this requires a greater than 95% chance of each other employee increasing his effort to 10. The incentives to coordinate at higher effort levels are poor.

Emergence of the lowest effort equilibrium in Stage 2 seemed likely, a priori, given these grim incentives and the results of previous research (e.g., Brandts and Cooper, 2006a). Anticipating some of the results, the minimum effort was 0 in the final round of Stage 2 for 55 of the 59 groups in our experiment.

**Stage 3:** In Stage 3, the leader was selected for the conditions with Random and Elected Leaders. This leader’s only role was to send a message to the other subjects in the organization prior to each round of Stage 4.

**No Leader:** In conditions without a leader, there was (obviously) no need to select a leader in Stage 3. To limit any differences between conditions due to restart effects, these sessions also had a pause at the end of Stage 2. During this time, an experimenter read brief instructions that emphasized that the rules for the game would be subsequently unchanged.

**Random Leader:** This treatment follows the standard procedure in experiments of this type by selecting one participant at random to serve as the leader (e.g. Weber et al., 2001). After receiving a description of the role of the leader, subjects were told that one of the group members would be randomly selected as leader. The instructions stressed that all group members were
equally likely to be chosen. Prior to resumption of the turnaround game, in Stage 4, all group members were informed about the ID number of the randomly selected leader. The leader continued to play as an employee, in addition to being able to send messages in each round, and was paid in the same way as the other employees, according to Equation 1 above.

**Elected Leader:** After receiving a description of the role of the leader, subjects were shown, for each member of their group, the number of correct answers from the trivia quiz in Stage 1 as well as the average effort level over the six rounds of the game in Stage 2.\(^3\) This information was identified by randomly assigned ID numbers. Subjects then voted for an individual, using the ID numbers, to serve as the leader for the duration of Stage 4. They were free to vote for themselves. The group member receiving the most votes became the leader, with ties broken randomly.

Prior to resumption of the turnaround game in Stage 4, all group members were told which person (identified by ID number only) had been elected as leader. The identity of the leader was fixed for the remainder of the experiment. Group members were not given any further details about the election outcome and information about Stage 1 and 2 outcomes was not repeated. As in the Random Leader treatment, the elected leader continued to play as an employee, in addition to being able to send messages, and was paid the same way as the other employees.

**Stage 4:** In the final stage of the experiment, groups played two additional six-round blocks of the turnaround game, Block 2 (Rounds 7 – 12) and Block 3 (Rounds 13 – 18). There was a short pause between the two blocks in which the bonus rate was reiterated. In conditions with Random and Elected leaders, the subjects selected to be leaders for Stage 4 could send a typed message to all employees at the beginning of each round before any effort decisions were made.

Aside from the leader treatments described above, Stage 4 also introduced variation in a second treatment dimension, the size of the bonus \(B\) for coordinating on higher minimum effort

---

\(^3\) The relevance of previous effort for choosing a leader is clear, but there were several good reasons for providing information about the Stage 1 quiz results prior to voting. First, quiz performance gave subjects a general measure of competence—not directly related to play of the turnaround game—that could be used in choosing a leader. As we report below, voting responded strongly to quiz performance. Second, only giving subjects information about effort levels in the first phase raises the possibility of “experimental demand” effects: when subjects only have one piece of information, this suggests that they should find some way to use this information when voting. With two pieces of information, subjects may still feel a need to use the information, but have greater freedom to ignore any one piece.
levels. In the *Bonus Increase treatment*, the bonus was increased from $B = 6$ to $B = 10$ for Blocks 2 and 3, while in the *Constant Bonus treatment* it remained at $B = 6$ throughout. Increasing the bonus to $B = 10$ seems a natural benchmark for the effectiveness of financial incentives; Brandts and Cooper (2006a) found $B = 10$ to have the strongest effect in a comparison of different bonus levels.\footnote{Brandts and Cooper (2006a) increased the bonus rate from $B = 6$ to either $B = 8$, $B = 10$, or $B = 14$. The effect was largest with $B = 10$, although differences were small and not statistically significant.}

Even with an increased bonus, achieving successful coordination at high effort levels remains far from trivial. The right side of Table 2 shows the payoff table with $B = 10$. Once again, consider the payoffs for an employee who raises his effort from 0 to 10 following a history of coordination at the lowest effort level. He faces a certain payoff reduction of 50 ECUs due to increased effort, while his maximum possible gain is 50 ECUs beyond the 200 ECUs he gets without risk by choosing 0. To have a positive expected profit, the employee must believe the probability of the four other employees simultaneously raising their efforts from 0 to 10 equals at least 1/2. If the other four employees are assumed to choose effort levels independently, this translates to a greater than 84% chance of *each* other employee increasing his effort. These are better incentives than exist with $B = 6$, but overcoming coordination failure remains challenging in that the group must execute a highly coordinated shift in behavior.

**Procedures:** All sessions were run in Florida State University’s xs/fs laboratory, using the software z-tree (Fischbacher, 2007). All FSU undergraduates were eligible to participate, although subjects were drawn primarily from students taking social sciences classes (economics, political science, and sociology). Subject recruitment was done using the software ORSEE (Greiner, 2004). Subjects were guaranteed $10 for arriving on time. Average earnings across all sessions were $18.15, including the show-up fee. Average session length was about 80 minutes.

At the beginning of each session, subjects were randomly seated. Instructions were read aloud by the experimenter prior to each stage of the experiment. Before beginning play in Stage 2, the turnaround game, all subjects were asked to complete a short quiz about the payoffs and the rules of the experiment. The full text for the instructions is provided in the Appendix.

To facilitate comprehension of the task, the instructions used a corporate context. For example, the five players in a group were explicitly referred to as “employees” and told that they
were working for a “firm.” The leader was called the “firm manager.” However, we avoided the use of terms with strong connotations. For example, instead of asking subjects to choose a level of “effort” they were asked to allocate time between “Activity A” and “Activity B,” with Activity A implicitly corresponding to effort.

At the beginning of each six-round block of the turnaround game, subjects were shown the bonus rate for that block. Subjects were not told what bonus rates would be in subsequent blocks.

When there was a leader (Stage 4, random or elected leader treatments), the round began with the leaders sending messages. Before any effort decisions were made, leaders saw a box in which they could type a message to all employees in their group. Leaders were given no instructions about the content of this message other than being asked to avoid messages that might identify them or with obscene or offensive content. After viewing any message from the leader, the five subjects in each firm (including the leader) simultaneously chose their effort levels for the round. While choosing, subjects saw a payoff table like those displayed in Table 2, showing their payoff as a function of their own effort level and the minimum effort level chosen by other firm members.

At the end of each round, subjects saw a feedback screen showing them their own effort level, the minimum effort for their firm, their payoff for the round, and their running total payoff for the experiment. A separate window on the feedback screen showed subjects a summary of results from earlier rounds. Subjects were not shown the individual effort levels selected by all five employees in their firm. The absence of feedback about individual effort levels makes it more difficult to escape coordination failure in the turnaround game (Brandts and Cooper, 2006b).

At the end of the session, each subject was paid via check the earnings for all rounds played plus the $10 show-up fee. Payment was done on an individual and private basis.

Table 3 summarizes the experimental design. Within each cell we report the number of groups and subjects. Across all conditions, our data includes observations from 295 subjects.

(Table 3 about here)

---

5 The No Leader / No Bonus Increase cell has one fewer group than the others. We had low attendance for the final session of this condition. Data from two sessions were dropped from the dataset because, in these sessions, many of the employees did not receive the messages from their leaders. A software fix resolved this problem.
4. **Hypotheses:** From a purely game theoretic point of view, adding leaders need not affect effort levels. The fact that one of the players has been selected to be the leader does not change the game in any relevant way. The messages that leaders can send need not affect effort level either. Since the messages are cheap talk, mutual play of any of the five effort levels remains consistent with subgame-perfect equilibrium, regardless of messages sent by the leader.6

There are nevertheless reasons to believe that leaders will improve coordination. Leaders, by exerting higher effort, may make it easier for other players to increase the minimum in Stage 4 of the game. In addition leaders’ messages may have a powerful effect on effort levels. Subjects presumably have little difficulty identifying the efficient equilibrium as a desirable outcome, but attempting to simultaneously coordinate a turnaround to mutual effort of 40 is risky, especially when there is no way of knowing others’ intentions and no historical precedent of successful coordination. Communication can play a natural role in making efficient coordination a focal point, both by establishing an expectation that 40 will be chosen by all employees and, perhaps even more importantly, that all employees will start choosing 40 in the current round. Indeed, preceding studies have consistently found that communication has a positive effect on coordination in weak-link games and the turnaround game (e.g. Blume and Ortmann, 2007; Brandts and Cooper, 2007). Therefore, we anticipated that the presence of leaders would, *ceteris paribus*, facilitate a turnaround from the history of low effort established in Stage 2, leading to coordination at high effort levels.

*Hypothesis 1: Minimum effort in Stage 4 will be higher with leaders than without leaders.*

---

6 Play of a babbling equilibrium may seem perverse in a weak-link game with pre-play communication. If coordinating at 40 is Pareto optimal, why wouldn’t a message calling for this equilibrium be believed? The preceding intuition can be formalized by stating that messages that are “self-signaling” and “self-committing” should be considered credible rather than treated as meaningless babble (see Farrell and Rabin, 1996, and Blume and Ortmann, 2007, for discussions of the relevant theory). In our game, such arguments do not resolve the problem. Consider a message calling for play of the efficient equilibrium. This is self-committing, in the sense that the leader wants to follow his own suggestion if he believes the rest of the group will do so. However, even if this makes the message credible (i.e. other group members believe the leader will choose 40), it need not follow that others will follow the leader’s suggestion. They must believe that all of the other followers will also take the leader’s suggestion and choose 40. This is a risky proposition and requires faith in mutual knowledge of the equilibrium. Making matters worse, the leader’s message is not self-signaling (i.e. the leader benefits from others choosing 40 if and only if he chooses 40). Imagine the leader plans on choosing 20 no matter what. If a message calling for the efficient equilibrium moved all of the followers from 0 to 40, the leader would benefit. The preceding example is extreme, but the general point is that the leader has an incentive to exaggerate in hopes of increasing the effort of others *even if he does not plan on following his own recommendation.*
In addition to studying the effect of leadership, our design also studies how leadership effectiveness compares to the effectiveness of increased financial incentives, in the form of a higher bonus in Stage 4. Holding leadership fixed, we anticipated that the bonus rate increase would make it easier to escape the strong precedent of choosing low effort from Stage 2, consistent with the results of previous studies of the turnaround game (Brandts and Cooper, 2006a; Hamman, Rick and Weber, 2007).

*Hypothesis 2: Minimum effort in Stage 4 will be higher with an increased bonus than without.*

A particularly interesting question, given our design, is how the size of the increase (if any) in minimum effort obtained by having an active leader compares with the effect of increasing the bonus rate. No prior study directly compares the effectiveness of messages from a leader and increased financial incentives, where the presence of either intervention varies exogenously, as in our experiment. The closest evidence is from Brandts and Cooper (2007), who, unlike here, study a setting in which both varying bonus rates and leader messages are controlled by a subject playing as firm manager. Their results suggest that the effect of leadership is larger than the effect of increasing the bonus rate. Therefore, we expected to find a larger effect from leadership than an increased bonus rate.

*Hypothesis 3: The effect of increasing the bonus rate will be smaller than the effect of having an active leader.*

Hypothesis 1 predicts a positive effect from allowing leaders to send messages to their groups. However, communication may not be a panacea for coordination problems. Even in the studies referenced above, where communication increases the likelihood of coordination at an efficient equilibrium, there are still many groups that fail to reach full efficiency (Weber *et al.*, 2001; Brandts and Cooper, 2007). This highlights the need to consider mechanisms that enhance the effectiveness of leadership. Our design addresses this, by studying the possibility that changing how the leader is chosen, via election rather than random selection, may further affect the impact of leadership, by yielding leaders who are more “legitimate.”

There are several possible mechanisms through which legitimacy may operate. First, election could select more able individuals to become leaders. In other words, allowing groups to elect leaders might create “legitimacy” simply through groups selecting different people, using
observable characteristics, who are better at inducing turnarounds. Second, elected leaders could feel greater responsibility and hence engage in more active leadership (i.e. choose higher effort levels, send more messages, or send more substantive messages). That is, a selection procedure that confers greater “legitimacy” to a leader may cause that leader to perceive an obligation to try harder. Third, the legitimacy conferred by being elected could change how followers respond to leaders’ actions, \textit{ceteris paribus}. That is, being elected may increase the credibility of a leader’s statements, meaning that followers respond more strongly to the same statements made by an elected leader, relative to one who is appointed at random. For all these reasons, we anticipated greater efficiency with elected leaders.

\textit{Hypothesis 4: Minimum effort in Stage 4 will be higher with an elected leader than with a randomly selected leader.}

Conditional on finding evidence for Hypothesis 4, our analysis will also attempt to identify which of the above channels is primarily responsible for the increased effectiveness of elected leaders. To motivate our study of each channel, we present auxiliary hypotheses that further identify the possible mechanisms underlying the channel through which Hypothesis 4 operates:

\textit{Hypothesis 5a: Electing leaders yields a greater increase in minimum effort through the selection of more able leaders.}

\textit{Hypothesis 5b: Electing leaders yields a greater increase in minimum effort because their election induces leaders to be more active in influencing followers (i.e., choose higher effort levels, send more messages, or send more substantive messages).}

\textit{Hypothesis 5c: Electing leaders yields a greater increase in minimum effort because the property of being elected makes a leader’s statements more likely to be followed.}

For Hypothesis 5a to hold, it must be the case that groups select particular kinds of leaders—e.g., ones with higher quiz scores or higher prior effort—and that these characteristics, in turn, make leaders more effective. To test Hypothesis 5b, we need to show that there are certain actions (i.e.
choosing high effort levels, sending certain types of messages) that are effective for inducing an increase in group minimum effort, and that elected leaders are more likely to take these actions. Finally, testing Hypothesis 5c requires showing that, holding constant what a leader says to the group, elected leaders are more effective than randomly-appointed ones. Testing these hypotheses will require classifying message use by leaders, which we undertake in the analysis. Finally, note that Hypotheses 5a-c need not be mutually exclusive, since all, or any combination, of the above mechanisms might make elected leaders more effective.

5. Results: Recall that “employee” refers to an individual subject in the experiment while “firm” refers to a fixed grouping of five employees. The term “effort” is used for the choice of a single employee while “minimum effort” refers to the minimum of the five effort choices made by the members of the group. In each round, a group produces one observation for minimum effort and five (non-independent) observations for effort.

In this section we investigate the effects of the various treatments on Stage 4 (rounds 7 – 18) individual efforts and firm minimum efforts, in order to test Hypotheses 1 through 4. To better understand the impact of giving greater legitimacy to leaders via election, Section 6 tests Hypotheses 5a, 5b, and 5c. This involves comparing the behavior of elected and randomly selected leaders in Stage 2, prior to selection as a leader, and Stage 4. As an important component of this analysis, we quantify the content of leaders’ messages and evaluate their frequency and effectiveness.

Treatment Effects: Figure 1 displays average minimum effort across rounds, separately for each condition. This data is aggregated for each of the six cells in the experimental design.

(Figure 1 about here)

As noted previously, Stage 2 (1 – 6) reliably induced coordination on an inefficient outcome. The minimum effort was 0 in Round 6 for 55 of 59 groups, and was 0 across Rounds 4 through 6 for 51 of 59 groups. Subsequent regression analysis includes controls for the variation between groups in Stage 2.

Turning to Stage 4 (Rounds 7 – 18), the condition with No Leader and a Constant Bonus serves as a control, showing what happens if nothing is changed from Stage 2. There is no reason
to believe groups will spontaneously escape from the equilibrium productivity trap established in Stage 2 without a change in the environment. Figure 2 confirms that, in this condition, the minimum effort never rises above 0 in Stage 4.\footnote{Individual effort in this condition shows a slight restart effect, increasing a bit between Rounds 6 and 7, but this effect is small and too short-lived to affect the minimum effort for any of the groups.}

Holding the type of leader fixed (no leader, randomly selected, or elected), increasing the bonus rate for Stage 4 raises the minimum effort relative to holding the bonus rate constant. This is evident in Figure 1, when comparing each solid line to the corresponding dashed line. Increasing the bonus rate has an effect for all three types of leadership. In Block 3, the final six rounds, by which behavior has largely converged, the difference between increasing and not increasing the bonus rate is 5.2 vs. 0 with no leader, 30.3 vs. 19.8 for randomly selected leaders, and 38.7 vs. 25.5 for elected leaders.

The aggregate treatment effect of increased bonuses is easily seen in Figure 2, which shows the changes in average minimum effort that corresponds to the three treatment variables (bonus increase, random leader, elected leader) with respect to the corresponding baseline conditions, in which that treatment was absent. For example, the solid line labeled “Bonus Increase” shows the average difference in minimum effort between groups with a bonus increase in Stage 4 ($B = 10$) and those for which the bonus remains unchanged ($B = 6$). This aggregates the effect across all three type of leadership. Figure 2 omits Stage 2 (periods 1-6), as treatments were not introduced during this stage of the experiment. The overall effect of an increased bonus is generally about 10 units throughout most of Stage 4.

\textit{(Figure 2 about here)}

Figure 1 also shows the effects of having active leaders in each condition, by comparing the unmarked lines (No Leader) to the lines with squares (Random Leader) or triangles (Elected Leader) as markers. Figure 2 shows the average change in minimum effort for each type of leader, \textit{relative to the baseline of not having a leader}, pooled across sessions with and without a change in the bonus rate for Stage 4. A few observations emerge from these figures. First, in all comparisons, adding a leader for Stage 4 increases the minimum effort relative to having no leader. This is evident from Figure 1 when comparing the lines with markers to those without. For example, in the case of constant bonuses (dashed lines), adding a randomly selected leader...
increases average minimum effort by about 20 units in Block 3. In all such comparisons, adding an active leader has an effect at least this large on minimum effort.

Also, the effect of having a leader is considerably larger than the effect of increasing the bonus. This can be seen most clearly in Figure 2. A bonus increase raises average minimum effort by about 10 units, but a randomly selected leader increases minimum effort by approximately 23 units and the effect of an elected leader is close to a 30-unit increase in the average minimum effort.\(^8\)

Another observation from Figures 1 and 2 is that elected leaders increase average minimum effort by somewhat more than randomly selected leaders—about 7 additional units of minimum effort in Block 3. The magnitude of this effect is smaller than the effect of simply having a leader, but the difference is present and roughly the same in magnitude both with and without a bonus increase. Looking at Figure 2, a difference emerges by Period 8 and remains fairly stable for throughout Stage 4.

We have thus far based our discussion of treatment effects on a visual examination of the data. The regression reported as Model 1 in Table 4 confirms that these treatment effects are statistically significant. The data for this regression, as well as the other regressions, which will be discussed later, is firm-level data taken from Rounds 7 – 18. The dependent variable is the minimum effort from a single round for a single group—there are twelve observations per group. We use an ordered probit specification; this is appropriate given the inherently ordered and categorical nature of the dependent variable (minimum effort). Because there is correlation between observations taken from the same group, the standard errors have been corrected for clustering at the group level and are displayed in parentheses below the parameter estimates. Each regression is based on 708 observations from 59 groups. Three (***) and two (**) stars indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

(Table 4 about here)

\(^8\) While this result corresponds to the effect of one specific bonus increase, from B = 6 to B = 10, the results of Brandts and Cooper (2006) indicate that the effect of a bonus rate increase is generally not sensitive to the magnitude of the increase. Moreover, in their study, an increase to B = 10 is, if anything, more effective than larger bonus increases. Therefore, we expect that our finding about the relative importance of leadership versus bonus increases would generalize over a broad range of increases.
The primary independent variables in Model 1 are indicator variables identifying the treatments—e.g., whether there was a bonus increase in Stage 4, a leader (randomly selected or elected) in Stage 4, and the marginal effect of an elected leader (beyond the effect of a randomly selected leader) in Stage 4. That is, the coefficient for the indicator variable for elected leaders measures the difference between randomly selected and elected leaders. To capture whether the treatment effects change over time, an indicator variable for Block 3 is included as an independent variable, along with interactions between indicator variables for Blocks 2 and 3 and the three treatment variables. The importance of behavior in Stage 2 for outcomes in Stage 4 is self-evident, as groups who are not trapped at a minimum effort of zero in Stage 2 face an easier task entering Stage 4. To control for differences in Stage 2 outcomes, the maximum of the minimum effort across Rounds 4 through 6 is included as an explanatory variable.\(^9\)

Looking at the results, the effects of having a leader and increasing the bonus rate are significant at the 1% level for both Block 2 and Block 3. The difference between having a randomly selected and an elected leader is significant at the 10% level for Block 3, but not Block 2. While the size of the treatment effects varies slightly between Blocks 2 and 3, none of these differences are statistically significant.\(^{10}\) The results of Model 1 strongly support the following conclusion.\(^{11}\)

**Conclusion 1:** The data are consistent with Hypotheses 1, 2, and 3. Either raising the bonus or adding a leader increases minimum effort in Stage 4. The effect of adding a leader is greater than the effect of increasing the bonus.

The weaker effect of having an elected versus randomly selected leader is consistent with our observation that electing leaders has a consistent effect that is smaller than the overall effect of leadership as summarized in the following conclusion.

---

\(^9\) We experimented with various controls for Stage 2 outcomes, such as the minimum effort in Round 6 or the average minimum effort across all six rounds in Stage 2. We use the Maximum Minimum Effort in Rounds 4 – 6 because it has the clearest relationship with Stage 4 outcomes. However, our conclusions about the treatment effects do not depend on which control for Stage 2 outcomes we use.

\(^{10}\) If we do not include interactions with the identifier for Block 3, the coefficients for a bonus increase and for leader are both significant at the 1% level. The difference between randomly selected and elected leaders is significant at the 10% level.

\(^{11}\) We also looked at the treatment effects for waste, defined as the difference between individual effort and minimum effort for the group. Waste is a good measure of convergence, with low waste indicating strong convergence to equilibrium. Running an ordered probit analogous to Model 1, we find no significant treatment effects on waste.
Conclusion 2: Minimum effort levels in Stage 4 are higher with elected leaders than with randomly selected leaders, as predicted in Hypothesis 4, though the marginal effect is smaller than the marginal effect of adding a randomly selected leader.

There is a strong relationship between behavior in Stages 2 and 4 as captured by the positive and strongly significant estimate for the Maximum Minimum Effort in Rounds 4 – 6.

Model 2 addresses an unexpected feature of our data. One of the two Stage 1 quizzes was significantly more difficult than the other, even though the quizzes were not designed in such a way and we expected no difference. We control for whether this had an effect on Stage 4 outcomes, by including an indicator variable for the more difficult quiz. Taking the harder quiz in Stage 1 has a strong negative effect on performance in Stage 4. The estimates for having elected leaders and Stage 2 behavior (Maximum Minimum Effort, Rounds 4 – 6) become more significant with the inclusion of the quiz indicator, but the nature of the results is otherwise unaffected: whether a leader is elected matters, but not as much as having a leader. Since we did not anticipate an effect from quiz difficulty, we have no explanation for this unanticipated finding, but report it and control for it (in Model 2) as an unintended treatment effect in our data. Further experiments would be needed to establish whether this represents a true effect or a statistical anomaly.

6. What Makes Elected Leaders Effective? We have found that leaders are more effective than bonus increases and that electing a leader yields leaders that are more effective. A striking aspect of our results (see Figure 1) is that elected leaders obtain nearly universal efficient coordination, particularly in the presence of incentives. This level of effectiveness is rare in other similar experimental studies. Thus, a more legitimate procedure for selecting a leader increases that leader’s efficacy for inducing a turnaround to efficiency. An important remaining question, then,

---

12 Average scores on the two quizzes were 1.99 and 1.06. This difference is significant at the 1% level (t = 8.10).

13 This effect seems to reflect the difficulty of the quiz rather than performance on the quiz (i.e. number of correct answers). These two variables (difficulty of quiz and performance on quiz) are highly correlated, but if both are included in a regression like Model 2, the coefficient for taking the more difficult quiz remains statistically significant while the test score has a tiny and statistically insignificant estimate.

14 In subsequent regressions (Models 3 and 4), we have not included a control for quiz difficulty. Adding this variable does not affect our qualitative conclusions from these regressions.
is what is the precise source through which such legitimacy operates? That is, what makes leaders—and, particularly, elected leaders—effective?

As we noted earlier, there are at least three factors that may contribute to the high degrees of effectiveness of elected leaders. First, groups may have used the information on potential leaders that was available at the time of election—accuracy of quiz responses and effort levels in Stage 2—to select more able leaders (Hypothesis 5a). In other words, elected leaders may have different observable characteristics at the time of selection and these characteristics may be associated with greater efficacy. Second, the property of having been elected may lead leaders to act differently—for example, by communicating more or more persistently choosing high-effort choices (Hypothesis 5b). Finally, it is conceivable that the mere fact of being elected makes elected leaders more effective simply because followers are more likely to follow someone they elected, perhaps because they believe others are more likely to do so (Hypothesis 5c).

Who Gets Elected (and Does It Matter)? We first consider whether groups systematically elected certain kinds of leaders, and then whether these leaders tended to be more effective. The only two elements that could influence how many votes an individual received in the Elected Leader conditions were the two pieces of information given to all voters: how many trivia questions a subject answered correctly in Stage 1 and a subject’s average effort level over Block 1 (Stage 2).

The results show that, indeed, leaders had both higher average quiz scores (2.0 vs. 1.1) and Stage 2 effort (14.9 vs. 10.4) than non-leaders. In the Random Leader conditions, we would expect leaders and non-leaders to have approximately the same characteristics, which is what we observe; leaders and non-leaders answered roughly the same number of quiz questions correctly (1.4 vs. 1.5, respectively) and exerted similar effort, on average, in Stage 2 (11.5 vs. 11.0). The difference between leaders and non-leaders is significant for both variables under Elected Leaders, but not with Random Leaders.15

However, the preceding observations do not explain the performance differences in Stage 4. Looking at the raw data, groups with leaders who answered more than the median number of questions in Stage 1 had almost the same average minimum effort in Stage 4 as those with

---

15 For each variable, we ran a regression with fixed effects at the group level and indicator variables for leaders in the Randomly Selected and Elected Leader treatments. The resulting parameters capture the difference between leaders and the average group member for the variable and treatment in question. See Table A.1 for results. The correlation between quiz score and Stage 2 effort is small and not statistically significant, so the relationship between being a leader and quiz score cannot be attributed to an indirect effect of Stage 2 effort (or vice versa).
leaders below the median (28.3 vs. 28.4).

Things look more promising if we look at effort, as groups with managers who had more than the median effort in Stage 2 had slightly higher average minimum effort in Stage 4 than groups with managers below the median (29.5 vs. 27.2). However, groups that achieved a minimum effort above zero at some point in Rounds 4 – 6, the final three rounds of Stage 2, all end up having managers with Stage 1 effort above the median. It seems likely that the positive effect of having a manager with high effort in Stage 2 is due to reverse causality, as groups that do well in Stage 2 tend to do well in Stage 4 and have individuals serving as leaders who have high effort in Stage 2.

Model 3 in Table 4 formally examines the impact of leader characteristics. This is a modified version of Model 1, adding controls for the leader’s number of correct answers in Stage 1 and average effort across Stage 2. These variables are set equal to zero in groups without leaders and are demeaned for groups with active leaders, with quiz scores demeaned separately for each quiz type. The parameter estimate for the leader’s quiz performance is negative and falls just below significance at the 5% level, while the leader’s effort in Stage 2 has no detectable effect if we control for the group’s Stage 2 outcomes. Controlling for the characteristics of the leaders, the effect of having an elected leader becomes stronger in both Block 2 and Block 3, achieving significance at the 10% level in Block 2 and at the 5% level in Block 3. Thus, elected leaders do well in spite of who is elected to be a leader.

Conclusion 3: Groups in the Elected Leader treatment are more likely to appoint leaders who score higher on the Stage 1 quiz and who expend more effort in Stage 2, but this does not explain the difference in minimum effort between the Elected and Random Leader conditions. These results are inconsistent with Hypothesis 5a.

---

16 The median is calculated across the 40 managers, not the 295 subjects. The median is based on the demeaned quiz score, to prevent assigning almost all the managers who took the harder quiz to the lower group and the managers who took the easier quiz to the high group.

17 If we interact the leader characteristics with the treatment, the negative effect of the leader’s quiz performance comes primarily from randomly assigned leaders. Including interactions does not change our conclusion that differing leader characteristics cannot explain the effect of having an elected leader.

18 We have also looked at controlling for the number of votes received by an elected leader. The distribution of votes received by winners was the following: 2 votes (13 obs.), 3 votes (4 obs.), and 4 votes (3 obs). Adding a control for the number of votes received by an elected leader to Model 3, the parameter estimate (which equal .435 with a robust standard error of .461) is small and not close to statistical significance.
Do Elected Leaders Behave Differently? The previous subsection focused on whether electing the leader led to different types of subjects becoming leaders. This section instead asks whether being elected generates different behavior by leaders.

One possibility is that the observed treatment effect could be due to elected leaders choosing higher effort in Stage 4 (relative to non-leaders) than randomly appointed leaders, thus raising the minimum effort in their groups primarily through the effect of their own effort choices. Leaders in our experiment cannot lead by example (i.e. Güth, et al., 2007, Gächter et al., 2007; Cartwright, Gillet and Van Vugt, 2013) in the standard sense, since their actions cannot be observed by others (recall that only the minimum effort for a group is reported in the feedback). However, consistent choice of a high effort level by an individual makes it easier for their group to coordinate at an efficient equilibrium. If elected leaders feel greater obligation to their group than randomly appointed leaders, they may be more willing to risk a low personal payoff in exchange for increasing the likelihood of successful coordination by their group.

Our results show that leaders do tend to choose higher effort levels than their followers. In Round 7—the first point in the experiment at which leadership could be exercised—leaders have somewhat higher average effort than their followers (35.0 vs. 30.1). This difference narrows quickly, but persists throughout Block 2, with average effort of 33.2 for leaders versus 31.3 for followers. No difference is observed in Block 3 (30.6 vs. 30.5).\(^{19}\) However, the difference between leaders and followers does not depend on whether leaders are randomly selected or elected; the difference between the average effort of leaders and followers in Round 7 is 5.5 with randomly selected leaders as opposed to 4.3 with elected leaders.\(^ {20}\)

**Conclusion 4:** Leaders tend to choose higher effort levels than their followers, but this does not differ between randomly selected and elected leaders and hence cannot explain the greater efficacy of elected leaders. This result eliminates one channel for Hypothesis 5b.

Another obvious way in which leaders could differ across conditions is in the messages they send. Communication is the primary instrument leaders have available to directly influence their group members’ choices. In the remainder of this section, we use content analysis to discuss

---

\(^{19}\) Regression analysis similar to Model 1 in Table 4 confirms that leaders exert significantly more effort than followers in Round 7 as well as throughout Block 2 (but not Block 3). This specification uses effort as the dependent variable, clusters at the group level, and adds a binary variable for leaders interacted with the variable for the block (in regressions that include data for Rounds 7 – 18 rather than just Round 7).

\(^{20}\) Across Block 2 these differences are 2.3 and 1.4. Regression analysis confirms the lack of significant differences.
whether differing message content could explain the differing efficacy of randomly selected and elected leaders.

To study leader's communication strategies we quantified the content of the leaders’ messages by developing and implementing a coding scheme to identify properties of each message sent by leaders. The purpose of this coding was not to capture every detail of what was said by leaders, but rather to identify broad themes in the messages. After reading through the messages, the three authors agreed on general types of messages that seemed common. The general structure of the game and the coding categories were then explained separately to two research assistants, who coded all of the messages.21

Coding was binary—a message was coded as a 1 if it was deemed to contain the relevant category of content and zero otherwise. We had no requirement on the number of codings assigned to a message; a coder could select as many or few categories as he or she deemed appropriate. The two coders coded all of the messages independently. No effort was made to force agreement among coders—the goal was to have two independent readings of each message so that any coding errors were uncorrelated. Unless otherwise noted, we use the average coding across the two coders.

(Table 5 about here)

Table 5 provides descriptions of all the coding categories, the percentage of messages that were coded for each category (“Frequency”), and kappa, a common measure of inter-coder agreement (Cohen, 1960), for each category.22 With one exception, the kappas show substantial agreement between the coders.

Most of the categories are self-explanatory, but there are a few cases requiring additional clarification. Category 1f, “Ambiguous Suggestion, Positive but not Specific,” applies to messages where leaders called for a positive effort level without specifying exactly what was to

21 The RAs were not told any hypotheses that we had about the data, nor were they asked to make any determination about why particular messages were sent or what the effect of these messages might have been. Instead, we stressed to the RAs that their sole job was to accurately represent what the leaders had said.

22 Cohen’s kappa equals \( \frac{p(a) - p(e)}{1 - p(e)} \), where \( p(a) \) is the observed probability that the two coders agree and \( p(e) \) is probability of agreement by chance. Perfect agreement yields a kappa of 1 while kappa equals 0 if the two coders agree no more than would occur by chance.
be chosen. This type of comment was rare, largely reserved for cases where firms had not coordinated on the maximum effort and the leader was simply urging the employees to choose more effort. It is the one category with a poor kappa, reflecting its vague nature. Category 2 was coded for *any* explanation of why the suggested effort should be chosen, but most of these explanations consisted of appeals to the mutual benefits of coordination (e.g. “Great! Remember 40 hours = the max amount of cash in each of our pockets when we're done!”). Leaders frequently sent messages that were unrelated to the game being played, which were coded under Category 6. These generally occurred in later rounds for groups that had converged to equilibrium. Common topics included jokes, discussion of how the leader planned on spending their earnings, and complaints that people were taking too long to make their decisions.

Most messages (88%) contained content that was relevant to play of the game. Mostly, these were suggestions about what effort should be chosen. The paucity of explanations for the suggested effort level is largely driven by convergence to equilibrium. Explanations were fairly common in the early rounds (44% of messages sent in Rounds 7 and 8), but rapidly died out. Employees received an explanation at least once in 73% of the groups. Positive feedback about the previous round’s outcome (e.g. “You guys just did a great job! I'm so proud of you.”) also died out over time. Restricting attention to cases where employees had coordinated on effort level 40 in the previous round, the frequency of positive feedback fell from 56% of messages in Block 2 to 34% in Block 3. Once firms had converged to the efficient outcome, many leaders no longer felt the need to do much beyond telling employees to keep choosing the same effort level.

Figure 3 examines whether elected leaders communicate differently from randomly selected leaders. The upper left panel shows the frequency of relevant messages (i.e. messages that are relevant to play of the game, rather than social banter) by leader type (randomly selected vs. elected). The data is grouped into three-round blocks to reduce noise in the graph. The remaining three panels graph the frequency of the three most common coding categories, other than social banter, as a function of the leader’s type. These frequencies are given as percentage of total observations, including cases in which no message was sent, rather than the percentage of messages.

(Figure 3 about here)

---

23 The coders had difficulty interpreting this category, with comments assigned to this category by one coder often coded under Categories 4 or 6 by the other.
Looking at the upper left panel of Figure 3, elected leaders are more likely to send relevant messages than are randomly selected leaders in Rounds 7 – 9, the critical early rounds where the largest changes in minimum efforts take place. This difference narrows somewhat in later rounds, but is present throughout the experiment. Looking at specific types of comments, we see the same pattern. In Rounds 7 – 9, elected leaders are more likely to suggest choice of effort level 40, provide an explanation for a suggested effort level, and to give positive feedback. The difference between elected and randomly selected leaders consistently narrows over time, but is always present.

The preceding observations suggest that the superior performance of elected leaders may be due to different communication patterns. That is, in our experiment, the mechanism through which the leader selection procedure increases legitimacy and effectiveness appears to operate, at least partly, through an influence on the behavior of leaders themselves. However, before we can reach this conclusion, two things need to be established.

First, we have to provide statistical evidence that elected leaders send significantly more relevant messages than randomly selected leaders. This is complicated, because minimum effort feeds back into what messages are sent. The regressions in Table 6 address this issue. The data is drawn from Rounds 7 – 9 of sessions with leaders. With the exception of Model 4, the dependent variable measures whether the leader suggested effort level 40 and/or provided an explanation for this suggestion. Specifically, the dependent variable is the sum of the codings for Categories 1e and 2.\textsuperscript{24} Independent variables included in all regressions are a binary variable for whether the leader was elected, one for whether the bonus increased for Stage 4, and time-period dummy variables (not reported to save space). The regressions in Table 6 are OLS models.

\textbf{(Table 6 about here)}

The regression results strongly support our observation from Figure 3 that elected leaders send more relevant messages in Rounds 7 – 9. Model 1 only includes the main controls. The

\begin{footnote}
\textsuperscript{24} There are three coding categories that are relevant to the games and commonly utilized by leaders (see Table 5): suggestions of effort level 40 (1e), explanations for this suggestion (2), and positive feedback (4). Messages coded for Category 2 in Rounds 7 – 9 are a strict subset of those coded for Category 1e. Using the sum captures the idea that messages providing an explanation are a more intense version of suggesting effort level 40. (Regressions looking at the effect of messages find that both types of message lead to increased effort.) We did not include Category 4 because this is almost entirely a reaction to a good outcome in the previous round, making causality murky.
\end{footnote}
coefficient for elected leaders is significant at the 5% level and the coefficient for a bonus increase is not statistically significant. Causality is tricky here because subjects are more likely to send messages coded for Categories 1e and 2 when the minimum effort was high in the previous round. If elected leaders are unusually successful for reasons unrelated to their communication, they will tend to have higher lagged minimum efforts and hence send more relevant messages, *ceteris paribus*. Model 2 addresses this by adding the lagged minimum effort as an independent variable. The estimate for the lagged minimum effort is positive and significant at the 5% level, but the effect on the estimates for elected leaders and bonus increases is minimal. Of course, Model 2 may still not fully address the issue of whether the effect of elected leaders is due to changes in the lagged minimum effort, because the lagged minimum effort is arguably endogenous. Model 3 therefore instruments for the lagged minimum effort. The instrumental variables are the maximum of the minimum effort in Rounds 4 – 6 for the three non-leaders in the group and the average minimum effort in Rounds 1 – 6 for the three non-leaders. Once again the estimates for the lagged minimum effort and elected leaders are significant while the estimate for a bonus increase is not.

Model 4 explores whether our conclusions are sensitive to our choice of a dependent variable. The specification is the same as in Model 3, except the dependent variable is whether any relevant category was coded (i.e. any category except for social banter). As with the narrower measure, relevant messages are more likely with higher lagged minimum efforts and for elected leaders. Model 5 explores the possibility that the greater frequency of relevant messages with elected leaders is due to the type of person who tends to be elected as a leader. Specifically, as we show earlier, elected leaders tend to do better at the Stage 1 quiz and to have exerted more effort in Stage 2. Model 5 modifies Model 3 by controlling for these two leader characteristics. Neither of these new variables has a significant effect on the number of messages sent in Categories 1e and 2, nor is the effect of having an elected leader much changed. This suggests that the fact that leaders send a greater number of messages is primarily due to their

---

25 Suppose that each leader has a type. If their type is correlated with the lagged minimum effort, the resulting estimates will be biased. Mathematically, suppose the error term for individual i in period t has the form $\mu_i + \epsilon_{it}$, where the first term is the individual specific error term and the second term is an idiosyncratic error term. The source of concern is correlation between $\mu_i$ and the lagged minimum effort.

26 As a different way of dealing with this problem, we also reran Models 1 and 2 using just data from Round 7. The coefficient for elected leaders is positive and significant at the 10% level.
being elected, rather than the election producing leaders with different characteristics than randomly selected leaders.

Knowing that elected leaders send more relevant messages than randomly selected leaders, we next need to establish that this can explain the increase in minimum effort levels with elected leaders. Specifically, we need to show that minimum effort levels are affected by the leader’s messages and that this explains the effect of having an elected leader. We therefore modified Model 1 from Table 4, our basic regression showing the existence of a treatment effect, to account for the messages sent by leaders. As noted previously, messages are correlated with lagged outcome. To limit endogeneity concerns, the new independent variable is the sum of the codings for Categories 1 and 2e in Round 7. This is highly correlated with the use of these messages in later rounds, but cannot depend on what minimum effort levels have been achieved under the leader’s influence.

Even with a relatively weak measure of what messages are being sent by leaders, the result in Model 4 of Table 4 is striking. The effect of sending messages suggesting effort level 40 (and possibly explaining this suggestion) has a strong positive effect. The other treatment effects remain strong and significant, but the effect of having an elected leader disappears, both in terms of statistical significance and the magnitude of the coefficient.\textsuperscript{27} Thus, controlling for the types of messages that get sent entirely explains the difference between randomly selected and elected leaders.

**Conclusion 5:** Elected leaders are more likely to send relevant messages, particularly messages suggesting and explaining use of effort level 40. This difference largely explains the differing performance of groups with randomly selected and elected leaders. Our findings are consistent with one of the channels described in Hypothesis 5b.

Beyond elected leaders sending more relevant messages, it is also possible that followers might respond to these messages differently when a leader is elected, as proposed in Hypothesis 5c. Figure 4 examines this possibility. Data is taken from Rounds 7 – 9, the first three rounds of Stage 4. This is the time frame when most changes in the effort levels are taking place and, by extension, when a leader has the greatest ability to affect outcomes. We do not include

\textsuperscript{27} This result does not depend on the specifics of how we account for relevant messages being sent. Controlling separately for Categories 1e and 2 or for all relevant codings yields similar results.
observations where the group coordinated on the efficient equilibrium in the previous round (i.e., all group members choose 40). Groups that coordinate at 40 virtually always stay coordinated at 40, so there is little scope for the leader’s messages to have an effect. We focus on a specific type of comment, suggestions to play 40 (Category 1e). This is the most commonly coded category and has a large impact on the group’s minimum effort. Figure 4 breaks the data down by leader type (randomly selected or elected) and whether the message was coded by either coder for a suggestion to play 40. Figure 4 displays the average minimum effort of the three followers for each of the resulting four cells.

(Figure 4 about here)

Looking at Figure 4, a suggestion to play 40 is associated with increased minimum effort for either randomly selected or elected leaders. More importantly, suggesting play of 40 has roughly the same effect for both types of leaders. If anything, suggesting play of 40 looks like it has a slightly smaller effect with elected leaders. Thus, the positive effect of elected leaders does not seem to stem from a stronger response to the messages they send, but rather to what messages get sent.

To put the preceding analysis on firmer statistical ground, we estimated regressions of the effects of various types of messages. These are ordered probit models with the current round’s minimum effort as the dependent variable and, as independent variables, binary variables for the current time period, controls for the coded content of the leader’s message,28 and the lagged minimum effort.29 The data for this regression is firm-level data taken from Rounds 7 – 18 with leaders (randomly selected and elected). Standard errors are corrected for clustering at the group level. The estimated effects of a suggestion to choose 40 on minimum effort and an explanation for such a suggestion are positive and statistically significant at the 1% level. If we interact these

---

28 These controls are limited to message categories coded in at least 10% of the observations (1e, 2, 4, and 6; see Table 6). None of the omitted categories come close to the 10% threshold and all are sufficiently rare that we cannot measure what, if any, effect they might have.

29 Lagged minimum effort is included to control for omitted variable bias, as the content of messages sent in Round t depends on the minimum effort in Round t – 1. Because the lagged dependent variable is included as an independent variable, parameter estimates are interpreted as measuring the effect on changes in the minimum effort rather than the effect on levels. Inclusion of the lagged dependent variable dictates that treatment dummies should not be included since these are highly correlated with the lagged dependent variable. Their inclusion does not substantively change the results.
two categories with a dummy for elected leaders, the impact of neither category differs significantly by leader type.\textsuperscript{30}

\textit{Conclusion 6: Relevant messages from elected leaders are no more effective for elected leaders than randomly selected leaders. Our findings are inconsistent with Hypothesis 5c.}

\textbf{7. Final remarks:} The purpose of this paper is to study the effectiveness of leadership in inducing organizational change, and relate it to the impact of changes in incentives. By varying the source of a leader’s position from one that is arbitrary to one that involves the direct approval of followers, our experiment varies leaders’ legitimacy and allows us to investigate how this affects leaders’ effectiveness.

The presence of a leader turns out to have a stronger positive effect on performance than an increase in financial incentives. Moreover, leaders that are elected are more effective than randomly selected leaders, a condition we use as the benchmark to control for the pure effect of the presence of a leader.

We also study why elected leaders are more effective. Elected leaders score better than randomly selected leaders on a task on which the election is based and also exert more effort after becoming leaders, but this does not account for their effectiveness. The mechanism through which elected leaders motivate their partners in the group to reach higher performance levels is through sending messages relevant to the play of the game. Importantly, the effectiveness of relevant messages does not differ between elected and randomly selected leaders. Elected leaders send relevant messages more frequently and that is why they are more effective.

Economists are trained to focus on the importance of incentives and the deep structure of games being played within organizations. However, our work stresses the “soft” parts of an organization. Having good incentives to coordinate yields efficiency improvements, but not as much as having a leader. What the leader says and how the leader is chosen are critical elements for how an organization will perform. As such, our work adds to the growing experimental

\textsuperscript{30} The parameter estimates for categories 1e and 2 are .827 and 1.167 with standard errors of .326 and .533 respectively. Both estimates are significant at the 5% level. The parameter estimates for the two interaction terms are -.084 and .098 with respective standard errors of .384 and .575. Neither interaction term is statistically significant. The effects of categories 4 and 6 remain insignificant.
literature stressing the importance of communication.\textsuperscript{31} We also hope our work illustrates the value of marrying the analytical tools and formalism of economics with topics that have been considered more the province of management departments.

The result that elected leaders are more effective than ones appointed at random has important implications for the selection of leaders in firms. Indeed, while considerable attention is devoted to figuring out how to select the “right” people as leaders (e.g., Stoddard and Wyckoff, 2009)—something that is relatively unimportant in our experiment—we highlight the importance of the process of selecting leaders. Follower participation is sometimes credited as a means for obtaining “buy in” by those who are to be led—but, in our case, the benefits of such follower involvement end up being at least partly the result of the effect of the selection process on leaders themselves. That is, returning to the claim, from Tyler (2006), that legitimacy is “a psychological property of an authority, institution, or social arrangement that leads those connected to it to believe that it is appropriate, proper and just” (p. 375), our results suggest that legitimacy may affect the perceptions and actions of leaders themselves. This creates a new channel for enhancing the effectiveness of leaders.

More broadly, we interpret the results of our experiment as evidence that the method of leader selection affects leaders’ “legitimacy” and hence the degree to which they consider themselves responsible to lead their groups through a turnaround. Our findings complement previous work illustrating the effects of legitimacy on decision-making in groups. In both Sutter et al (2010), where voting on institutions leads to more cooperation, and Levy et al (2011), who find that leader platforms that have been selected by voting have a positive impact on cooperation, voting has a direct effect on the actions of those voting. In our work, voting does not affect the performance of group members directly but instead operates indirectly by making those selected through a voting procedure—i.e., group leaders—change their behavior and be more proactive in influencing followers. Thus, we provide a new account, supported by empirical evidence, for how legitimacy can affect outcomes.

\textsuperscript{31} Recent papers that emphasize the interaction between communication and economic outcomes include Charness and Dufwenberg (2006) and Charness et al. (2013) on contracting, Cooper and Kühn (forthcoming) on firm collusion and Brandts et al. (2013) on leadership and cooperation in teams.
Bibliography


Güth, Werner, Maria Vittoria Levati, Matthias Sutter and Eline van der Heijden (2007), Leading by example with and without exclusion power in voluntary contribution experiments, *Journal of Public Economics,* 91, 1023–1042.


Table 3. Summary of Experimental Conditions and Data

<table>
<thead>
<tr>
<th>Type of Leader</th>
<th>Constant Bonus</th>
<th>Bonus Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Leader</td>
<td>9 groups 45 subjects</td>
<td>10 groups 50 subjects</td>
</tr>
<tr>
<td>Random</td>
<td>10 groups 50 subjects</td>
<td>10 groups 50 subjects</td>
</tr>
<tr>
<td>Elected</td>
<td>10 groups 50 subjects</td>
<td>10 groups 50 subjects</td>
</tr>
</tbody>
</table>
Table 4: Ordered Probit Analysis of Treatment Effects

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 3 (Rounds 13 – 18)</td>
<td>-.280 (.216)</td>
<td>-.352 (.244)</td>
<td>-.291 (.228)</td>
<td>-.314 (.312)</td>
</tr>
<tr>
<td>Block 2 H BonusIncrease</td>
<td>1.014*** (.321)</td>
<td>.903*** (.336)</td>
<td>1.032*** (.329)</td>
<td>1.533*** (.335)</td>
</tr>
<tr>
<td>Block 3 H BonusIncrease</td>
<td>1.283*** (.385)</td>
<td>1.281*** (.396)</td>
<td>1.313*** (.373)</td>
<td>1.809*** (.434)</td>
</tr>
<tr>
<td>Block 2 H Leader, RandomorElected</td>
<td>1.683*** (.311)</td>
<td>1.766*** (.325)</td>
<td>1.668*** (.303)</td>
<td>1.228*** (.331)</td>
</tr>
<tr>
<td>Block 3 H Leader, RandomorElected</td>
<td>1.860*** (.395)</td>
<td>1.951*** (.409)</td>
<td>1.853*** (.392)</td>
<td>1.431*** (.480)</td>
</tr>
<tr>
<td>Block 2 H Elected Leader</td>
<td>.556 (.393)</td>
<td>.796* (.422)</td>
<td>.810* (.464)</td>
<td>-.062 (.384)</td>
</tr>
<tr>
<td>Block 3 H Elected Leader</td>
<td>.818* (.448)</td>
<td>1.183*** (.440)</td>
<td>1.076** (.479)</td>
<td>.171 (.481)</td>
</tr>
<tr>
<td>MaximumMinimumEffort Rounds 4 – 6</td>
<td>.041*** (.021)</td>
<td>.060*** (.021)</td>
<td>.047** (.021)</td>
<td>.061*** (.023)</td>
</tr>
<tr>
<td>HardQuiz</td>
<td></td>
<td>-.797** (.350)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leader’s Quiz Score</td>
<td></td>
<td></td>
<td>-.373* (.196)</td>
<td></td>
</tr>
<tr>
<td>Leader’s Average Effort Stage 2</td>
<td></td>
<td></td>
<td>.004 (.023)</td>
<td></td>
</tr>
<tr>
<td>Period 7 Suggest 40 + Explanation</td>
<td></td>
<td></td>
<td></td>
<td>1.220*** (.213)</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-549.43</td>
<td>-528.45</td>
<td>-533.33</td>
<td>-441.03</td>
</tr>
</tbody>
</table>

Note: All regressions contain 708 observations from 59 groups. Standard errors are corrected for clustering at the group level. Three (***) and two (**), and one (*) stars indicate statistical significance at the 1%, 5%, and 10% respectively.
Table 5: Categories of Messages for Content Analysis

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Frequency</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Suggested Effort Level 0</td>
<td>.010</td>
<td>.798</td>
</tr>
<tr>
<td>1b</td>
<td>Suggested Effort Level 10</td>
<td>.008</td>
<td>1.000</td>
</tr>
<tr>
<td>1c</td>
<td>Suggested Effort Level 20</td>
<td>.002</td>
<td>1.000</td>
</tr>
<tr>
<td>1d</td>
<td>Suggested Effort Level 30</td>
<td>.005</td>
<td>.799</td>
</tr>
<tr>
<td>1e</td>
<td>Suggested Effort Level 40</td>
<td>.497</td>
<td>.900</td>
</tr>
<tr>
<td>1f</td>
<td>Ambiguous Suggestion, Positive but not Specific</td>
<td>.011</td>
<td>.173</td>
</tr>
<tr>
<td>2</td>
<td>Explanation for Suggested Effort</td>
<td>.112</td>
<td>.791</td>
</tr>
<tr>
<td>3</td>
<td>Appeals to Mutual Trust</td>
<td>.014</td>
<td>.776</td>
</tr>
<tr>
<td>4</td>
<td>Positive Feedback about Previous Outcome</td>
<td>.255</td>
<td>.715</td>
</tr>
<tr>
<td>5</td>
<td>Negative Feedback about Previous Outcome</td>
<td>.035</td>
<td>.817</td>
</tr>
<tr>
<td>6</td>
<td>Social Banter (unrelated to game)</td>
<td>.178</td>
<td>.609</td>
</tr>
</tbody>
</table>
Table 6: Regressions on Message Use, Coding by Leader Type

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IV</strong></td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dependent Variable</td>
<td>1e + 2</td>
<td>1e + 2</td>
<td>1e + 2</td>
<td>AllRelevant</td>
<td>1e + 2</td>
</tr>
<tr>
<td>Elected Leader</td>
<td>.400**</td>
<td>.361**</td>
<td>.327***</td>
<td>.164**</td>
<td>.341***</td>
</tr>
<tr>
<td></td>
<td>(.164)</td>
<td>(.140)</td>
<td>(.113)</td>
<td>(.076)</td>
<td>(.096)</td>
</tr>
<tr>
<td>BonusIncrease</td>
<td>.183</td>
<td>.141</td>
<td>.103</td>
<td>.075</td>
<td>.091</td>
</tr>
<tr>
<td></td>
<td>(.164)</td>
<td>(.134)</td>
<td>(.113)</td>
<td>(.080)</td>
<td>(.104)</td>
</tr>
<tr>
<td>LaggedMinimumEffort</td>
<td></td>
<td></td>
<td>.011**</td>
<td>.021***</td>
<td>.017**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.005)</td>
<td>(.006)</td>
<td>(.008)</td>
</tr>
<tr>
<td>Leader’sQuiz Score</td>
<td></td>
<td></td>
<td></td>
<td>- .068</td>
<td>- .028**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.005)</td>
<td>(.014)</td>
</tr>
<tr>
<td>Leader’sAverageEffort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- .001</td>
</tr>
<tr>
<td>Stage 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.007)</td>
</tr>
</tbody>
</table>

Note: All regressions contain 120 observations from 40 groups. Standard errors are corrected for clustering at the group level. Three (***) and two (**) stars indicate statistical significance at the 1%, 5%, and 10% respectively.
Figure 1. Average Minimum Effort by Condition

<table>
<thead>
<tr>
<th>Condition</th>
<th>Graph Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Bonus / No Leader</td>
<td></td>
</tr>
<tr>
<td>Constant Bonus / Elected Leader</td>
<td></td>
</tr>
<tr>
<td>Bonus Increase / No Leader</td>
<td></td>
</tr>
<tr>
<td>Bonus Increase / Randomly Selected Leader</td>
<td></td>
</tr>
<tr>
<td>Bonus Increase / Elected Leader</td>
<td></td>
</tr>
</tbody>
</table>

- Constant Bonus / No Leader
- Constant Bonus / Elected Leader
- Bonus Increase / No Leader
- Bonus Increase / Randomly Selected Leader
- Bonus Increase / Elected Leader
Figure 2. Average Treatment Effects on Minimum Effort

- Bonus Increase (vs. Constant Bonus)
- Random Leader (vs. No Leader)
- Elected Leader (vs. No Leader)
Figure 3: Frequency of Relevant Messages and Categories by Leader Type
Figure 4: Effect of Suggested Play of 40 by Leader Type

Note: Observations are from Rounds 7 - 9 with lagged minimum effort less than 40.
### Table A.1: Characteristics of Leaders versus Followers

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Treatment</th>
<th>Leader Dummy</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiz Score</td>
<td>Elected</td>
<td>.813***</td>
<td>.233</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>-.113</td>
<td>.295</td>
</tr>
<tr>
<td>Stage 2 Effort</td>
<td>Elected</td>
<td>4.50***</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>-0.46</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Note: All regressions contain 100 observations from 20 groups. All regressions include fixed effects at the group level and report robust standard errors. Three (***), two (**), and one (*) stars indicate statistical significance at the 1%, 5%, and 10% respectively.
Appendix: Instructions
General information

This is an experiment in decision-making. In addition to a $10 participation fee, you will be paid any additional money you accumulate during the experiment at the conclusion of today's session.

All payoffs during the experiment are denominated in an artificial currency, experimental currency units (ECU). At the end of the experiment, ECU will be converted to cash at the rate of $1 per 500 ECU. Upon completion of the experiment, your earnings will be converted to dollars and you will be paid privately, with a check. The exact amount you receive will be determined during the experiment and will depend on your decisions and the decisions of others.

If you have any questions during the experiment, please raise your hand and wait for an experimenter to come to you. Please do not talk, exclaim, or try to communicate with other participants during the experiment. Participants intentionally violating the rules may be asked to leave the experiment and may not be paid.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Description of stages and parts

This experiment will consist of two stages (I and II). Each stage will have several parts. We will first proceed through Stage I, and you will then receive new instructions for Stage II.

At the end of the experiment, we will randomly select one participant in the experiment here today (by randomly drawing one of the participant numbers). This will be the only participant who will receive payment from Stage I. That is, each of you will make choices in Stage I. At the end of today’s experiment, we will randomly select one of you, and this will be the only person who will receive any earnings from Stage I of the experiment. However, since you will not know which of you it will be, you should treat your choices in Stage I as if they counted, since for one of you these choices will count.

Are there any questions before we proceed?

We will now proceed to instructions for Stage I.
Instructions for Stage I

In Stage I you will each answer five multiple-choice general trivia questions. You will all receive the same five questions. These questions were randomly selected from a large database of questions dealing with general knowledge of varied topics. Each question will ask you to select the correct answer from one of four options. For each question answered correctly, there is a 1000 ECU ($2.00) prize.

If your participant number is randomly selected at the end of today’s session, then you will receive 1000 ECU ($2.00) for every question you answer correctly.

Are there any questions before we proceed?

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Choices for Stage I

Below are the five questions for Stage I of the experiment. For each question, click on the answer that you believe is correct. Once you are done, please check your answers before clicking “Continue.”

1. Which of the following countries in Africa is totally land-locked?
   - Sudan
   - Gabon
   - Botswana
   - Mauritania

2. What was the first U.S. state to enter the Union?
   - New Jersey
   - Georgia
   - Pennsylvania
   - Delaware

3. Which Irish city’s name means ‘black pool’?
   - Dublin
   - Blackburn
   - Belfast
   - Cobb

4. Which planet once had a 'Great Dark Spot' before it disappeared in 1995?
   - Jupiter
   - Mars
   - Saturn
   - Neptune

5. The mathematical term ‘e’ stands for what number, to two decimal places?
   - 1.72
   - 2.71
   - 1.27
   - 2.17

Please click “Continue” once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Parts, Rounds, and Firms: Stage II of the experiment will have two parts. In the first part there are 6 rounds and in the second part there are 12 rounds.

For the remainder of this experiment you will be randomly assigned to a firm consisting of five participants. You will be grouped with the same four other participants for all 18 rounds.

The following instructions are for the first part of Stage II -- the first six rounds. You will receive instructions about any changes to the rules prior to the start of the second part of Stage II.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Task: There are five employees in each firm. Each round of the experiment can be thought of as a workweek. Each of the five employees spends 40 hours per week at their firm. In each round, there will be a bonus rate for all employees.

After seeing the bonus rate, each employee has to choose how to allocate his or her time between two activities, Activity A and Activity B. Specifically, each employee will be asked to choose how much time to devote to Activity A. The available choices are 0 hours, 10 hours, 20 hours, 30 hours, and 40 hours. That employee's remaining hours will be put towards Activity B. For example, if an employee devotes 30 hours to Activity A, this means that 10 hours will be put towards Activity B. Weekly payoffs for employees depend on a bonus rate and on the number of hours allocated to Activity A by the employees.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Employee Payoffs: The payoff for an employee of the firm is determined in each round by the bonus rate (B), how many hours that employee spends on activity A, and the minimum number of hours employees in his or her firm spend on Activity A. The employee's payoff is reduced by 5 ECUs per hour that he or she spends on Activity A. The employee also receives the bonus rate multiplied by the minimum number of hours any employee in his or her firm spends on Activity A. Each employee also automatically gets a flat payoff of 200 ECUs in each round.

For example, suppose an employee spends 10 hours on Activity A. Suppose the other three workers in his or her firm spend 20, 40, and 40 hours and the bonus rate equals 8. The minimum hours spent on Activity A is 10 hours. The employee's payoff equals $200 - 5 \times 10 + 8 \times 10 = 230$ ECUs.

These payoffs are summarized by the formula below. The variable $HA(i)$ gives the number of hours spent on Activity A by employee $i$. The variable $B$ gives the bonus rate. Finally, $\min(HA)$ is the smallest or minimum number of hours any employee of the firm spends on Activity A. If you do not find this formula useful, don't worry about it. It is given to you as an additional way to understand the payoffs. The computer always shows your payoff table at any point where you need to make a decision. These tables will include all the information you will need to make your decision - a sample will be shown later in the instructions. The program calculates your payoff for you as part of the feedback you receive after each round.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Playing a Round as a Firm Employee: For each round the computer will display a screen like the one shown below. The payoffs shown in the table will be adjusted for any changes in the value of B. For the example below we set $B = 8$. Notice that the value of $B$ is displayed below the table.

To choose a number of hours to spend on Activity A use the button on the right hand side of the screen. When you have made your final decision, click on the button labeled "Continue".

<table>
<thead>
<tr>
<th>Minimum Hours Spent by Other Employees on Activity A</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Hours on Activity A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>230</td>
<td>230</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>180</td>
<td>260</td>
<td>260</td>
<td>260</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>130</td>
<td>210</td>
<td>290</td>
<td>290</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>80</td>
<td>160</td>
<td>240</td>
<td>320</td>
</tr>
</tbody>
</table>

Note that when you make your choice you will not know the choices of other employees in your firm.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Feedback as an Employee: At the end of each round you will receive a summary of what happened in the round including the number of hours you spent on Activity A, the minimum number of hours spent on Activity A, the bonus rate, your payoff for the latest round, and your accumulated payoffs through the current round. The computer also provides a summary of this information for preceding rounds.

Confidentiality and Payoff: At no point in time will we identify the identity of any employees in the firm. In other words, the actions you take will remain confidential. At the end of Stage II, your accumulated payoffs will be converted from ECUs to dollars at a rate of $1 per 500 ECUs. You will be paid these converted earnings in cash along with the show-up fee of $10. You will be paid privately and we will not disclose your payoffs to the other participants in the experiment.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Employee Payoff Quiz

Before we begin the experiment, we will have two short quizzes: one about your payoffs as an employee, and one testing general knowledge about the experiment.

Please answer all of the following questions. For all of the questions on the employee role, assume that \( B = 8 \). This gives employees the payoff table shown below. We will go through the answers to a sample problem before you do the rest of the quiz. Please raise your hand if you are having trouble answering one of the questions.

<table>
<thead>
<tr>
<th>Minimum Hours Spent by Other Employees on Activity A</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Hours on Activity A</td>
<td>0</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>150</td>
<td>230</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>180</td>
<td>260</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>50</td>
<td>130</td>
<td>210</td>
<td>290</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0</td>
<td>80</td>
<td>160</td>
<td>240</td>
</tr>
</tbody>
</table>

\( B = 8 \)

Sample Question: Suppose you choose to dedicate 10 hours to Activity A. The rest of the employees choose to dedicate 30, 20, 20, and 40 hours to Activity A. The minimum number of hours that an employee dedicates to Activity A is ____.

My profits (in ECUs) are ____.

1. Suppose you choose to dedicate 20 hours to Activity A. The rest of the employees choose to dedicate 30, 0, 40, and 10 hours to Activity A.

The minimum number of hours that an employee dedicates to Activity A is:

My profits (in ECUs) are:

Please click "Continue" when you are ready.
2. Suppose you choose to dedicate 10 hours to Activity A. The rest of the employees choose to dedicate 20, 10, 30, and 10 hours to Activity A.

The minimum number of hours that an employee dedicates to Activity A is:

My profits (in ECUs) are:

Please click "Continue" when you are ready.
General Information Quiz

1. The same five people are in my firm for all 18 rounds of Stage 2 of the experiment.
   - TRUE
   - FALSE

2. My actions and payoffs will be confidential.
   - TRUE
   - FALSE

Please click "Continue" when you are ready.
Firm Managers: In the second part of Stage II (Rounds 7 - 18), there will be a firm manager. The manager will be selected from among the five employees in the firm. Each firm will have five employees who perform the same task as in the first part of Stage II. However, one employee will also now serve as the firm manager. For the remainder of the experiment, one of the five people in your firm will be the manager. The manager will always be the same person.

At the beginning of each round, the manager will be able to type a message to the other employees in his or her firm. Except for the following restrictions, the manager may type whatever he or she wants.

Restrictions on Messages

1. Please do not identify yourself or send any information that could be used to identify you (e.g. age, race, gender, etc.).
2. Please refrain from using obscene or offensive language.

When it is time for the manager to enter a message, the computer will display a box into which the manager can type a message. Note that when the manager enters a message he or she will not know how many hours the other firm employees will devote to Activity A.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
Selection of Manager: We will now select which participant will be the manager for each firm.

The manager will be selected based on a vote by the employees in the firm. The outcomes from the quiz in Stage I for each participant in your firm are shown in the table below. The table also shows the amount of time allocated on average to Activity A by each participant during the last six rounds.

Using the buttons underneath the table, please select which participant you wish to play the role of manager for your firm. The participant who receives the most votes will be selected as manager. Ties will be broken randomly.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Correct Answers in Stage I</th>
<th>Avg Time Spent on Activity A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>22</td>
</tr>
</tbody>
</table>

Vote for the participant you wish to be your firm's manager by selecting one of the buttons:

- [ ] 1
- [ ] 2
- [ ] 3
- [ ] 4
- [ ] 5

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
** You have been selected to play the role of manager. Therefore, you will be a FIRM MANAGER for the next 12 rounds, until the end of the experiment.

Remember that the manager was selected from the five employees in your firm. Prior to each round, the manager will be able to send a message to the other employees in the firm. The manager will continue to also perform the task as an employee.

Participant 3 has been selected as the manager for your firm.

Please click "Continue" once the experimenter asks you to do so. If you have a question, please raise your hand and wait for the experimenter.
The bonus rate is now $B = 6$.

The manager in your firm will now have the opportunity to send a message to all the firm's employees. Once the manager has sent the message, it will appear in the box below. All the employees in your firm will see the same message.

Once you have read the message, click Done to proceed. **Please do not click Done until you have read the message from the manager.**

The manager has left the messaging stage.

Hello
I am the manager.
You are now able to send a message to the employees in your firm. Your message will be viewed by all the employees in your firm. You will also be able to view your message.

You may enter your message in the box to the right of the table. After you have typed the message, hit the Enter key to send the message. Please send only one message. **You must hit the Enter key to send your message -- if you only click on "Done", no message will be sent.**

Once you have sent your message, click Done to proceed. **Please do not click Done until you have typed a message and hit Enter.**